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A BSTRACT The growing demand for capacity in wireless communications is the major motivational force behind improvements in established networks and development of new communication technologies worldwide. The communication engineers have recently developed a multiple access technique, CDMA, for the 3rd Generation wireless communication, which discriminates users in the strange ‘code domain’. Capacity calculations show that the Direct Sequence Code Division Multiple Access (DS-CDMA) technique has more capacity than the combination of time and frequency division multiple access techniques being used in the 2nd Generation mobile networks. In this work, we have designed and implemented a DS-CDMA based communication link. Although major procedures are derived from existing DS-CDMA standards but changes have been made in parameters owing to the hardware constraints. We here consider the case of synchronous transmission of multiple users from a single terminal as is the case in forward link of cellular CDMA. There are a number of individual receivers which are configured for reception of their desired user’s data. Modifications are proposed in the Walsh Hadamard codes of size eight (used for message orthogonalization) for improvement in their auto-correlation properties. After successfully designing transmitter and rake receiver structures in MATLAB, we have proceeded for the implementation of our receiver on the DSP Board, TMS 320 C6711 DSK by Texas Instrument. In the last section of this dissertation we present a comprehensive performance analysis of our receiver with changing values of SNR and MAI. We also analyze the receiver performance in multipath environment with exaggerated delay spreads for rural, urban and hilly terrains. Effect of samples per chip, roll-off factor and different pilot power levels has also been studied and found in complete harmony with the established results.
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Chapter 1 Introduction to the Project



Introduction to the Project 1.1 Need for Multiple Access – Scarcity of communication resources The modern era of digital communication owes its evolution to the introduction of Shannon’s Channel Capacity Theorem in 1948 [1]. In his classical paper Claude Shannon arrived analytically at the maximum channel capacity ‘C’ of a channel with bandwidth ‘B’ as C = B log2 (1+SNR) Although the theorem does not itself reveal any technique for achieving this channel capacity but hints at the maximum achievable benchmark capacity of a channel with given bandwidth. The growth of digital communication in the past fifty years has revolved around development of such techniques that achieve optimum bandwidth utilization. Bandwidth is a valuable communication resource and as such it needs to be utilized in an efficient manner. Infact the significance of bandwidth as a resource is much more in case of wireless transmission as compared to wired transmission, where each link can be provided with separate wires for achieving higher data rates. Unfortunately this is not the case for wireless communication where all communication links utilize the same open air as medium for transmission. Multiple Access techniques come to our rescue in achieving what we may call as access of single channel simultaneously by multiple users. The significance of multiple access techniques can never be over-emphasized given the scarcity of communication resources. It may be notified here that the degree of scarcity is increasing day by day not only because of increasing consumers but also the demand for high data rate mobile and multimedia communication.



1.2 Multiple Access Techniques The three competing multiple access techniques are TDMA, FDMA and CDMA. Each technique has got its unique underlying principles that determine how it facilitates
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sharing of bandwidth between users. TDMA and FDMA are conceptually similar in a way that they both assign time and frequency slots to their multiple users. But CDMA is strange in the sense that it distinguishes users in a strange ‘code domain’. The difference between these techniques is here illustrated in a non-technical manner [A public safety document] for the understanding of naïve readers. Picture a large room with a group of people divided up into pairs. Each pair would like to hold their own conversation with no interest in what is being said by the other pairs. For these conversations to take place without interruption from other conversations, it is necessary to define an isolated environment for each conversation. In this example, the room should be considered as a slice of the radio spectrum specifically allocated to be used by this group of people. Imagine each pair communicating through cellular telephones or radios. Applying an FDMA system to this analogy, the single large room (slice of spectrum) would be partitioned with many dividing walls and creating a large number of smaller rooms. A single pair of people would enter each small room and hold their conversation. Each room is like a single frequency/channel. No one else could use the room (or frequency) until the conversation was complete, whether or not the parties were actually talking. When the conversation is completed, the first pair of people would leave and another pair would then be able to enter that small room.



Figure 1.1: Users are allocated different frequency slots.



In a TDMA environment, each of the small rooms would be able to accommodate multiple conversations “simultaneously.” For example, with a three-slot TDMA system, each “room” would contain up to three pairs of people, with the different pairs taking turns talking. According to this system, each pair can speak for 20 seconds during each minute. Pair A would use 0:01 second through 0:20 second, pair B would use 0:21 second Design & Implementation of a DS-CDMA based Communication Link, Employing DSP Board for Receiver’s Baseband Processing
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through 0:40 second, and pair C would use 0:41 second through 0:60 second. However, even if there were fewer than three pairs in the small room, each pair would still be limited to 20 seconds per minute.



Figure 1.2: TDMA increases the number of users who have access to particular channel by dividing that channel into time-slots.



Using the CDMA technology, all the little rooms would be eliminated. All pairs of people would enter the single large room (our spectrum space). Each pair would be holding their conversations in a different language and therefore they could use the air in the whole room to carry their voices while experiencing little interference from the other pairs. The air in the room is analogous to a wideband “carrier” and the languages represent the “codes” assigned by the CDMA system. In addition, language “filters” would be incorporated so that, for example, people speaking German would hear virtually nothing from those speaking another language. Additional pairs could be added, each speaking a unique language (as defined by the unique code) until the overall “background noise” (interference from other users) made it too difficult to hold a clear conversation. By controlling the voice volume (signal strength) of all users to a minimum, the number of conversations that could take place in the room could be maximized (i.e., maximize the number of users per carrier). Additional pairs can be easily added to the room without much interference to the other pairs.



Figure 1.3: CDMA allows all users access to their entire allocated spectrum.
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1.3 Project Overview The aim of our design project is to design and implement a Direct Sequence – Code Division Multiple Access (DS-CDMA) system thereby demonstrating the multiple access capability of spread spectrum communications. Direct sequence spread spectrum facilitates access of channel to multiple users through the use of orthogonal codes that are assigned to the individual users. It is with the help of these codes that user messages are brought in orthogonality with each other. The process of orthogonalization also results into much sharper transitions in time-domain and consequently the bandwidth of the original user signals spread. The usual procedures of pulse shaping, digital modulation and carrier modulation proceeds then and ultimately The job of a DS-CDMA receiver that we intend to design is to extract the message of any of the desired user from the composite signal it receives. The first step towards accomplishment of this task is to acquire code synchronization with the incoming signal. Once code acquisition is complete the process of partially de-spreading the received signal (through desired user code) and passing it through a low pass filter yields soft decision values for the user bit stream. The optional code tracking feature may also be incorporated if the time variance of channel is not negligible (fast fading). An additional feature is the use of convolutional error coding to combat against random errors. This would require the complex implementation of Viterbi decoding at receiver. The channel effects that we will be combating against includes the most common and un-avoidable source of signal distortion, the Noise. AWGN model will be used to simulate the presence of noise signals and receiver performance (BER) will be analyzed with different SNR conditions. The second and infact more crucial channel effect is multipath propagation. Signals in wireless environment arrive at the receiver after traveling along different paths after undergoing reflection, scattering and/or diffraction. The variably delayed versions of the original transmitted signal with their amplitudes scaled by Gaussian distribution arrive at the receiver. The delay between these signals is heavily dependent upon the nature of
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terrain. It is larger in hilly terrains as compared to urban and rural environments, just as echo of sound in hilly areas. The most effective way to combat these effects in DSCDMA is to use RAKE receiver architecture. DSP Board implementation of receiver is yet another challenge that we intend to undertake in our project. The available DSP board TMS320 C6711, although is quite powerful in its processing capabilities, but has a sampling rate of 8 kHz, which has proved to be the most stringent bottleneck in the implementation of our system. The idea of speech transmission had to be dropped down because of this constraint. We then proceeded for EDMA based transfer of signal samples to the processor through the use of DSP/BIOS PIP modules. These signals simply correspond to the random bits generated by users.



1.4 Report Overview Chapter 1 describes the underlying theme behind the project and introduces the three competing multiple access technologies. Chapter 2 introduces readers about spread spectrum based multiple access commonly referred to as CDMA. The advantages and applications of CDMA are briefly described. Chapter 3 succinctly explains the three major standards of DS-CDMA emphasizing only on portions which are relevant to our system. Chapter 4 deals comprehensively with the design options that we were faced with during our system’s implementation. Chapter 5 describes the transmitter implementation through an extensive use of MATLAB figures for conceptual understanding of the reader. Chapter 6 describes the receiver implementation through an extensive use of MATLAB figures for conceptual understanding of the reader. Chapter 7 deals with the most challenging task of real-time DSP Board implementation of the DS-CDMA receiver on TMS320 C6711. Chapter 8 is one of the most interesting chapter of this documentation, which graphically illustrates the performance of our DS-CDMA communication link in different environments such as multipath, multiple access interference etc. Chapter 9 presents concluding remarks and mentions some of the potential future recommendations.
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Spread Spectrum Based Multiple Access This chapter is intended to serve as an introductory and revealing chapter for readers who are unaware of the features and usefulness of spread-spectrum systems. It unveils the origin of spread spectrum technique and discusses its variants. A succinct description of the major blocks of a typical Direct Sequence Spread Spectrum (DS-SS), also called as DS-CDMA, is also given. Review of major advantages & disadvantages and the applications of DS-CDMA are provided at the end. The chapter also describes the major performance measures associated with DS-CDMA systems.



2.1 Spread Spectrum Communication Spread spectrum is a form of wireless communications in which the frequency of the transmitted signal is deliberately varied over a large range. This results in a much greater bandwidth than the signal would have if its frequency were not varied. The technique got its name from the fact that the transmitter ‘spreads’ the energy originally concentrated in narrowband across a wide frequency band of EM spectrum. The spreading of spectrum is done according to a specific but complicated mathematical function or a code that is independent of the message to be transmitted so this is unlike the case of wideband FM. In order to extract the message signal, a receiver must be tuned to frequencies that vary precisely according to this function. The receiver must ‘know’ the code to ‘despread’ the received signal.



2.2 Origin of Spread Spectrum The origin of spread spectrum lies in military and navigation systems. The milestones for spread spectrum based multiple access, commonly referred as CDMA, started from 1949 with the publication of the Shannon theorem. It was in 1949 that Claude Shannon and Robert Pierce introduced the basic ideas of CDMA by describing the interference averaging effect and the graceful degradation of CDMA. John Pierce wrote a technical memorandum where he described a multiplexing system in which a common medium carries coded signals that need not be synchronized. This system can be classified as a time hopping spread spectrum multiple access system.
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In 1950, De Rosa-Rogoff proposed a direct sequence spread spectrum system and introduced the processing gain equation and noise multiplexing idea. In 1956, Price and Green filed for the anti-multipath "RAKE" patent. Signals arriving over different propagation paths can be resolved by a wideband spread spectrum signal and combined by the RAKE receiver. For cellular application, Cooper and Nettleton suggested spread spectrum in 1978. During the 1980s Qualcomm investigated DS-CDMA techniques, which finally led to the commercialization of cellular spread spectrum communications in the form of the narrowband CDMA IS-95 standard in July 1993 [2]. Commercial operation of IS-95 systems started in 1996. Multi-user detection (MUD) has been subject to extensive research since 1986 when Verdu formulated an optimum multi-user detection for the additive white Gaussian noise (AWGN) channel. During the 1990s wideband CDMA techniques with a bandwidth of 5 MHz or more have been studied intensively throughout the world, and several trial systems have been built and tested. These include FRAMES Multiple Access (FRAMES FMA2) in Europe, CoreA in Japan, the European/Japanese harmonized WCDMA scheme, cdma2000 in the United States, and the Telecommunication Technology Association I and II (TTA I and TTA II) schemes in Korea. Introduction of third-generation wireless communication systems using wideband CDMA started around the year 2000. Based on the above description, the CDMA era is divided in three periods: the pioneer CDMA era, the narrowband CDMA era, and the wideband CDMA era.



2.3 Types of Spread Spectrum The fundamental theme of spread spectrum communication is to spread the signal over a much larger bandwidth than it usually occupies. Although there may be a number of possible techniques, three have been most prominent along with some hybrids of these, as shown in figure 2.1. A comprehensive review can be found in [3].
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Figure 2.1: General Classification of CDMA



2.3.1 Direct Sequence Systems Direct sequence is perhaps one of the most widely studied and also the most widely utilized spread spectrum systems and it is relatively simple implement. A narrow band carrier is modulated by a code sequence. The carrier phase of the transmitted signal is abruptly changed in accordance with this code sequence. A pseudorandom generator that has a fixed length generates the code sequence. After a given number of bits the code repeats itself exactly. The speed of the code sequence is called the chipping rate, measured in chips per second (cps). For direct sequence, the amount of spreading is dependent upon the ratio of chips per bit of information. At the receiver, the information is recovered by multiplying the signal with a locally generated replica of the code sequence as shown in figure 2.2.
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Figure 2.2: Conceptual Block Diagram of a DS-CDMA System
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Figure 2.3: Comparison of a narrow band signal with a Direct Sequence Spread Spectrum signal. The narrow band signal is suppressed when transmitting spread spectrum



Power Level In dBm



Frequency



Figure 2.4: A typical Direct Sequence Spread Spectrum



Narrowband CDMA Narrowband Code Division Multiple Access is a technique that uses a narrow bandwidth for transmission of data. This is used in the second generation IS-95 standard. A narrowband spread spectrum signal has a spreading factor less than equal to 100. It is 64 in IS-95. Wideband CDMA Wideband Code Division Multiple Access is a technique that allows the bandwidth to be used more efficiently in a CDMA environment (Figure 2.5). The bandwidth used here usually ranges from 64 Kbps to 2 Mbps. Wide band is beneficial in that is allows more bandwidth to be used and therefore more information to be transferred
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over a given band. Wideband CDMA includes the two third generation standards: WCDMA and CDMA 2000.



Figure 2.5: Difference between narrowband and wideband



2.3.2 Frequency Hopping Systems In frequency hopping systems, the carrier frequency of the transmitter abruptly changes (or hops) in accordance with a pseudo random code sequence. The order of frequencies selected by the transmitter is dictated by the code sequence. The receiver tracks these changes and produces a constant IF signal. See Figure 2.6.



Figure 2.6: An example of Frequency Hopping Spread Spectrum system
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Figure 2.7: Block Diagram of a typical FH Spread Spectrum System



This technique is also very secure since a narrow band receiver will be unable to detect any useful information, receiving just a short burst of information on odd occasions. Frequency hopping systems also have the ability to reject both intentional and unintentional interference, although somewhat more involved than the direct sequence case. A frequency hopping system is shown in Figure 2.7. The receiver uses the same technique as the transmitter, but in reverse, along a similar line to the DS SS transmit/receive pair. The basic FH SS system has a number of disadvantages, which can be overcome quite elegantly. Since a FH system can essentially be regarded as an instantaneous narrow band communications system, it suffers from the same problems with interference as any other conventional narrow-band modulation system, although the period of such degradation is considerably reduced. However, there are ways for interference rejection and this problem can be overcome.
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Figure 2.8: A typical Frequency Hopping system
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Slow Frequency Hopping Systems In these FH systems, more that one data bit is transmitted within one hop. Coherent and non coherent detections are both possible. In this case error control coding schemes are required. In this case, RbRn. in this case.



2.3.3 Time Hopping Systems A time hopping system is a spread spectrum system in which the period and duty cycle of a pulsed RF carrier are varied in a pseudorandom manner under the control of a coded sequence. See Figure 2.9.



Figure 2.9: Time Hopping Spread Spectrum. Each burst consists of k bits of data and the exact time each burst is transmitted is determined by a PN sequence



Note that the time axis has been divided into intervals known as frames, with each frame divided into M time slots. During each frame only one time slot may be modulated by a message, with each particular time slot being chosen according to the output of a PN generator. There are a total of M = 2m time slots in each frame, and all of the message bits accumulated in the previous frame are sent in a burst during the selected time slot.



Figure 2.10: A typical Time Hopping waveform
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Time hopping is often used effectively with frequency hopping to form a hybrid time-division, multiple-access (TDMA) spread spectrum system.



Figure 2.11: Comparing Narrowband and Spread Spectrum techniques (transmission power is represented by degree of shading)



2.3.4 Hybrid Systems A hybrid spread spectrum system generally consists of a combination of a direct sequence system and a frequency hopping system. Such a system will usually possess a very high degree of information security, as well as a high ability to reject interference. The disadvantage of this type of system is the overall increase in complexity and operation. Some of the most common hybrid systems are: Direct Sequence - Frequency Hopping, Direct Sequence - Time Hopping, Frequency Hopping - Time Hopping, Direct Sequence - Frequency Hopping – Time Hopping. Direct Sequence Frequency Hopping A PN sequence is used in combination with frequency hopping. The signal transmitted on a single hop consists of a PN spread spectrum signal which is demodulated coherently. However, the received signals from different hops are combined non coherently (envelope or square-law combining). Since coherent detection is performed within a hop, there is an advantage obtained relative to a pure FH system. However, the price paid for the gain in performance is an increase in complexity, greater cost, and more stringent timing requirements.
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Direct Sequence Time Hopping This does not seem to be as practical as Direct Sequence Frequency Hopping, primarily because of an increase in system complexity and more stringent timing requirements.



2.4 Direct Sequence CDMA CDMA (Code Division Multiple Access) as its name implies provide multiple access to a number of users sharing the same wireless channel. This MA technique differs from the previous TDMA and FDMA which provide multiple access through multiple time and frequency slots respectively. CDMA provides multiple access by assigning unique, orthogonal codes to different users. The receiver is able to decode only the message that had been coded using the code it has. A peculiar characteristic of CDMA is that it uses a large bandwidth at the expense of secure and efficient wireless communication. More importantly it is able to counteract multi-path effects effectively. The detailed block diagram of DS-CDMA is shown in figure 2.12 [4].
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Figure 2.12: General block diagram for a DS-CDMA communications system
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2.4.1 Transmitter Input Signal CDMA is basically a digital communications technology and as such it requires input in digital form i.e. in the form of bit stream. That can be a data file. But when we have when we have as an input voice, image or text, source coding comes to our rescue. Source Coding Source coding refers to processing the data generated by the source not only to transform data into a form that is acceptable to the communications system, but also with a view of better utilization of resources. For data transmission, it involves or voice compression. These compression techniques include PCM, ADPCM, LPC and CELP etc. Similar techniques are used for images. The input signal is converted into a digital form i.e. a sequence of binary digits. Ideally, the source output is desired to be represented by as few binary digits as possible. Error Coding The purpose of forward error correction (FEC) is to improve the capacity of a channel by adding some carefully designed redundant information to the data being transmitted through the channel. The process of adding this redundant information is known as error coding. Channel coding is a broader term that includes all those measures aiming to combat channel effects. Convolutional coding and block coding are the two major forms of error coding. Convolutional codes operate on serial data, one or a few bits at a time. Block codes operate on relatively large (typically, up to a couple of hundred bytes) message blocks. While block codes are typically used for error detection, convolution codes are used for error correction. Convolutional encoding with Viterbi decoding is a FEC technique that is particularly suited to a channel in which the transmitted signal is corrupted mainly by additive white Gaussian noise (AWGN) and is employed in the transceiver in the present dissertation. Other options for additional reliability may be to use CRC using Reed Solomon and Turbo Coding techniques but they offer additional processing overhead [5].
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Block Interleaving It is aimed at the reduction of burst errors in case of data transmission. It converts burst errors in random errors, which are easier to detect and correct using the commonly employed error coding schemes. In this way, we don’t suffer from a considerable loss of information. It generally involves two steps: frequency interleaving and time interleaving. This technique can be effectively employed in the case of fading channels. Spreading of information bandwidth Against the usual goal of a communication system to use minimal bandwidth, spread spectrum techniques deliberately increase the bandwidth of the signal for gaining some distinct advantages. How spreading of bandwidth is achieved is completely dependant on the type of spread spectrum technique being used. In DS-CDMA, a high chip rate code sequence (each bit of code sequence is called a chip) is XORed with the data bits. This effectively increases the data rate by a factor of processing gain which is a ratio of the number of code chips to the number of user data bits in a given period. A number of spreading codes with varying correlation properties are suitable for different channel conditions. A review of these codes is given in Chapter 4. Digital modulation Unlike the analog modulation schemes, digital modulation schemes do not only concentrate on shifting the spectrum of the signal to the high frequency region but also the aim to achieve a tradeoff between signal power and bandwidth or equivalent and data rate. Two types of modulation are considered, PSK and FSK. PSK is appropriate in applications where phase coherence between the transmitted signal and the received signal can be maintained over a time interval that is relatively long compared to the reciprocal of the transmitted signal bandwidth. On the other hand, FSK modulation is appropriate in applications where such phase coherence cannot be maintained due to time-variant effects on the communications link. This may be the case in a communications link between two high speed aircraft or between a high-speed aircraft and a ground terminal.
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In PSK schemes, QPSK is one of the options but DQPSK has been proven to show better results and has been selected as the standard technique for modulation in CDMA. The resulting modulated signal is called a direct sequence (DS) or a pseudo-noise (PN) spread spectrum signal. Combiner The process of spreading mentioned above, besides achieving spread of bandwidth for the purpose of distinct advantage also orthognalizes the user data. So that even though the users occupy the same bandwidth, there are interference free. The task of the combiner is to linearly add the modulated signals of all the users. Pilot signal is also added in case of synchronous environment to help in the process of synchronization at the receiver. The composite signal containing all the users data and the pilot signal is transmitted on the channel. For transmission into wireless channel the Baseband spectrum needs to be shifted up in the IF and the RF region, if not already shifted. It may be noted that unlike FDMA, CDMA can be demonstrated at the Baseband.



2.4.2 Channel The channel distortion which is always present is noise. As opposed to ideal channel that transmits information unchanged, practical channels always add some scrupulous random so-called noise signals. Major cause of these is the thermal agitation of electrons in the systems. As is mostly the case, noise is linearly added in the transmitted signal and its spectral density is uniform. Moreover, the amplitude varies according to Gaussian distribution in probability domain. So the most widely used model for noise is AWGN. Besides this, during transmission, the signal also suffers due to multipath reflections. The multipath reflections are of two types: Rayleigh and Ricean. All these have derogatory effects on the signal. There are different types of channels depending on frequency and fading. These will be discussed in detail later.
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2.4.3 Receiver Code Acquisition For the receiver to be able to extract any useful information from a composite CDMA signal, it must not only have the same code that has been used at the transmitter, but also an exactly synchronous version of the code. The latter requirement is achieved by searching for the offset of the code that gives best synchronization. The job of the code acquisition block is to acquire such a code synchronization given the received signal and knowledge of the user’s code. De-spreading Once code synchronization has been achieved, correlating the user’s code with the incoming composite signal de-spreads the user’s component out of the spread spectrum composite signal. The signal is low pass filtered to retain the despreaded signal only. Thus a narrowband user’s signal is obtained. Carrier Demodulation It is now necessary to bring the carrier modulated, band pass signal to the baseband. Carrier synchronization is achieved using phase locked loops. De-Interleaving This is done to get the transmitted bits in their original sequence. Now the burst errors have been converted into random errors and they can easily be corrected due to FEC. FEC Decoder The bit error rate that are generally accepted for voice signals is around 10e-3 but for data transmission lower BERs are required to be achieved. When Convolutional coding is applied at transmitter, it is common to find Viterbi Decoding as the most optimum technique to decode Convolutional Coding. Viterbi decoders are usually used to produce acceptable level of reliability. Source Decoder It accepts input from the FEC decoder and according to the source encoding method used; it tries to reconstruct the original signal from the source. Due to degrading effects of the channel, the signal reconstructed is a close approximation of the original signal that was transmitted.
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2.5 Advantages and Disadvantages of Spread Spectrum Communication Advantages Spread Spectrum systems have a number of features that make them valuable for telecommunications. The first and foremost is the capability of providing multiple access. Infact, had this not been the feature of spread spectrum systems, the otherwise poor bandwidth efficiency would have ruled out its usefulness. Other advantages include the ability to provide privacy, anti jamming capability, interference rejection and low probability of intercept. How spread spectrum achieves these is explained below.



2.5.1 Multiple Access Capability By the use of unique orthogonal codes, spread spectrum technique guarantees interference free communication between users even thought they all use the same bandwidth and time resources. The receiver will still be able to distinguish between the users data provided each user has a unique code that has a sufficiently low crosscorrelation with the other codes. Correlating the received signal with a code signal from a certain user will then only dispread the signal of desired user, while the other spreadspectrum signals will remain spread over a large bandwidth. Thus, within the information bandwidth the power of the desired user will be larger than the interfering power provided there are not too many interferers, and the desired signal can be extracted. The multiple access capability is illustrated in fig 2.13.



Figure 2.13: Demonstration of Multiple Access Capability
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In fig 2.13a, two users generate a spread-spectrum signal from their narrowband data signals. In fig 2.13b, both users transmit their spread-spectrum signals at the same time. At the receiver of user 1, only the signal of user 1 is despread and the data recovered.



2.5.2 Protection against Multipath Interference In a radio channel there is not just one path between a transmitter and receiver. Due to reflections (and refractions) a signal will be received from a number of different paths. The signals of the different paths are all copies of the same transmitted signal but with different amplitudes, phases, delays, and arrival angles. Adding these signals at the receiver will be constructive at some of the frequencies and destructive at others. In the time domain, this results in a dispersed signal. Spread-spectrum modulation can combat this multipath interference; however, the way in which this is achieved depends very much on the type of spread spectrum technique used.



2.5.3 Privacy For dispreading a user’s signal the receiver must know the user’s spreading code. The codes used in DS-CDMA have low cross correlation. So a slightly mismatched code is unable to despread the users signal effectively. The reception of data, therefore, requires the knowledge of the user’s code. With a period of code as long as 242-1 chips (in IS-95), the possibility of leaking out of the code to others is negligible.



2.5.4 Interference Rejection Cross-correlating the code signal with a narrowband interfering signal will spread the power of the narrowband signal, thereby reducing the interfering power in the information bandwidth. This is illustrated in fig 14. The spread-spectrum signal ‘s’ receives narrowband interference ‘i’. At the receiver, the SS signal is despread while the interference signal is spread, making it appear as background noise compared to the despread signal. The transmitter introduces an element of un-predictability or randomness (pseudorandomness) in each of the transmitted coded signal waveforms which is known to the intended receiver but not to the jammer. As a consequence, the jammer must synthesize
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and transmit an interfering signal without knowledge of the pseudo-random pattern [2].



Figure 2.14: Illustration of Interference Rejection



2.5.5 Anti-Jamming Capability The interference rejection ability gives CDMA an intrinsic property of jam resistance. To be able to jam a spread spectrum user’s transmission, a jammer will have to use power greater than the combined power of all the users spread on the entire bandwidth. This is not feasible for the jammer and hence discourages jamming.



2.5.6 Low Probability of Interception (LPI) Because of its low power density, and spreading on a large frequency band, the spread-spectrum signal is difficult to detect and intercept by a hostile listener. It is this property, together with the previous one, that makes spread-spectrum modulation attractive for military applications. The low power density makes the signal harder to detect at all. Also, as the interceptor can ‘listen’ on a limited range of frequencies, there is a low possibility of him catching a signal spread over a large range of frequencies.



Disadvantages: The major drawbacks of CDMA technology are briefly discussed below.



2.5.7 The Near Far Problem The near-far problem occurs when a signal from one transmitter arrives at the receiver with much greater signal strength than any other transmitter. This may be due to an increased RF power level, or because of a closer proximity to the receiving antenna the apparent increase of signal strength can effectively jam the receiver, thereby locking all other users out of the network. This type of problem is especially relevant in mobile communications systems where many independent transmitters are free to move closer to,
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or further from, the receiver. Hence the power levels from all transmitters (mobile station) linked to a receiver (base station) must be adjusted so that the receiver receives the same power from each of them [2].



2.5.8 Multiple Access Interference (MAI) Multiple Access Interference is accentuated by multipath. This applies to both the synchronous



forward



channel



and



asynchronous



reverse



channel



in



mobile



communications. This reduces system performance, but can be offset by exploiting multipath diversity.



2.5.9 Interleaving Interleaving must be used to reduce burst errors to random errors. However, the achievable interleaving depth is limited by the delay constraints imposed by voice communication.



2.5.10 Complex Implementation Implementation is somewhat more complex than FDMA or TDMA systems. The added advantages of any new technology come with the technical overheads with regard to implementation. Same is the case with CDMA. It has got the added requirement of code acquisition and spreading/dispreading process which is not required in TDMA and FDMA. TDMA has got its own synchronization technique. No such technique as Rake Receiver is there in TDMA or FDMA but then they are not able to counter multipath interference effectively.



2.6 Applications of CDMA After many years of strict military use, it was obvious that spread spectrum systems can have a large number of useful civilian applications [6]. Some of them are as below:
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2.6.1 Global Positioning System An application of Spread Spectrum technique is Global Positioning System (GPSalso known by its military name NAVSTAR) makes use of 24 satellites in 12 hour orbits spaced uniformly around the earth, to provide geodesic survey, position location for civilian vehicles including navigation aids for travelers, position location for hunters and fishermen and position location for commercial vehicles and ships. Using the CDMA technique in GPS has the advantage of Distance Resolution Ability. This allows for a precise location to be predicted.



2.6.2 Cellular Mobile Radio Another application of the spread spectrum (SS) techniques that is strictly civilian is cellular mobile radio. The first cellular mobile systems were narrowband and made use of frequency division multiple accesses for accommodating multiple users. The latest standards for SS-based systems have been proposed and commercial mobile radio systems using CDMA techniques are already in use (IS-95) or ready to be deployed in the near future (UMTS, CDMA2000).



These new standards will replace the earlier



techniques due to better protection against multipath interference, and variable spreading rate to support different multimedia applications by providing different Quality of Service (QoS).



2.6.3 Satellite-Land-Mobile Communications A related system for which spread spectrum has been proposed as an accessing modulation is satellite-land-mobile communications. A number of such systems have been proposed and are in varying stages of development. Such systems use networks of satellites to provide world-wide communications between personal users with hand-held telephones, in some cases, and telephone booth-type facilities in other cases. Generally, connections will take place through a network of multiple satellites. At least one of these proposed systems will use spread spectrum modulation for accessing communications satellites as relays.
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Figure 2.15: A cut away view of PANSAT, a Direct Sequence Spread Spectrum satellite being designed and built at the Naval Post Graduate School in Monterey, California



2.6.4 PCS and UPT Service Systems Another developing area in which spread spectrum is expected to play a significant role is the Personal Communications Service (PCS) and Universal Personal Telecommunication (UPT) service systems. The concept behind PCS and UPT is that a person’s telephone number will not be assigned to a location but rather to their person. More specifically, PCS is defined as a set of capabilities that allows some combination of terminal mobility, personal mobility and service profile management, while UPT is a service that provides personal mobility, service profile management and involves the network capability of identifying uniquely a UPT user by means of a UPT number.



2.6.5 Radio Location Subscriber location information can be provided through radio location. Radio location methods typically use time difference of arrival information of a signal from a mobile station (MS) that is received at multiple base stations (BSs) that are synchronized to a common clock. Coarse acquisition timing information can provide a time difference of arrival estimate that is accurate to within half chip duration. Further accuracy in the location estimates can be obtained using the PN code tracking loop.
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2.6.6 Wireless Ethernet Typical
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communications. They link two subnets over distances of several miles with external Yagi antennas and less than one watt of power. Amateur radio experimentation can advance the art of spread spectrum, by creating a CDMA spread spectrum packet radio network. By using the techniques employed by GPS, relatively short codes can be use to minimize receiver acquisition time. These codes would also need to have good crosscorrelation properties to minimize multiple access interference between nodes.



2.6.7 Packet Radio Spread spectrum has found its way into packet radio. Spread spectrum allows each node to have a unique code which acts as a hard address. Another node in the system can send data to that node by encoding that data with the spread spectrum address for the receiving node. Traffic for other nodes does not interfere because it would have a different code. Among the reasons cited for employing spread spectrum for packet switching are privacy, selected addressing, multipath protection and band sharing. But it is interesting to note that a load is taken off the contention collision approach because now a single frequency is not in contention among the nodes wishing to transmit. The load is divided among the nodes addresses, and each that is interested in sending data to a target node competes for that node only.



2.7 Performance Measures Three of the most important performance measures are discussed here.



2.7.1 Bit Error Rate: BER stands for Bit Error Ratio and is often wrongly called Bit Error Rate. It is the principle measure of performance of a system. It is simply the ratio of the number of bits in error to the total number of bits transmitted.



2.7.2 Energy per bit / Noise (Eb/No) One of the most important metrics of performance in digital communication systems is a plot of the bit-error probability versus Eb/No. The dimensionless ratio Eb/No Design & Implementation of a DS-CDMA based Communication Link, Employing DSP Board for Receiver’s Baseband Processing
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is a standard quality measure for digital communications system performance. Therefore, required Eb/No can be considered as a metric that characterizes the performance of one system versus another; the smaller the required Eb/No, the more efficient is the detection process for a given probability of error. Relationship between Eb/No and SNR The figure of merit in analog communications is average signal power to average noise power ratio (S/N or SNR). In digital communications, we more often use Eb/No, a normalized version of SNR, as a figure of merit. Eb is bit energy and can be described as signal power S times the bit time Tb. No is noise power spectral density, and can be described as noise power N divided by bandwidth W. Since the bit time and the bit rate Rb are reciprocal, we can replace Tb with 1/Rb and write Eb/No = S.Tb/ (N/W) The above equation [7] shows that Eb/No is just a version of S/N normalized by bandwidth and bit rate.



2.7.3 Multiple Access Interference Interference from other users arises in multiple-access communications systems in which a number of users share a common channel bandwidth. MAI is accentuated by multipath. This applies to both the synchronous forward channel and asynchronous reverse channel in mobile communications. Due to MAI, the correlation properties of the spreading codes are disturbed and the cross-correlation value among Walsh codes is no more zero. This is because the codes are offset and are no more orthogonal to each other. MAI severely degrades DS/SS CDMA system’s performances but it can be offset by exploiting multipath diversity. It can be treated as AWGN. The capacity of a DSCDMA system is interference (whether from MAI or noise) limited. The performance (in terms of the probability of error) degrades gracefully as the number of simultaneous users increases. This means that improving the capacity of such spread spectrum systems may be achieved either by reducing the total interference by enhancing single user detection methods or by making use of the structured nature of the
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multiple access interference through improved interference cancellation (IC), joint detection (JD) or multiuser detection (MUD) techniques [4].
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Overview of DS-CDMA Standards The advent of a new technology, in general, necessitates the need for a standard way of implementing it. The revolutionary introduction of DS-CDMA, with its unique advantages outlined in Chapter 2, has led to the development of standards that describe how to implement it for fulfilling the needs of a cellular network. Evolution of a standard, besides being governed by technical issues, is also heavily impacted by political issues. A number of standards thus evolved in different regions of the world at different times. This chapter introduces the reader about the major Direct Sequence CDMA standards, a description of which is fundamental to understanding our project. Understanding and especially implementation of any technology requires a thorough study of its standards. Therefore, although the stringent constraints of the maximum supportable sampling frequency of the Codec on DSP board barred us from implementing DS-CDMA system in accordance with the standards, fundamental theme was sought from the standards. The three standards of DS-CDMA are IS-95, CDMA 2000 and W-CDMA. Each of the three major sections of this chapter succinctly explains these standards.



3.1 Interim Standard - 95 Qualcomm in the mid-1980’s developed the first CDMA system that was to be deployed for commercial use in the cellular band. This system was considered an attractive alternative to the existing FDMA technologies (AMPS, primarily) and TDMA systems (IS-54, IS-136, GSM) that were in use during this era. Qualcomm' s innovations in the area of CDMA for cellular systems resulted in the Telecommunications Industry Association (TIA) developing the IS-95 standard. This standard formed the basis for the first CDMA systems deployed in the cellular band (from 824 to 894 MHz) in North America. The IS-95 air interface standard, after the first revision in 1995, was termed IS 95A. Since then, there has been some effort to enhance symmetric data rates for IS-95, resulting in the formation of a new standard in 1998, IS-95-B.
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Figure 3.1: IS-95 cellular spectrum



IS-95 allows each user within a cell and in adjacent cells to use the same radio channel. Each IS-95 channel occupies 1.25MHz of spectrum in each one-way link, which corresponds to 41 30 kHz AMPS channels. There is 45 MHz spacing for forward & reverse channel and the permissible frequency assignments are on 30 kHz increments. The user data is spread to a channel chip rate of 1.2288MHz. The frequency spectrum in the IS-95 standard is shown in figure 3.1. IS-95 uses a different modulation and spreading technique for the forward and reverse links. Channelization in the forward link is done by the use of orthogonal Walsh Codes. While in the reverse link, it is achieved by using offsets of the spreading sequence. Different base stations are identified on the downlink based on unique time offsets utilized in the spreading process. Therefore, all base stations must be tightly synchronized. This synchronization and also location information about the receiver is accomplished through the use of the Global Positioning System (GPS). This common time reference is known as system time. There are two types of PN spreading sequences used in IS-95: the long and the short codes. Both the PN sequences are clocked at 1.2288MHz, which is the chipping rate. The long code is used for privacy, as each user of the mobile network may be assigned a unique temporal offset for the long code with reference to system time. At both the base station and the terminal, Rake receivers are used to resolve and combine multipath components, in order to improve the link quality. In IS-95, a threefinger Rake receiver is used at the base station [8]. The forward and reverse links are discussed in detail separately.
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3.1.1 IS-95 Forward Link Forward Link, in terms of cellular networks refer to the communication link directed form the Base station (the central and fixed entity of a cell) to the mobile receiver (free to move anywhere within a cell). On the forward link, as shown in figure 3.2, the base station simultaneously transmits the user data for all mobiles in the cell by using different spreading sequence for each mobile. The user data is encoded, interleaved, and spread by one of sixty-four orthogonal spreading sequences (Walsh functions). CDMA base stations transmit information in four logical channel formats: pilot channels, sync channels, paging channels, and traffic channels. Walsh 0
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Figure 3.2: IS-95 Forward Channel Link set.



It may be notified here that the baseband pulse shaping in IS-95 does not fulfill the Nyquist Criteria for zero ISI. The pulse-shaping (nominally a 48-tap finite impulse response (FIR) filter specified in IS-95 is depicted in Figure.



Figure 3.3: IS-95 Baseband Pulse shape



The forward link channels can be logically grouped into common channels and dedicated channels. Common channels are broadcast to all the users in the cell served by the base station. Dedicated channels deliver user traffic and user-specific signaling. The three common channels used in IS-95 are the Pilot, Sync and Paging channels. Each has a unique Walsh code associated with it, and serves a particular purpose in the IS-95 forward link. There are two types of dedicated channels that are used in IS-95: the forward fundamental channel and the forward supplemental code channel. The logical channels in IS-95 forward link are explained below. Pilot Channel The mobile uses the pilot channel for the following purposes: •



Multipath channel amplitude estimation for coherent detection
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•



Timing recovery for synchronization to network time reference (GPS-



based) •



Frequency offset correction for the mobile receiver



•



Pilot strength measurements for soft and hard handoff decisions



The base station uses it to provide a reference for all mobile stations. The pilot channel must be a known sequence to be useful at the mobile station. The pilot channel must be transmitting at a sufficiently high power (typically 20% of the total power) such that mobiles at the cell boundaries can still receive it. Synchronization Channel The synchronization Channel is assigned the Walsh function W 32 and is used with the pilot channel to acquire initial time synchronization. The mobile station, when it acquires the pilot channel, knows the PN timing of that particular base station. However, the mobile does not know how the timing of this base station relates to other base stations in the network. Paging Channel There are up to seven paging channels, each with their own unique Walsh code that transmits control information to the terminals that do not have calls in progress. This channel provides system parameters, voice pages, short message services, and any other broadcast messaging to users in the cell. The paging channel can take two bit rates, 4800 bps or 9600 bps. The forward fundamental channel The forward fundamental channel was simply called the forward traffic channel in IS-95-A, as it was the only channel capable of delivering dedicated traffic. The forward supplemental code channel In IS-95-B, the forward supplemental code channel was introduced as a means of improving data rates to individual users. Voice always goes over a fundamental channel and can never go over a supplemental code channel. However, data may travel over both
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types of channels. In IS-95 systems, voice codecs generally take four rates, sometimes denoted as full rate, half-rate, quarter rate, and eight-rate.



3.1.2 The IS-95 Reverse Link On the reverse link, all mobiles respond in an asynchronous fashion. The user data is encoded, interleaved, and then blocks of 6 bits are mapped to one of the 64 orthogonal Walsh functions. Finally, the data is spread by a user specific code (channel identifier) and the base station pseudorandom sequence. The IS-95-A subscriber-to-base station link employs a non-coherent transmission technique. It is because of the fact that, the subscriber equipment is power-limited, and transmission of a separate pilot sequence to enable coherent operation is not attractive. A block diagram of the reverse link (subscriber to base station) is shown in Figure . Information rates and the channel signaling rate remain the same, but some intermediate rates differ based on different processing, modulation and encoding techniques. In this case, a rate 1/3, constraint length 9 convolutional code is employed, which provides a greater output symbol rate than the forward channel encoder. In the reverse link, the Walsh codes are employed to provide a non-coherent orthogonal sequence modulation technique. The Walsh modulator accepts the six bits needed to create an index for the set of 64 64-ary orthogonal sequences that may be transmitted. This produces a Walsh chip rate of 307.2 kcps. A “data burst randomizer” is employed to delete all but one copy of each code symbol from the symbol stream that is eventually transmitted. The modulation on the reverse channel is offset QPSK. The receiver for the reverse channel is still usually of the Rake type, although the processing is somewhat different and more complex, due to the non-coherent modulation. The demodulation process involves non-coherent correlation between the received complex Walsh modulated sequence and 64 candidates Walsh sequences to determine that most likely transmitted.
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Figure 3.4: IS-95 Reverse Link Channel set



The common channels in the IS-95 reverse link are meant primarily for tasks such as call origination, registration and authentication, page responses, and delivery of SMS. Reverse Access Channel (R-ACH) Access Channel is used by a terminal without a call in progress to send messages to the base station for three principal purposes: to originate a call, to respond to a paging
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message, and to register its location. Each base station operates with up to 32 access channels. Fundamental and Supplemental traffic channels As in the forward link, reverse fundamental and supplemental channels are still applicable. The reverse fundamental channel must be able to deliver variable rate data at Rate Sets 1 and 2 for voice services, while the supplemental channels deliver data at full rate.



3.2 WCDMA Third-generation mobile radio networks, often dubbed as 3G, have been under intense research and discussion recently. In the International Telecommunications Union (ITU), third generation networks are called International Mobile Telecommunications2000 (IMT-2000), and in Europe, Universal Mobile Telecommunications System (UMTS). IMT-2000 provides a multitude of services, especially multimedia and high-bitrate packet data. W-CDMA has emerged as the mainstream air interface solution for the third-generation networks. In Europe, Japan, Korea, and the United States, wideband CDMA systems are currently being used. It was increasingly obvious that the second generation systems need to improve upon their capacities and bit rates in order to accommodate not only increased voice traffic, but also multimedia applications like streaming video and music. In addition, WCDMA can accomplish bandwidth on demand (BoD) and variable quality of service (QoS). BoD is necessary for efficient web access since majority of bandwidth is needed on the downlink and little bandwidth is needed on the uplink, while variable QoS is desired to accommodate, for example, delay sensitive streaming video on the same link as the loss intolerant data access. W-CDMA has a 5 MHz wide channel which is an increase of four times in the width of the channel as compared to the narrow-band CDMA. Fortunately, the wider the channel the more resistant it is to narrow band interference. The less interference in the system, the greater the possibility for adding additional users to the system, therefore increasing capacity [9]. Further, the power control of CDMA is improved in WCDMA to
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provide both uplink and downlink control. Also, as with CDMA, W-CDMA’s wide bandwidth contributes greatly to combating multipath fading. In the usual suburban and urban environments, the average delay between multipath signals is between 1 and 2 µs and with WCDMA’s chip rate of 3.84 Mcps, the time between each chip is 0.27µs. This means that the receiver can easily distinguish between multipath signals thus avoiding multipath fading all together [10].



3.2.1 Logical Channels WCDMA basically follows the ITU Recommendation M.1035 in the definition of logical channels. The following logical channels are defined for WCDMA. Common Control Channels The three available common control channels are: Broadcast control channel (BCCH) carries system and cell specific information Paging channel (PCH) for messages to the mobiles in the paging area Forward access channel (FACH) for massages from the base station to the mobile in one cell. Dedicated Channels In addition, there are two dedicated channels: Dedicated control channel (DCCH) covers the two dedicated control channel stand-alone dedicated channel (SDCCH) and associated control channel (ACCH) Dedicated traffic channel (DTCH) for point-to-point data transmission in the uplink and downlink
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Figure 3.5: WCDMA Block Diagram



3.2.2 Spreading The WCDMA scheme employs long spreading codes. Different spreading codes are used for cell separation in the downlink and user separation in the uplink. In the downlink, Gold codes of length 218 are used, but they are truncated to form a cycle of a 10-ms frame. The total number of available scrambling codes is 512, divided into 32 code groups with 16 codes in each group to facilitate a fast cell search procedure. In the uplink, either short or long spreading (scrambling codes) is used. The short codes are used to ease the implementation of advanced multiuser receiver techniques; otherwise long spreading codes can be used.



3.2.3 Multirate Multicode transmission sets higher requirements for the power amplifier linearity in transmission, and more correlators are needed in reception. For BER = 103 services, convolutional coding of 1/3 is used. For high bit rates a code rate of 1/2 can be applied. For higher quality service classes outer Reed-Solomon coding is used to reach the 106 BER level. Retransmissions can be utilized to guarantee service quality for non real-time packet data services.
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3.2.4 Packet Data WCDMA has two different types of packet data transmission possibilities. Short data packets can be appended directly to a random access burst. This method, called common channel packet transmission, is used for short infrequent packets, where the link maintenance needed for a dedicated channel would lead to an unacceptable overhead. Common channel packet transmission is typically used for short, infrequent packets, where the link maintenance needed for a dedicated channel would lead to unacceptable overhead. Larger or more frequent packets are transmitted on a dedicated channel. A large single packet is transmitted using a single-packet scheme where the dedicated channel is released immediately after the packet has been transmitted.



3.3 CDMA 2000 In response to the growing need for 3G Mobile communication, the ThirdGeneration Partnership Project 2 (3GPP2) was created at the end of 1998 and was assigned the task of developing CDMA2000. In spring, 1999, a group of cellular operators and vendors worldwide known as the Operators Harmonization Group (OHG) agreed upon a global CDMA standard that encompassed cdma2000 and the standard being developed by the Third-Generation Partnership Project (3GPP) for Wideband CDMA (WCDMA). The 3GPP2 has continued in developing the multicarrier version of cdma2000, not only defining the air interface but also defining the core network and network interfaces as well.



3.3.1 Channel structure The dedicated channels used in cdma2000 system are the fundamental, supplemental, pilot and dedicated control channels. Shown for the forward link in Fig.3.6 and for the reverse in Fig. 3.7, the fundamental channel provides for the communication of voice, low rate data, and signaling where power control information for the reverse channels is punctured on the forward fundamental channel. For high rate data services, the supplemental channel is used where one important difference between the supplemental and the fundamental channel is the addition of parallel-concatenated turbo codes. The code multiplex pilot channel allows for phase coherent detection. In addition, the pilot channel on the forward link is used for determining soft handoff and the pilot
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channel on the reverse is used for carrying power control information for the forward channels [11]. PC bits
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Figure 3.6: Forward link channel structure in CDMA2000. Data or Control bits
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Figure 3.7: Reverse link channel structure in CDMA2000.
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3.3.2 Multicarrier Approach In addition to direct spread, a multicarrier approach has been proposed for the cdma2000 forward link since it would maintain orthogonality between the cdma2000 and TIA/EIA-95B carriers .MC-CDMA is a form of CDMA or spread spectrum, but spreading is applied in the frequency domain (rather than in the time domain as in Direct Sequence CDMA). The code sequence is the Fourier Transform of a Walsh Hadamard sequence. The multicarrier variant is achieved by using three 1.25 MHz carriers for a 5 MHz bandwidth where all carriers have separate channel coding and are power controlled in unison.



3.3.3 Spreading Codes On the forward link, the cell separation for cdma2000 is performed by two Msequences of length 3 _ 215, one for I and one for Q channel, which are phase shifted by PN-offset for different cells. Thus, during the cell search process only these sequences are searched. Because there are a limited number of PN-offsets, they need to be planned in order to avoid PN-confusion [7]. In the reverse link, user separation is performed by different phase shifts of M-sequence of length 241. The channel separation is performed using variable spreading factor Walsh sequences, which are orthogonal to each other.



3.3.4 Coherent Detection In the forward link, cdma2000 has a common pilot channel, which is used as a reference signal for coherent detection when adaptive antennas are not employed. When adaptive antennas are used, an auxiliary pilot is used as a reference signal for coherent detection. Code multiplexed auxiliary pilots are generated by assigning a different orthogonal code to each auxiliary pilot. This approach reduces the number of orthogonal codes available for the traffic channels. This limitation is alleviated by expanding the size of the orthogonal code set used for the auxiliary pilots. Since a pilot signal is not modulated by data, the pilot orthogonal code length can be extended, thereby yielding an increased number of available codes, which can be used as additional pilots. In the
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reverse link, the pilot signal is time multiplexed with power control and erasure indicator bit (EIB)



3.3.5 Multirate Scheme CDMA 2000 has two traffic channel types, the fundamental and the supplemental channel, which are code multiplexed. The fundamental channel is a variable rate channel which supports basic rates of 9.6 kbps and 14.4 kbps and their corresponding subrates, i.e., Rate Set 1 and Rate Set 2 of TIA/EIA- 95B. It conveys voice, signalling, and low rate data. The supplemental channel provides high data rates. Services with different QoS requirements are code multiplexed into supplemental channels. The user data frame length of cdma2000 is 20 ms. For the transmission of control information, 5 and 20 ms frames can be used on the fundamental channel or dedicated control channel. On the fundamental channel a convolutional code with constraint length 9 is used. On supplemental channels convolutional coding is used up to 14.4 kbps. For higher rates Turbo codes with constraint length 4 and rate 1=4 are preferred. Rate matching is performed by puncturing, symbol repetition, and sequence repetition.



3.3.6 Packet Data CDMA 2000 also allows short data burst using the slotted Aloha principle. However, instead of fixed transmission power it increases the transmission power for the random access burst after an unsuccessful access attempt. When the mobile station has been allocated a traffic channel, it can transmit without scheduling up to a predefined bit rate. If the transmission rate exceeds the defined rate, a new access request has to be made. When the mobile station stops transmitting, it releases the traffic channel but not the dedicated control channel. After a while it also releases the dedicated control channel as well but maintains the link layer and network layer connections in order to shorten the channel set-up time when new data needs to be transmitted.
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3.4 Conclusion A table showing a parametric comparison of WCDMA and IS-95 standards has been formulated. Parameters
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3.84 Mcps



1.2288 Mcps
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Management Algorithms
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networks
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Carrier Spacing Chip Rate Power Control Frequency



Packet Data Downlink Transmit Diversity
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Design Aspects of a DS-CDMA Communication System In this chapter we discuss the various design options that we were faced with during the development of our DS-CDMA communication link. A discussion on the selection criteria for the spreading sequences to be used is presented first. The Walsh codes which suited for our purpose the most are more elaborately explained and modifications proposed in them over the past few years is discussed. The second major block of the transmitter is the convolutional encoder; its major design issues especially with reference to DS-CDMA environments are explained. Options for the modulation schemes to be employed are then discussed. The last step at the transmitter is the pulse shaping. Next a comprehensive analysis of channel effects is presented and those that we are going to combat are described. At the receiver the design options concerning the blocks of code acquisition, rake receiver, receiver architectures, interference cancellation and finally the well-known Viterbi decoding algorithm is discussed.



4.1 Spreading Sequences Spreading sequences are fundamental to the operation of CDMA technology. Not only they facilitate in spreading the signal spectrum but also, and infact more importantly, they help in orthogonalizing user messages and distinguishing them in the strange ‘code domain’. Correlation properties of these sequences have a significant impact on the quality of a CDMA based communication link. The sequences thus need to be carefully selected in order to fulfill the requirements of the communication link. Auto-correlation is defined as the degree of match between the sequence and its time shifted versions. It has a maximum value at zero offset but is desired to be low and possibly uniform at all the other offsets. Cross-correlation is defined as the degree of match between two sequences at all possible time shifted versions. It should have a very low; ideally zero value at the zero offset especially for synchronous environments but is desired to be low at all the other offsets as well. A review of the commonly used sequences follows alongwith a detailed description of Walsh Hadamard codes.
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4.1.1 PN Sequences A PN, Pseudorandom Noise Sequence as its name implies is a sequence that although appears to be random noise like but in reality this is not the case. They have excellent auto-correlation property and are being used in many applications including IS95. Ideally, a PN sequence should have an autocorrelation function that has the correlation properties similar to white noise. PN sequences do not generally have good cross correlation properties. There are three types of PN sequences [12] which are described below. 1. Maximal Length Sequences Maximal length sequences are, by definition, the largest codes that can be generated by a given shift register or a delay element of a given length. A maximumlength shift-register sequence, or m-sequence for short, has a length L= 2m-1 bits and is generated by an m-stage shift register with linear feedback (LBSR) .The sequence is periodic with period L. Each period has a sequence of ones and zeroes. M-sequences are of great interest in synchronous cellular spread spectrum networks. Since the auto-correlation between different shifts of an m–sequence is almost zero; they can be used as different codes with an excellent correlation property. In synchronous networks each base or mobile station is identified by a unique offset of a particular m-sequence in forward and reverse channels. 2. Gold Codes A goal of spread spectrum system designers for a multiple access system is to find a set of spreading codes or waveforms such that as many users as possible can use a band of frequencies with as little mutual interference as possible. Gold sequences are useful because of the large number of codes they supply. They can be chosen so that over a set of codes available from a given generator, the cross correlation between the codes is uniform and bounded. Gold sequences are constructed by taking a pair of specially selected m-sequences called preferred m-sequences, and forming the modulo-2 sum of the two sequences for
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each of L cyclically shifted versions of one sequence relative to the other sequence. Gold codes have three-valued autocorrelation and cross-correlation function with values



where



3. Kasami Sequences Kasami Sequence sets are one of the most important types of binary sequence sets because of their very low cross correlation. There are two different sets of Kasami sequences. Small set of Kasami Sequences: A procedure similar to that used for generating Gold sequences will generate the small set of Kasami sequences with M= 2n/2 binary sequences of period N=2n-1, where n is even. The auto correlation and cross correlation functions of these sequences are three valued. Large set of Kasami sequences: The large set of Kasami sequences again consists of sequences of period 2n-1, for n even, and contains both the Gold sequence sand the small set of Kasami sequences as subsets. All the values of auto correlation and cross correlation from members of this set are limited to the five values. These sequences are one of the candidates for scrambling code in W-CDMA systems [16].



4.1.2 Orthogonal Codes Orthogonal sequences achieve zero cross correlation at zero offsets at the expense of possibly higher values at non-zero offsets. Since all users are time synchronized in forward link (data of all signals emanating from the single point, base station), attention has been focused on development of orthogonal sequences for forward link of cellular systems. The orthogonal functions have the following characteristic: M-1 i
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where



i(k



) and



j(k



)



are ith and jth orthogonal members of an orthogonal



members of an orthogonal set respectively, M is the length of the set, and



is the symbol



duration. Because of their zero cross-correlation they may seem to be attractive to replace PN codes which have non-zero cross-correlations but they are not perfect. The crosscorrelation value is zero only when there is no offset between the codes. The autocorrelation property is usually not good either. Orthogonal codes so have an application in perfectly synchronized environments such as in the forward link of mobile communications. There are several code expansion techniques to generate orthogonal codes. Probably Hadamard transform is the best. Multi-rate orthogonal codes are attractive as they can provide variable spreading factors depending on the information rate. 1. Walsh-Hadamard Sequences The Walsh-Hadamard codes can be equivalently derived from either the Walsh functions or the rows of the Hadamard matrices. They are generated by applying the Hadamard transform on 0 repeatedly. These matrices contain one row of all zeroes, and the remaining rows each have equal numbers of ones and zeroes. The simplest Hadamard matrix is the 2x2 matrix H1 =



+1 +1 +1 −1



for which the row vectors are the orthogonal vectors (+1,+1) and (+1,-1). The 4x4 matrix is H2 =



+1 +1 +1 +1 +1 −1 +1 −1 +1 +1 −1 −1 +1 −1 −1 +1



Large Hadamard matrices are obtained by using the recursion [13], Hx+1 =



Hx



Hx



Hx



− Hx
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Each row of K presents a Walsh function. These functions have zero correlation between each other. In the spread spectrum transmitter, each bit is spread by a Walsh function: therefore, the spreading factor is equal to N. 2. Orthogonal Gold Codes Many of the cross-correlation values of Gold codes are -1. This suggests that it may be possible to make cross-correlation values to 0 by padding one 0 to the original Gold codes [15]. In fact, 2n orthogonal codes can be obtained by this simple zero padding. These codes are called orthogonal Gold codes. 3. Multi-rate Orthogonal Gold Codes The wireless communication systems are required to support multi-rate signals. CDMA systems provide an easy way to achieve this using different spreading ratio with multi-rate orthogonal codes. In spite of the name, “multi-rate”, the chip rate is constant through the variable information bit rate. To generate multi-rate orthogonal code is very simple. Starting from any orthogonal code sets, multi-rate codes can be obtained applying one of the orthogonal transformation techniques. Using a Walsh code generator and an orthogonal Gold code generator, one can easily implement multi-rate orthogonal code generators. In multi-rate DS-CDMA system, high order orthogonal codes are used for low rate information spreading and low order orthogonal codes for high rate information spreading resulting in low spreading factor.



4.1.3 Recent Developments The cross correlation between two Walsh-Hadamard sequences can rise considerably in magnitude if there is a non-zero delay shift between them. Unfortunately, this is very often the case for up-link transmission, due to the differences in the corresponding propagation delays. As a result, significant multi-access interference (MAI) occurs which needs to be combated either by complicated multi-user detection algorithms, or a reduction in bandwidth utilization. A simple modification to Walsh-Hadamard spreading sequences improves their properties in asynchronous DS CDMA applications, while maintaining their orthogonality for perfect synchronization [14]. Hence, the level of MAI can be significantly reduced, if
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they are applied in DS CDMA systems for up-link transmission. Moreover they are characterized with much lower values of out-of-phase aperiodic autocorrelation. Hence, the use of such modified sequences can facilitate code acquisition process. In addition, the spectral characteristics can be much more uniform for the whole set of the modified sequences than for the original set of Walsh-Hadamard sequences, allowing for more uniform spreading among different channels. The number of orthogonal sequences is limited by the value of spreading gain and thus makes itself a bottleneck limiting the number of admissible users. One approach to avoid this capacity restriction is the employment of additional sequences, which are not orthogonal to each other. Introduction of non-orthogonal spreading sequences causes MAI and makes power control and sequence design essential to guarantee the quality of service (QoS) of the system. A scheme [13] for power and sequence allocation within a single cell for a forward-link CDMA system classifies users into two classes, namely, over faded users and non-over faded users according to their effective noise densities. Over faded users are allocated orthogonal channels and non over faded users share the remaining channels. The sequences allocated are the minimum-ETSC (extended total squared correlation) sequences.



4.2 Convolutional Encoding The purpose of forward error correction (FEC) is to improve the capacity of a channel by adding some carefully designed redundant information to the data being transmitted through the channel. The process of adding this redundant information is known as channel coding. Convolutional coding and block coding are the two major forms of channel coding. Convolutional codes operate on serial data, one or a few bits at a time. Block codes operate on relatively large (typically, up to a couple of hundred bytes) message blocks. There are a variety of useful convolutional and block codes, and a variety of algorithms for decoding the received coded information sequences to recover the original data.
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Convolutional encoding with Viterbi decoding is a FEC technique that is particularly suited to a channel in which the transmitted signal is corrupted mainly by additive white Gaussian noise (AWGN). A general Convolutional encoder is shown in figure 4.1.



Figure 4.1: Forward Error Correction using Convolutional Encoder



A Convolutional coder accepts a sequence of bits and gives a codeword sequence at the output. In a typical communications application, this codeword sequence modulates a waveform s (t). During transmission, the waveform s (t) is corrupted by noise, resulting in a received waveform s’ (t) and the sequence is demodulated. The task of the decoder is to produce an estimate of the original message sequence using the received sequence together with a priori knowledge of the encoding procedure. Convolutional codes are usually described using two parameters: the code rate and the constraint length. The code rate, k/n, is expressed as a ratio of the number of bits into the convolutional encoder (k) to the number of bits associated with the codeword output by the convolutional encoder (n) in a given encoder cycle. The constraint length parameter, K, denotes the "constraint length" of the convolutional encoder, i.e. how many k-bit stages are available in the encoding shift register. Closely related to K is the parameter m, which indicates how many encoder cycles an input bit is retained and used for encoding after it first appears at the input to the convolutional encoder. The output code sequence is not only dependant on the current input sequence but also on the previous input sequence. The m parameter can be thought of as the memory length of the encoder. In practice, n and k are small integers and K is varied to control the capability and complexity of the code.
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A general Convolutional encoder is mechanized with a kK stage shift register and n modulo 2 adders, where K is the constraint length. The constraint length represents the no. of k-bit shifts over which a single information bit can influence the encoder output. At each unit of time, k bits are shifted into the first k stages of the register; all bits in the register are shifted k stages to the right, and the output of the n adders are sequentially sampled to yield the binary code symbols or code bits. These code symbols are then used by the modulator to specify the waveforms to be transmitted over the channel. Since there are n code bits for each input group of k message bits, the code rate is k/n message per bit per code bit, where k


4.3 Modulation Modulation according to IEEE definition refers to techniques that introduce variation in some property of the carrier signal in accordance with the message signal to be transmitted. The digital modulation schemes ASK, PSK and FSK go an step ahead and posses the distinctive feature of facilitating the designers of communication systems with the trade-off between Data rate or Bandwidth – Signal power or Noise immunity Whenever faced with the following constraints a communication engineer can choose a digital modulation scheme to select the most appropriate combination. Available bandwidth Permissible power Inherent noise level of the system Over the years, PSK has grown to be the most successful digital modulation technique especially for wireless communication. That’s why various standards of CDMA as described in Chapter 3; recommend the use of PSK techniques. The two major alternatives that we were faced with during our system design were BPSK and QPSK. Indeed both were successfully implemented but the restriction of baseband communication favoured the use of BPSK.
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4.3.1 BPSK Binary Phase Shift Keying [5] is the simplest form of modulation scheme. With theoretical BPSK the carrier phase has only two states. An alternate sin wave phase is used to encode bits. One phase is used for representing bit 0 and the opposite phase to represent 1.Usually bit 0 is transmitter as phase 0 and bit 1 as phase



Figure 4.2 (b): BPSK waveform



Figure 4.2 (a): Phases are separated by radians



Figure 4.2 (a) below shows the theoretical spectra of a BPSK signal with no filtering. Several techniques are employed in real systems to improve the spectral efficiency. One such method is to employ Raised Cosine filtering. Figure 4.2 (b) below shows the improved spectral efficiency achieved by applying a raised cosine filter with =0.5 to the base band modulating signals.



Figure 4.3 (a): Theoretical BPSK



Figure 4.3 (b): Raised cosine BPSK



=0.5



Although this type of modulation is simple to implement and robust one but undesirable feature is its inefficient use of bandwidth. Design & Implementation of a DS-CDMA based Communication Link, Employing DSP Board for Receiver’s Baseband Processing
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4.3.2 QPSK Higher order modulation schemes, such as QPSK, are often used in preference to BPSK when improved bandwidth efficiency is required. QPSK [7] utilises four constellation points, as shown in figure 4.4 below, each representing two bits of data.



Figure 4.4 (b): Block diagram of a QPSK



Figure 4.4 (a): Constellation Diagram of QPSK



modulator



Figure 4.5: QPSK constellation where the carrier phases are (a) 0, /2, , 3 b)



/4, 3
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Quadrature Phase Shift Keying is effectively two independent BPSK systems (I and Q), and therefore exhibits the same performance but twice the bandwidth efficiency. QPSK modulation is very robust but some sort of linear amplifier is required. Variations of QPSK such as OQPSK and pi/4-QPSK can be implemented to reduce the envelope variations of the signal. Again as with BPSK the use of trajectory shaping (raised cosine, root raised cosine etc) will yield an improved spectral efficiency.
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4.4 Pulse shaping The motivation behind pulse shaping comes from the fact that all transmission channels have a finite bandwidth. If we use rectangular pulses, which are time limited and consequently have unlimited bandwidth, part of their significant spectra is limited by the bandlimited channel. This causes pulse distortion which leads to ISI and so is not desired because we need to correctly detect the pulse’s amplitude at the receiver i.e. without ISI. To counter this problem, we can try using pulses that are bandlimited so that they can be transmitted intact over a bandlimited channel without any part being suppressed. An example of such a pulse is the ‘sinc’ pulse. But bandlimited pulses cannot be time limited and are as such hard to realize practically. It seems that ISI cannot be avoided whether we use band limited or time limited pulses. So we need some other pulse shaping that will cause the pulse amplitude to be correctly detected at the receiver. Such a pulse follows Nyquist’s criteria for pulse shaping [19]. •



Criterion one is that the pulse shape exhibits a zero crossing at the sampling point of all pulse intervals except its own. Otherwise, the residual effect of other pulses will introduce errors into the decision making process.



•



Criterion two is that the shape of the pulses be such that the amplitude decays rapidly outside of the pulse interval. This is important because any real system will contain timing jitter, which means that the actual sampling point of the receiver will not always be optimal for each and every pulse. But, even if the pulse shape provides a zero crossing at the optimal sampling point



of other pulse intervals, timing jitter in the receiver could cause the sampling instant to move, thereby missing the zero crossing point. This, too, introduces error into the decision-making process. Thus, the quicker a pulse decays outside of its pulse interval, the less likely it is to allow timing jitter to introduce errors when sampling adjacent pulses
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Raised Cosine Pulse shaping The pulse shape with limited bandwidth, decaying quickly, and providing zero crossings at the pulse sampling times is the raised cosine pulse, which is used in a wide variety of modern data transmission systems. The magnitude spectrum, P (ω), of the raised cosine pulse is given by:



The spectral shape of the raised cosine pulse is shown in Figure 2a. The inverse Fourier transform of P(ω) yields the time-domain response, p(t), of the raised cosine pulse (see Figure 2b). This is also referred to as the impulse response and is given by:



Figure 4.6: Time and frequency domain pictures of the raised cosine pulses



The selection of chip waveform affects not only the bandwidth efficiency, but also the performance of a DS-CDMA system [18]. Pulses should be designed to minimize the MAI and ISI. The bandwidth constraint of practical systems generally precludes the use of rectangular pulse. However, RRC pulses with low rolloff factors also perform slightly worse, especially when the noise level is low. They are also more sensitive to synchronization errors. Due to those reasons, the RRC pulses with large rolloff factor are preferred in practice in order to make the systems more resistant to ISI and synchronization errors, as well as to simplify the filter complexity. The price to pay for Design & Implementation of a DS-CDMA based Communication Link, Employing DSP Board for Receiver’s Baseband Processing
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the better performance is larger bandwidth requirement. The excess bandwidth increases linearly with the rolloff factor. This performance and bandwidth trade-off has to be considered when selecting chip waveforms. For DS-CDMA systems the pulse shape should not be designed with emphasis on out of bandpower since a DS-CDMA system is rather robust against adjacent channel interference [20].



4.5 Channel Effects In a wireless mobile communication system, a signal can travel from transmitter to receiver over multiple reflective paths; this phenomenon is referred to as multipath propagation. The effect, called multipath fading, can cause fluctuations in the received signal’s amplitude, phase, and angle of arrival.



Figure 4.7: Classification of fading mechanisms [21]
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4.5.1 Large Scale Fading Large-scale fading represents the average signal power attenuation or path loss due to motion over large areas. This phenomenon is affected by prominent terrain contours (hills, forests, billboards, clumps of buildings, etc.) between the transmitter and receiver. Large scale fading is sometimes referred to as the local mean or log-normal fading because its magnitude is described by a log-normal pdf (or, equivalently, the magnitude measured in decibels has a Gaussian pdf).



4.5.2 Small Scale Fading Small-scale fading refers to the dramatic changes in signal amplitude and phase that can be experienced as a result of small changes (as small as a half-wavelength) in the spatial separation between a receiver and transmitter. Small-scale fading manifests itself in two mechanisms, namely, time-spreading of the signal (or signal dispersion) and timevariant behavior of the channel. For mobile radio applications, the channel is time-variant because motion between the transmitter and receiver results in propagation path changes. The rate of change of these propagation conditions accounts for the fading rapidity (rate of change of the fading impairments). Rayleigh Fading: Small-scale fading is called Rayleigh fading if the multiple reflective paths are large in number and there is no line-of-sight signal component. The envelope of the received signal in this case is statistically described by a Rayleigh pdf. The Rayleigh faded component is sometimes called the random or scatter or diffuse component. The Rayleigh pdf results from having no specular component of the signal; thus, for a single link it represents the pdf associated with the worst case of fading per mean received signal power. b. Ricean Fading When there is a dominant non-fading signal component present, such as a line-of-sight propagation path, the small scale fading envelope is described by a Ricean pdf
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The underlying reason for small scale fading, as indicated in the diagram can be Signal dispersion, signal components being received with delay Channel variance, characteristics of channel being changed by relative motion. 4.5.2.1 SIGNAL DISPERSION As its name implies, signal dispersion refers to the reception of signal components with different delays and leads to the signal time spreading. A. Time domain perspective Signal time spreading is characterized in time domain by Delay spread. Conceptually viewed delay spread is the time gap between the earliest and latest signal reception when an impulse has been transmitted across the channel. Naturally as the path difference or the number of multipath increases the delay spread or the max excess delay time Tm increases. Based on the relationship between maximum excess delay time, Tm, and symbol time, Ts, two distinct categories of signal dispersion frequency-selective fading and frequency nonselective or flat fading have been identified and explained below. Frequency Selective Fading A channel is said to exhibit frequency-selective fading if Tm > Ts. This condition occurs whenever the received multipath components of a symbol extend beyond the symbol’s time duration. Such multipath dispersion of the signal yields the same kind of ISI distortion caused by an electronic filter. In fact, another name for this category of fading degradation is channel-induced ISI. In the case of frequency-selective fading, mitigating the distortion is possible because many of the multipath components are resolvable by the receiver. Frequency Non-Selective Fading A channel is said to exhibit frequency nonselective or flat fading if Tm < Ts. In this case, all the received multipath components of a symbol arrive within the symbol time duration; hence, the components are not resolvable. Here, there is no
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channel-induced ISI distortion, since the signal time spreading does not result in significant overlap among neighboring received symbols. There is still performance degradation since the irresolvable phasor components can add up destructively to yield a substantial reduction in SNR. Also, signals that are classified as exhibiting flat fading can sometimes experience frequency-selective distortion. For loss in SNR due to flat fading, the mitigation technique called for is to improve the received SNR (or reduce the required SNR). For digital systems, introducing some form of signal diversity and using error-correction coding is the most efficient way to accomplish this. B. Frequency domain perspective The time spreading mechanism is characterized in the frequency domain by channel coherence bandwidth The coherence bandwidth, f0, is a statistical measure of the range of frequencies over which the channel passes all spectral components with approximately equal gain and linear phase. Thus, the coherence bandwidth represents a frequency range over which frequency components have a strong potential for amplitude correlation. That is, a signal’s spectral components in that range are affected by the channel in a similar manner as, for example, exhibiting fading or no fading. For the case of a dense-scatterer urban channel model coherence bandwidth has been defined, as a bandwidth interval over which the channel’s complex frequency transfer function has a correlation of at least 0.5. Frequency Selective Fading Frequency-selective fading distortion occurs whenever a signal’s spectral components are not all affected equally by the channel. Some of the signal’s spectral components, falling outside the coherence bandwidth, will be affected differently (independently) compared to those components contained within the coherence bandwidth. This occurs whenever f0 < W (Signal Bandwidth). The relationship between time and frequency domain perspectives can be understood as follows. With signal bandwidth > f0, the symbol time is likely to be shorter than the delay spread.
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Frequency Non-Selective Fading Frequency-nonselective or flat fading degradation occurs whenever f0 > W. Hence, all of the signal’s spectral components will be affected by the channel in a similar manner (e.g., fading or no fading). Relating to time domain definition we note that with signal bandwidth < f0, the symbol time is likely to be greater than the delay spread.



Figure 4.8: Frequency Selective and Non-Selective Fading



The Spaced-Frequency Correlation Function R(∆f) represents the correlation between the channel’s response to two signals as a function of the frequency difference between the two signals. It can be thought of as the channel’s frequency transfer function. Therefore, the time-spreading manifestation can be viewed as if it were the result of a filtering process. R(∆f) can be measured by transmitting a pair of sinusoids separated in frequency by ∆f, cross-correlating the two separately received signals, and repeating the process many times with ever-larger separation ∆f. Therefore, the measurement of R(∆f) can be made with a sinusoid that is swept in frequency across the band of interest (a wideband signal). It may be notified here that a DS/SS system operating over a frequency-selective channel at the chip level does not necessarily experience frequency-selective distortion at the symbol level.
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4.5.2.2 TIME VARIANCE OF CHANNEL For mobile radio applications, the channel is time-variant not only because that the motion between the transmitter and receiver results in propagation path changes but also that the scatterers are non-stationary. Since the channel characteristics are dependent on the positions of the transmitter and receiver, time variance in this case is equivalent to spatial variance. The time-variant nature of the channel or fading rapidity mechanism can be viewed in terms of two degradation categories listed in Fig 4.7 i.e. Fast fading and Slow fading. A. Time domain perspective The time-variant mechanism is characterized in the time domain as a channel coherence time. The coherence time, T0, is a measure of the expected time duration over which the channel’s response is essentially invariant. Coherence time can be measured in terms of either time or distance traversed (assuming some fixed velocity of motion). Spaced time correlation function Now, to measure the time-variant nature of the channel, we use a narrowband signal . To measure R(∆t) we can transmit a single sinusoid (∆f = 0) and determine the autocorrelation function of the received signal. The function R(∆t) and the parameter T0 provide us with knowledge about the fading rapidity of the channel. Note that for an ideal time invariant channel (e.g., a mobile radio exhibiting no motion at all), the channel’s response would be highly correlated for all values of ∆t, and R(∆t) would be a constant function. Fast Fading The terminology “fast fading” is used to describe channels in which T0 < Ts, where T0 is the channel coherence time and Ts is the time duration of a transmission symbol. Fast fading describes a condition where the time duration in which the channel behaves in a correlated manner is short compared to the time duration of a symbol. Therefore, it can be expected that the fading character of the channel will change several times while a symbol is propagating, leading to distortion of the baseband pulse shape. Analogous to the distortion previously described as channel induced ISI, here distortion takes place because the received
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signal’s components are not all highly correlated throughout time. Hence, fast fading can cause the baseband pulse to be distorted, resulting in a loss of SNR that often yields an irreducible error rate. Such distorted pulses cause synchronization problems (failure of phase-locked-loop receivers), in addition to difficulties in adequately defining a matched filter. Slow Fading A channel is generally referred to as introducing slow fading if T0 > Ts. Here, the time duration that the channel behaves in a correlated manner is long compared to the time duration of a transmission symbol. Thus, one can expect the channel state to virtually remain unchanged during the time in which a symbol is transmitted. The propagating symbols will likely not suffer from the pulse distortion described above. The primary degradation in a slow-fading channel, as with flat fading, is loss in SNR. B. Frequency domain perspective The time-variant mechanism is characterized in the Doppler-shift (frequency) domain as a channel fading rate or Doppler spread, fd. The changing state of a fading channel is somewhat analogous to the keying on and off of digital signals. The channel behaves like a switch, turning the signal “on and off.” The greater the rapidity of the change in channel state, the greater the spectral broadening of the received signals and this is what we typically refer to as Doppler spread. The Doppler Power Spectrum The Doppler power spectrum, S(v) is the Fourier transform of R(∆t) measurements can be made by simply transmitting a sinusoid (narrowband signal) and using Fourier analysis to generate the power spectrum of the received amplitude [16]. This Doppler power spectrum of the channel yields knowledge about the spectral spreading of a transmitted sinusoid (impulse in frequency) in the Doppler shift domain. As indicated in Fig. 7, S(v) can be regarded as the dual of the multipath intensity profile, S(ττ), since the latter yields knowledge about the time spreading of a transmitted impulse in the timedelay domain.
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Note that the Doppler spread, fd, and the coherence time, To, are reciprocally related (within a multiplicative constant). Therefore, we show the approximate relationship between the two parameters as To=1/ fd. Fast Fading A channel is referred to as fast fading if the symbol rate,1/Ts (approximately equal to the signaling rate or bandwidth W) is less than the fading rate, 1/To (approximately equal to fd); that is, fast fading is characterized by W < fd Slow Fading A channel is referred to as slow fading if the signaling rate is greater than the fading rate. That is, W > fd. It may be notified here that, Due to signal dispersion, the coherence bandwidth, f0, sets an upper limit on the signaling rate which can be used without suffering frequency-selective distortion. Similarly, due to Doppler spreading, the channel fading rate, fd, sets a lower limit on the signaling rate that can be used without suffering fast fading distortion.



Figure 4.9: Relationship between channel correlation functions and power density functions.
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4.6 Code Acquisition In general some synchronization procedures are required by various stages of a digital communication system. Synchronization involves the generation of a concurrent system of reference such that signal alignment in some particular domain is attained. Typically but not exclusively, synchronization takes place in the temporal and/or frequency domains. Synchronization can also be seen as an estimation problem where one or more parameters have to be determined from a given signal. Different levels of synchronization can be defined, like carrier, code, bit, symbol, frame and network synchronization [22]. Spread spectrum (SS) receivers need in addition to those also code synchronization, in which the transmitter’s and receiver’s user spreading codes are forced to the same phase. The process of acquiring the timing information of the transmitted spread spectrum signal is essential because even if we are off even by single chip duration, we will be unable to despread the received spread spectrum signal. Code synchronization is usually carried out in two steps. A fine synchronization process known as code tracking follows an initial coarse synchronization process known as a code acquisition. Given the initial acquisition, code tracking is a relatively easy task and is usually accomplished by a delay lock loop (DLL). The tracking loop keeps on operating during the whole communication period. Received Signal
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Figure 4.10: General Block diagram for code acquisition



Design & Implementation of a DS-CDMA based Communication Link, Employing DSP Board for Receiver’s Baseband Processing



67



Chapter 4 Design Aspects of a DS-CDMA Communication System



Figure 4.10 above shows the underlying working principle of code acquisition. The receiver hypothesizes a phase of the spreading sequence and attempts to despread the received signal using the hypothesized phase. If the hypothesized phase matches the sequence in the received signal, the wide-band spread spectrum signal will be despread correctly to give a narrowband data signal. Then a bandpass filter, with a bandwidth similar to that of the narrowband data signal, can be employed to collect the power of the despread signal. In this case, the receiver decides a coarse synchronization has been achieved and activates the tracking loop to perform fine synchronization. On the other hand, if the hypothesized phase does not match the received signal, the despreader will give a wideband output and the BPF will only be able to collect a small portion of the power of the despread signal. Based on this, the receiver decides this hypothesized phase is incorrect and other phases should be tried [23]. The type of energy detecting scheme considered in the above example is called the matched filter energy detector since the combination of the despreader and the integrator is basically an implementation of the matched filter for the SS signal. There also exists another form of energy detector called the radiometer, but will not be discussed here. Coherent detection is not used in the context of code acquisition due to the requirement of carrier phase information for the operation of coherent correlation [24]. Indeed, code acquisition takes place before the carrier phase tracking loop is activated due to the fact that estimation of carrier phase from a wideband, low-spectral-density signal (e.g., previous to despreading) is difficult particularly in scenarios with low SNR. Some important design issues for code acquisition circuits include dwell time and probabilities of false alarm and miss. Dwell time refers to the time needed to evaluate a single hypothesized phase of the spreading sequence [25]. In case of CDMA, code acquisition will take place in the presence of others users. As a result, the decision variable at the detector output now contains three main terms
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An autocorrelation term, product of the correlation between received and locally generated codes. It can be reduced by the selection of appropriate codes as per requirement. A cross correlation term, containing the sum of particular cross correlations between individual (non target) users and the local code. Cross correlation can be nullified by increasing the pilot power. A noise term. Noise can be nullified by increasing code acquisition window, or the Dwell time.



4.6.1 Serial Search The most common approach to code acquisition is to progressively shift the phase (delay) of the local code sequence in a serial fashion by steps, starting from an arbitrary initial point. At each shift position the relative phases of the codes are compared and the process is serially repeated until a correct phase alignment is detected. This simple procedure, known as straight-line serial-search code acquisition, is used when no a priori information about the most likely alignment positions is available.
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Figure 4.11: Serial search code acquisition mechanism



Serial-search is the most widely studied and applied technique for code acquisition. It was originally presented by Sage (Sage 1964), where the timing between codes to be synchronized was linearly varied. A structured classification of serial-search strategies and their analysis, including z-search and expanding window approaches, were studied by Serial-search strategies were also considered in (Braun 1982, Weinberg 1983, Jovanovic 1988, Pan et al. 1995a).
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4.6.2 Parallel Search Parallel search makes use of a larger number of correlating elements. In one extreme the receiver could use q correlating elements to simultaneously search the q cells composing the uncertainty region. This will largely reduce the acquisition time, but on the other hand, implementation complexity of such a receiver will increase with q, being unpractical for long spreading codes. If p < q detectors are available, each detector could search in an uncertainty region of reduced length, that is q/p cells. In general, shorter times to acquire are expected by parallel search approaches.
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Figure 4.12: Parallel search code acquisition mechanism



Although the utility of parallel search code acquisition is great for small spreading factors, it proves to be an inefficient technique for systems with higher values of spreading gain. Parallel acquisition has been considered thoroughly by (Chawla & Sarwate 1994a, Srinivasan & Sarwate 1996, Rick &Milstein 1997a & 1997b).



4.6.3 Multi Dwell Techniques The overall acquisition time needed for the serial search is inherently large and it is indeed the limitation of using a single detection stage. A common approach to reduce
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the overall acquisition the overall acquisition time is to employ a two-stage detection scheme The first detection stage is designed to have a low threshold and a short integration time such that the miss probability is small but the false alarm probability is high. The second stage is designed to have small miss and false alarm probabilities. With this configuration, the first stage can reject incorrect phases rapidly and second stage, which is entered occasionally, verifies the decisions made by the first stage to reduce the false alarm probability. Detection 1 Tdi, 1
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Figure 4.13: Multi Dwell Technique [26]



4.6.4 Code acquisition in multi-path channel One of the good properties of spread spectrum systems is their applicability and good performance in multi-path propagation environment, where the multi-path components arrive within one bit interval. Conventional receiver suffers in this kind of situation from intersymbol interference (ISI) when consecutive bits overlap in time whereas in SS receiver the multi-path components can be efficiently combined in RAKE receiver [27]. In multi-path propagation, all the multi-path components should be acquired for the RAKE receiver. Acquisition performance in multi-path propagation has been considered in some conference papers based on computer simulations. In [38] analysis has been used but no easily used equations are presented.



4.6.5 Code Tracking The purpose of code tracking is to perform and maintain fine synchronization. A code tracking loop starts its operation only after initial acquisition has been achieved. Hence, we can assume that we are off by small amounts in both frequency and code phase. A common fine synchronization strategy is to design a code tracking circuitry which can
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track the code phase in the presence of a small frequency error. After the correct code phase is acquired by the code tracking circuitry, a standard phase lock loop (PLL) can be employed to track the carrier frequency and phase [28] .A self explanatory figure below depicts a common technique for code tracking, namely, the early-late gate delay-lock loop (DLL) where the LPF are chosen to have bandwidth similar to that of the data signal.
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Figure 4.14: Block Diagram of Code Tracking



4.7 Receiver Architectures, Single versus Multi-user Receivers Rather than attempting to cancel the interference from the other users in the system, the principle of multiuser detection (MUD, or joint detection) operates by treating the multiple access interference as additional information, which may be used to obtain a better estimate of the intended data i.e. the users are jointly detected for their mutual benefit. Multiuser detection in CDMA was introduced by [39]. A multiuser system with interference cancellation was introduced in [40]. For the AWGN channel, Verdu presented an optimum multiuser receiver [41]. This optimum technique however requires a priori knowledge of the signal amplitudes and phases and involves a high degree of computational complexity. Extensive work has followed developing sub optimum multiuser detection and interference cancellation schemes in hopes of reducing complexity while maintaining good performance. This work tends to be a mix of analytical and simulation results because of the inherent difficulty analyzing multiuser receivers.
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A comprehensive review of the optimal and sub-optimal techniques for multiuser detection follow the detailed diagram below indicating the various classes of MUD algorithms that have been developed over the past few years.



Figure 4.15: Taxonomy of MUD Algorithms



4.7.1 Optimum Multiuser Detector A classical result from single-user detection theory states that for an AWGN channel, a (symbol-rate sampled) matched filter generates a sufficient statistic for signal detection. The multiuser version of this principle requires not one, but an entire bank of (symbol-rate sampled) matched filters, one for each active user as illustrated in Figure [41]. The optimum receiver consists of a bank of K single user receivers whose outputs are then fed to a maximum likelihood Viterbi decision algorithm. The optimum receiver requires a priori knowledge of the signal amplitudes and phases in order to derive a maximum decision statistic in the decoder. This decoder will introduce a considerable delay to achieve optimality and will have complexity on the order of 2k for every bit decision required. However, it was shown that the receiver is near far resistant regardless of received power levels with significant improvement over the single user receiver. Because 2k computations are needed for every user' s bit decisions, it should be obvious that for a high capacity system the receiver will not be capable of sustaining such a load. Because of increasing requirement of resources the most useful place to carry out this operation is at the base station where sufficient resources are likely to be more readily available [29].
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Figure 4.16: Optimum Multi-user Receiver



4.7.2 Decorrelating Detector The decorrelating detector uses a modified matched filter bank output for detection. This detector decorrelates the received signal so that each output from the decorrelating block is composed of only two components: the desired user’s signal, and background noise [30]. The principal drawbacks of the decorrelating detector are noise enhancement and the need for (perfect) knowledge of all user-spreading codes in order to implement this detector. b1 Base band Receive Signal



S1[m]



R-1 bk



Sk[m]



Figure 4.17: Block diagram of the decorrelating detector for K users



There is an alternative implementation of the decorrelating detector when data recovery for only one user is required [31]. This implementation exploits the linearity of the decorrelator, resulting in a structure that is only slightly more complicated than the conventional single-user correlation receiver. The key difference is that the despreading
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code for the decorrelator is a (linear) function of all user spreading codes, not just the desired user’s code as in the case of the single-user correlation receiver.
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Figure 4.18: Block diagram of the decorrelating detector for a single user



4.7.3 MMSE Detector The minimum mean-squared error (MMSE) detector is closely related to both the single-user correlation receiver and the decorrelating detector. Like the MMSE linear equalizer, the MMSE multi-user detector allows some residual interference to appear at the correlator output in order to reduce background noise enhancement. The net result is an output with a mean squared error that is a minimum over all linear detectors [32].
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Figure 4.19: Block diagram of the minimum mean squared error detector for K users [33]



Whenever background noise levels are negligible relative to other-user interference (the normal case) the MMSE detector and the decorrelating detector will have identical performance. However, the MMSE detector retains one crucial advantage over the decorrelator: ease of adaptive implementation. Because the mean squared error is a
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convex function of the spreading code coefficients, global convergence can be achieved using well-known iterative techniques. Baseband Received Signal
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Figure 4.20: MMSE multi-user detector for a single user



4.7.4 Successive Interference Cancellation Successive interference cancellation (SIC) was one of the earliest proposals for implementing multi-user detection using nonlinear processing. This detector requires knowledge of both relative amplitudes and signature sequences for all active users at the receiver. A preliminary decision is made on the strongest (first) user' s data symbol which, in turn, is used to reconstruct the interference term This signal is then subtracted from the original input signal in order to cancel the effect of the first interferer. Each stage of the detector repeats this procedure until only the weakest signal remains (along with any residual background noise). Assuming tentative decisions are made correctly, and that the amplitudes and signature sequences are known precisely, the desired signal is ultimately detected in the absence of interference, so that performance approaches the single-user bound. b1
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Figure 4.21: A successive interference cancellation (SIC) detector
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4.7.5 Parallel Interference Cancellation A straightforward modification of the SIC detector is the parallel interference canceller (PIC). This detector computes preliminary estimates of each user’s transmit symbol using a front-end decision device (typically, a matched filter bank or decorrelating detector). Symbol estimates are then scaled by the corresponding amplitude estimate, and re-spread using signature sequences for each user. A partial summer block adds together all signals except the desired user’s signal, and subtracts the result from the original received signal. If symbol and amplitude estimates are correct, then each user is detected in the absence of multiple access interference.
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Figure 4.22: Block diagram of a parallel interference cancellation (PIC) detector



4.8 Rake Reception The Rake receiver, first proposed by R. Price and P. Green in 1958, got its name from the analogy of its structure to the Garden Rake. Specific to Direct sequence Spread spectrum technique it is aimed to combat multipath effects. The RAKE receiver is a device well-suited for demodulating a spread spectrum signal in channels, where the signal bandwidth is much larger than the coherence bandwidth. The autocorrelation properties of a direct sequence spread spectrum signal allow for using multiple correlators each of which uses a different time-shift to derive a different data estimate from the received multipath signal. By combining these estimates a better estimate is obtained than a single correlator can provide [42]. The performance of the RAKE receiver depends on
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Acquisition techniques, Assignment method for the correlators to the delays of the multipath components. Combining method of the correlator outputs, Tracking capabilities of the receiver.



Figure 4.23 (a): A typical multipath



Figure 4.23 (b): The channels impulse response for the above situation



environment, signal at Mobile receiver being received from three paths.



4.8.1 Conventional RAKE Receiver The RAKE receiver typically contains a number of RAKE fingers. Each RAKE finger includes a correlator for retrieving the useful signal from a multipath, and a timing error estimator. The timing error estimate is used to control the local code generator such that the maximum signal power is obtained at the correlator output for the multipath the RAKE finger is assigned to [34]. The goal of the RAKE receiver is to maximize the signal-to-noise ratio (SNR) at the output of the combiner. For flat channels time tracking is achieved by using an early-late kind estimator [43]. These tracking techniques can also be used to track signals in multipath when multipaths are resolvable. The early-late tracking technique, however, does not perform satisfactory, if adjacent multipaths are unresolvable. In these scenarios, RAKE fingers are subject to increased time-jitter. Additionally, adjacent RAKE fingers, if tracking is performed independently, are likely to converge to the same relative delay. If the separation in time of the correlators is at the order of the chip duration or lower, the correlator outputs cannot be assumed independent and must be decorrelated prior to combining.
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Figure 4.24: Typical RAKE Receiver



In wireless environments, the delay between multipath components is usually large and, if the chip rate is properly selected, the low auto-correlation properties of a CDMA spreading sequence can assure that multipath components will appear nearly uncorrelated with each other [35]. A typical RAKE receiver utilizes multiple correlators to separately detect the L strongest multipath components. The RAKE receives the signal, y(t), on its multiple fingers [36]. The signal input to each of the ‘L’ fingers in the RAKE is delayed by a different amount so that it is time aligned to a different multipath. The signal is now correlated over a bit period. The correlators can be implemented as integrators or as matched filters. The output of the correlator is sampled at the bit rate. The sum of the outputs of all L sampling units, ‘r’, is given to the decision stage, which gives bits as output. The outputs of each correlator can be weighed to provide a better estimate of the transmitted signal than is provided by a single component. Bit decisions are then based on the weighed outputs of the L correlators.
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Figure 4.25: Block representation of a Rake Receiver



In a conventional Rake receiver, such as shown above each multi-path component (“finger”) has a dedicated Rake finger device consisting of scramble/channelization code generator, correlator, integrator and FIFO. The received symbols are stored in a FIFO to be time-aligned before they are sent to the Maximum Ratio Combiner (MRC). The combiner turns several streams of symbols into one single stream and processes these symbols that are produced in the fingers [37]. The MRC scheme ensures that individual symbols are weighted according to their respective multipath strength (and thus authenticity) prior to combining.



4.8.2 Space-Time RAKE Receiver for DS-CDMA SPACE-TIME RAKE receiver in a DS-CDMA system works to attain maximum SINR for the signal with the desired code (SDC) by optimally combining the SDC’s multipaths to achieve diversity gains, while simultaneously canceling strong multi-user access interference (MUAI) to provide near–far resistance. Several schemes have been proposed in recent years for affecting an optimum space-time RAKE receiver knowing only the spreading waveform of the desired user [44]. An advantageous attribute of the schemes proposed is that they are applicable whether the spreading waveform for each user is aperiodic or periodic.



4.8.3 RAKE Receiver with Adaptive Interference Cancellers A direct-sequence code-division multiple-access (DSCDMA) system suffers from multiple-access interference (MAI) and near-far problem that degrade its link quality. To mitigate the effect of MAI and near-far problem, the advanced receivers commonly called
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as multi-user detectors have been proposed. As a multiuser detector an adaptive interference canceller (AIC) is based on the minimum mean-squared error (MMSE) criterion. It is known that the AIC achieves better performance than a conventional matched-filter (MF) detector without much increase of receiver complexity for both forward and reverse links. Channel fading and multipath propagation also cause severe performance degradation in a DS-CDMA system. To mitigate the effect of channel fading and multipath propagation, RAKE reception and diversity combining have been used [5]. Recently, to mitigate the notorious effect of both multipath fading and MAI, incorporation of diversity combining and interference cancellation is received a great deal of attention.



4.9 Viterbi Decoding Viterbi decoding is one of two types of decoding algorithms used with convolutional encoding-the other type is sequential decoding. Sequential decoding has the advantage that it can perform very well with long-constraint-length convolutional codes, but it has a variable decoding time.



4.9.1 Conventional Viterbi Algorithm Viterbi decoding was developed by Andrew J. Viterbi, a founder of Qualcomm Corporation in his seminal paper [47]. Since then, other researchers have expanded on his work by finding good convolutional codes, exploring the performance limits of the technique, and varying decoder design parameters to optimize the implementation of the technique in hardware and software. The Viterbi decoding algorithm is also used in decoding trellis-coded modulation, the technique used in telephone-line modems to squeeze high ratios of bits-per-second to Hertz out of 3 kHz-bandwidth analog telephone lines. Viterbi decoding has the advantage that it has a fixed decoding time. It is well suited to hardware decoder implementation. But its computational requirements grow exponentially as a function of the constraint length, so it is usually limited in practice to constraint lengths of K = 9 or less.
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The single most important concept to aid in understanding the Viterbi algorithm is the trellis diagram. The figure below shows the trellis diagram for rate 1/2 K = 3 convolutional encoder.



Figure 4.26: Trellis diagram



The four possible states of the encoder are depicted as four rows of horizontal dots. There is one column of four dots for the initial state of the encoder and one for each time instant during the message. The solid lines connecting dots in the diagram represent state transitions when the input bit is a one. The dotted lines represent state transitions when the input bit is a zero. For years, convolutional coding with Viterbi decoding has been the predominant FEC technique used in space communications, particularly in geostationary satellite communication networks, such as VSAT (very small aperture terminal) networks. In 1993 a new parallel-concatenated convolutional coding technique known as turbo coding has emerged. Initial hardware encoder and decoder implementations of turbo coding have already appeared on the market. This technique achieves substantial improvements in performance over concatenated Viterbi and Reed-Solomon coding. The optimum decoding algorithm for convolutional code, it can also be used for speech and character recognition which is modeled by hidden Markov models. The Viterbi Algorithm can be simply described as an algorithm which can finds the most likely path though a trellis, i.e. shortest path. Some of the problems with Viterbi Algorithm are, Computational complexity increases exponentially with constraint length (state) of convolutional code
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Nonlinear feedback loop in the VA presents a bottleneck for High speed implementations Viterbi algorithm is a ML (optimum) algorithm if Euclidean distance is used. The usually used Hamming distances in VA is sub-optimum and therefore lose some performance. If Euclidean distance is used, the use of multiplier increases the decoder complexity significantly



4.9.2 Adaptive Viterbi algorithm Adaptive Viterbi algorithm design is [45] implemented in reconfigurable hardware to take full advantage of algorithm parallelism and specialization. Run-time dynamic reconfiguration is used in response to changing channel noise conditions to achieve improved decoder performance. In the adaptive Viterbi algorithm, the number of candidate data sequences (survivor paths) retained per received symbol (transmitted data bit) varies over time.



4.9.3 Modified Feedback Decoder (MFD) The modified feedback decoder [46] splits the trellis diagram into two subtrellises. The novelty behind this approach is that there is no need for digital path memory since the decoded output is determined by a simple decision as to where the selected path originates (upper or lower sub-trellis). The decoding decision is then fed-back and the sliding block (window of depth L levels) advances one time-step ahead splitting the selected trellis over again. The general block diagram of a MFD is shown in the figure. The symbol storage (SS) block stores a window of depth L (sliding block) of the received sequence to be processed by the branch metric computer (BMC) and add-compare-select (ACS) blocks. In the MFDA modified trellis there are 2K states, which is twice that in a Viterbi decoder for the same K. This means that two identical ACS blocks must be used in parallel for both sub-trellises. Nevertheless, the complexity of the ACS block in a MFD is less than that in a Viterbi decoder because there is no need to update any digital path memory.
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Figure 4.27: Block diagram of a MFD.



At the end of each decoding cycle when a complete sliding block has been processed, it is necessary to determine whether the path with the maximum metric lies in the upper or lower sub-trellis. This is done by the winner take all (WTA) block whose output decision also updates the BMC by means of feedback. In fact, the WTA output determines the beginning state of the next decoding cycle while still having an effect on the next K – 1 trellis levels. This means that in the BMC the branch symbols on the first (K – 1) levels are variable depending on the K – 1 previous decoded bits. Finally, in each decoding cycle the first K levels of the modified trellis are processed in parallel, where no path elimination is required.
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Transmitter Implementation The preceding chapters have discussed the implementation issues concerning Direct Sequence CDMA with regard to the three well-accepted standards and the suggested improvements in the various techniques by the researchers of today. This chapter and the chapter to follow present a detailed description of the techniques and alternatives that we have opted for during the design of our DS-CDMA based communication link. We concentrate in these chapters not only on the implementation details of our system through extensive use of MATLAB figures, but also attempt to present justifications for the alternatives that we have preferred. This chapter primarily discusses the source coding, error coding, spreading, pulse shaping and the transmission mechanisms with regard to our system’s transmitter.



DS-CDMA Transmitter The transmitter of a communication system, although is simpler than its receiver, but indeed is expected to be much more infallible and foolproof. There is no margin of error at the transmitter, and infact for modern day communication system transmitter is also expected to share some of the processing overheads of the receiver. Recently crafted communication technologies therefore attempt pre-mitigating the channel effects, through implementation of some of the receiver tasks at the transmitter. The pre-rake and postrake structures implemented respectively at the transmitter and receiver of Direct Sequence Spread Spectrum (DSSS) for combating multipath effects are an example of this. Similar approaches are also adopted by other techniques such as OFDM. The complexity of transmitter structure is dependent not only on the adopted communication technology but also on the type of information to be transmitted across the communication link. Transmission of speech necessitates the need of some additional steps, as compared to text transmission. Real-time transmission of message whether it be text or speech poses some stringent timing constraints for the communication system. In its simplest form a transmitter may send a digital pulse as it is, such is the case of a typical network interface card of PC which sends pulses merely after line coding. The
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first degree of complexity may be incurred by having some channel coding scheme and pulse shaping to improve spectral characteristics of the transmitted signal. As a second degree one may proceed to have error coding incorporated into the communication system. Going a step ahead, one may tradeoff between the signal bandwidth and power or the data rate and noise immunity using the digital modulation schemes. As a final step one can proceed for the carrier modulation and ultimately for wireless transmission. Additional complexity in the DS Spread Spectrum transmitter that we designed comes from the fact that we want to demonstrate the channel being accessed by multiple users. The Code Division Multiple Access as its name implies facilitates this by assigning unique and orthogonal codes to its users, thereby guaranteeing an interference free communication even though all the users share the same resources (bandwidth) simultaneously. The code sequences to be allotted to users are examined thoroughly for their correlation properties. An extremely low, if not zero, value of cross correlation is desired for ensuring that interference between users is kept minimal. The transmitter of a DS-CDMA system thus gains its complexity from the fact that it has to provide multiple users, access of the same channel. The various stages and blocks of the transmitter, that we designed are discussed below. It may be notified here that although we included wireless channel effects and designed blocks that combat them, but have demonstrated the DS-CDMA technology at the baseband with transmission over wired medium.



5.1 Source Coding By definition source coding refers to procedures that are necessary for extracting useful pieces of information form the source generating it, which will then actually be transmitted across the communication link. With the digital transmission technologies, a necessary step for all non-digital sources would be to convert the information generated by the source to bits. For analog sources such as speech or video source this will involve Sampling, the process of reducing infinite number of values to a limited number of values accompanied atleast theoretically by no loss of information.
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Quantization, the process of reducing a many (infinite) valued system to a finite valued system accompanied even theoretically by a loss of information of the order of quantization interval. Encoding, the process of assigning unique combinations of bits to each possible value that the system can attain. Some additional schemes such as companding and predictive coding take advantage of the characteristics of the signal to be encoded. These schemes aim either to achieve greater accuracy or to reduce the number of bits to be transmitted across the channel. The first option that we considered for the information source was the speech signal. Unfortunately however after a lot of efforts we reached the conclusion that given the stringent constraints of the sampling frequency of the codec on the DSP Board and the fact that the signal bandwidth is to be shared (not explicitly divided but shared) between eight users, we could in no way attain real-time speech transmission. More will be said on this in technical terms later in the chapter. As an alternative, we then proceeded for text transmission. Source coding in this case refers to conversion of text message into corresponding bit stream form which the original characters could be recovered at the receiver. A standard procedure for achieving this is to use the AASCII representation of characters. The AASCII code uses 8 bit representation for each character and thus provides binary representation of up to 256 characters. Since the conversion of each character to its binary representation requires an electronic code book search the procedure is analogous to PCM encoding. Each character is mapped to a decimal value in the rang of 0 to 255, which is then subjected to 8-bit PCM like encoding. Characters



B



i



s



m



Decimal Equivalent



66



105



115



109



01000010



01101001



01110011



01101101



Binary Representation



A



l



l



a



h



32



65



108



108



97



104



00100000



01000001



01101100



01101100



01100001



01101000



Table 5.1 Illustration of steps required in source coding for text messages
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Thus a 10 character sample message above resulted into a bit stream of length 80. Bits corresponding to user data for each user can be obtained in a similar manner. Variability in message size can be compensated by padding shorter message with specific patterns of bits. We pad shorter messages by the character ‘x’ which results into bits ‘01111000’. For achieving bit level synchronization (determining the user’s first and last bit) at the receiver, special sequence of bits encapsulates the message from each user. Such synchronism guarantees that correct set of 8 consecutive bits are converted back to their character equivalents. This procedure of synchronization is initiated at the receiver once all the soft decision values have been determined. These values may be containing some garbage (near zero) values in the start and end zones. Since a correlation will be performed of the received values with this padded synchronizing sequence, special care must be paid to it auto-correlation values. It must have a high correlation value in case of a perfect match and lower values at other offsets. A length fifteen m-sequence m-sequence = [0 1 1 1 1 0 0 0 1 0 0 1 1 0 1] has been chosen for this purpose because of its favorable auto-correlation values. An extra ‘1’ has been padded at its start for the starting sequence and at the end for the ending sequence to make its length 16 (a multiple of eight). So that, Start sequence = [1 0 1 1 1 1 0 0 0 1 0 0 1 1 0 1] End sequence = [0 1 1 1 1 0 0 0 1 0 0 1 1 0 1 1] 16 14
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Figure 5.1 (a): Auto-Correlation properties of the originally selected m-sequence
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Figure 5.1 (b): Auto-Correlation properties of the start and end sequence achieved through modification of original m-sequence.



As can be seen the degrading of auto-correlation properties is almost negligible and as such successful results were obtained as will be shown later during the discussion of receiver in Chapter 6.



5.2 Error Coding As outlined in Chapter 4, convolutional coding is best suited for combating wireless channel effects and as such it has not only been recommended in all the three major standards of DS-CDMA, outlined in Chapter 3, but also has been adopted by us to guard against random errors. Standards also call for interleaving so as to fight against burst errors by converting them into random errors and then using convolutional decoding to remove those errors. More recently techniques such as Reed-Solomon Coding and Turbo Coding have been proposed for error coding but their usefulness is limited by the computational and processing overheads they present.
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The convolutional encoder that we have designed can be succinctly described by the following set of parameters and their values. •



Constraint length=3



•



Register length=3



•



Bit shifting step=1



•



Output per shift=2



•



Code rate=1/2



The shift register representation of the convolutional encoder that we designed is given in Figure 5.2. As can be seen the combinations of the convolutional encoder can be defined by (7,5)8. The octal numbers 7 and 5 represent the code generator polynomials, which when read in binary (1112 and 1012) correspond to the shift register connections to the upper and lower modulo-two adders, respectively and indeed it has been proven to be the best combination set for Rate ½, constraint length 3 encoder. The blocks FF in the shift register represent Flip Flops connected end to end achieving serial shift operation.



Figure 5.2: Rate ½, constraint length 3 and (7, 5)8, convolutional encoder



Knowledge of the encoder permits the construction of a transition table, as shown in Table 5.2, in which there are four distinct states, corresponding to the values of the previous two data bits.
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Table 5.2: Transition table for the designed convolutional encoder



An alternative representation of the transition table is the state diagram, shown in Figure 5.3, in which the nodes are labeled as in the transition table and the output code sequences are shown circled for the appropriate combination of current state and input data bit. In the figure, the transitions produced by an input of 0 are shown as solid lines, while those corresponding to a 1 are shown as dashed lines. Thus, the state diagram may be used to calculate the output of the coder for a given stream of input data bits.



Figure 5.3: State Diagram for the designed convolutional encoder.



Yet another way to graphically represent a convolutional encoder is the trellis diagram, which proves to be of great significance in the visualization of the Viterbi Decoding algorithm discussed in Chapter 4. The trellis diagram for our encoder is as under



Design & Implementation of a DS-CDMA based Communication Link, Employing DSP Board for Receiver’s Baseband Processing



92



Chapter 5 Transmitter Implementation



Figure 5.4: Trellis Diagram of the encoder we designed



As an example consider the input sequence ‘0 1 0 1 1 1 0 0 1 0 1 0 0 0 1’. Assuming that the outputs of both of the flip-flops in the shift register are initially cleared, i.e. their outputs are zeroes. The first clock cycle makes the first input bit, a zero, available to the encoder. The flip-flop outputs are both zeroes. The inputs to the modulotwo adders are all zeroes, so the output of the encoder is 002. The second clock cycle makes the second input bit available to the encoder. The left-hand flip-flop clocks in the previous bit, which was a zero, and the right-hand flip-flop clocks in the zero output by the left-hand flip-flop. The inputs to the top modulo-two adder are 100, so the output is a one. The inputs to the bottom modulo-two adder are 10, so the output is also a one. So the encoder outputs 11 for the channel symbols. The third clock cycle makes the third input bit, a zero, available to the encoder. The left-hand flip-flop clocks in the previous bit, which was a one, and the right-hand flip-flop clocks in the zero from two bit-times ago. The inputs to the top modulo-two adder are 010, so the output is a one. The inputs to the bottom modulo-two adder are 00, so the output is zero. So the encoder outputs 102 for the channel symbols. After all of the inputs have been presented to the encoder, the output sequence will be: 00 11 10 00 01 10 01 11 11 10 00 10 11 00 11. In the figure 5.5 below, a sample input sequence of length fifteen has been fed to the convolutional encoder which yields at the output 34 encoded bits. The extra four bits are due to flushing out operation of the length 3 encoder once all the 15 bits have entered into it.
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Figure 5.5: Sample input data sequence and its corresponding Rate ½ convolutionally encoded output.



5.3 Spreading The process of spreading is fundamental to the functionality of CDMA, because it is nothing but a spread spectrum based multiple access technology. Infact CDMA operates by making user bit streams perfect or near orthogonal and then allowing them to transmit simultaneously and using the same entire bandwidth. This orthogonalization is achieved by replacing user bits with codes (and their complements) or in other words by XORing user bit streams (upsampled) with a high rate chip sequence. This operation makes the original user signal to show much more rapid transitions in time domain and consequent spread in the frequency domain is achieved. These high rate chip sequences that attempt to bring user data into an orthogonalized from are as such called as spreading or chipping sequences. Selection of spreading sequences is crucial to the performance of a CDMA system, since nothing but these codes can lead to an interference free communication. A number of options are available to the designer of a DS-CDMA system with regard to the spreading sequences to be employed. A review of these sequences has already been presented in Chapter 4. A more detailed analysis of the auto- and cross-correlation properties can be found in [12].
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Since we consider synchronous transmission of data of each user, the situation is very much similar to that of a basestation of cellular network. (Synchronous transmission means that start and end of bit intervals of all users are exactly matched). We therefore need to concentrate on sequences with extremely low cross correlation at zero offsets even if it is achieved at the expense of high cross correlation at non-zero offsets. Reason for the above criterion is straight forward; users’ codes will never be having offsets between them so it is of no use to consider cross correlation at non-zero offsets. The completely orthogonal Walsh Hadamard sequences emerge to be the best option, which simply have zero cross-correlation at the zero offset. As an example the cross correlation between two Walsh codes of length 8 is plotted below. As can be seen there is zero cross correlation at the zero offset, index # 8. C ro ss Co rre la tio n b e tw e e n W a lsh C o d e s
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Figure 5.6: Cross-Correlation properties of the original Walsh Hadamard code sequence (Row 3 and Row 7 of the Hadamard Matrix of size 8)



Length of the spreading sequence also plays a major role in determining the performance of a DS-CDMA system. It determines system’s capability to combat interception, multipaths, jamming and insecurity. But given the constraints of limited sampling frequency and the desire to support higher user data rates we have selected a moderately low spreading factor of 8 i.e. length eight Walsh codes are being used in our system. Infact this has fulfilled our requirements to demonstrate multiple access and combating against multipath effects.
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The auto correlation of sequences remains a significant system parameter for both synchronous and asynchronous links because it determines the performance of code acquisition system. Ideally t he autocorrelation should be very low at all other offset except zero. But in reality this is seldom the case. Infact the original Walsh codes do not have good auto-correlation properties. As an example consider the autocorrelation of Walsh row 3. Auto-Corre la tion prope rty of W a lsh code s
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Figure 5.7: Auto-Correlation properties of the original Walsh Hadamard code sequence (Row 3 of the Hadamard Matrix of size 8)



Significant research has been done over the past few years in order to modify Walsh codes in a manner to give them better auto correlation properties. The most successful of these efforts is by Beata J Wysocki, Tadeusz A Wysocki of University of Wollongong, Australia; see Chapter 4 for more details. Applying their work to the codes that we have selected through an extensive search mechanism we too have reached to optimum spreading sequences with better cross and auto correlation properties. The crosscorrelation values between two such codes are shown in figure 5.8 while the considerably improved auto-correlation is shown in figure 5.9.
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Figure 5.8: Cross-Correlation properties of the Modified Walsh Hadamard code sequence (Row 3 and Row 7 of the modified matrix of size 8)
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Figure 5.9: Auto-Correlation properties of the modified Walsh Hadamard code sequence (Row 3 of the modified matrix of size 8)



The eight spreading codes that we obtained through this modification procedure are plotted as under.
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Figure 5.10: The modified Walsh Hadamard Codes that we obtained and used in our system



In order to illustrate how the process of spreading is carried out through the use of selected spreading sequences consider data of two users who have to be provided multiple access. Row 3 is assigned to User #1 and row 7 to User # 2. The process of spreading can be equivalently looked as the replacement of user bit ‘1’ by his code row and replacement of user bit ‘0’ by the complement of his code row. Careful observation of figures below reveals this.
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Figure 5.11: Illustration of spreading mechanism for two users.



5.4 Pulse shaping The motivation behind pulse shaping comes from the fact that with sharper the transitions in time domain, the spectral characterizes of the signal are not satisfactory. Pulse shaping does have a significant hand in controlling the signal bandwidth; it (more precisely the process of up-sampling) also does have an impact on the smoothness of frequency spectrum of the signal. A detailed analysis of the need for pulse shaping can be found in Chapter 4. Although the IS-95 standard recommended pulse shape that did not fulfill the Nyquist Criterion for some other benefits, the W-CDMA standard has reverted back to the Nyquist Root Raised Cosine (RRC) pulse shape. We in our design use a pulse shape
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similar to that recommended in W-CDMA standard with a roll-off factor of 0.32 and the number of lobes on each side four. The upsampling factor has been kept to four for both DSP Board and Matlab simulations in order to achieve better results. The pulse shape along with its spectral characteristics is shown below.
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Figure 5.12: RRC pulse shape (Roll-off=0.32, Length=65) alongwith its spectral characteristics.



Upsampling of input signal (achieved by insertion of zeros in between sample values) is a prerequisite to the process of pulse shaping. An upsampling factor of 4 has been selected as outlined above and the signal is then passed through the pulse-shaping filter. Figure below illustrates the result of upsampling and pulse shaping for the spreaded single user data (corresponding to one bit equivalent to eight chips). T im e D o m a in
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Figure 5.13: Time and frequency domain picture of an up-sampled signal.
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Figure 5.14: Time and frequency domain picture of an up-sampled as well as pulse-shaped signal (Signal in fig 5.13 passed through a pulse shaping filter.)



5.5 Combiner Once user data have been orthogonailzed through the process of spreading they can simply be added together to form a composite signal containing information of all the individual users. The process of pulse shaping before combining helps in achieving better spectral characteristics. In order to aid the receiver in the task of code synchronization the procedure that has been recommended by the standards has been followed. A pilot signal containing all ones spreaded by a specific Walsh code row is also added to the users’ composite signal. This pilot signal helps in determining the right code offset for dispreading purposes. The sequence of figures below illustrates the entire procedure from orthogonalization to upsampling and pulse shaping and finally combining. We start from data for two users, encode them convolutionally, spread them through orthogonal Walsh codes, upsample and pulse shape them and finally combine them along with the pilot signal.
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Figure 5.15: Data bits of the two users 1
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Figure 5.16: Convolutionally encoded data bits of the two users
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Figure 5.17: Smoothed signals of two users and the pilot signal (spreaded by Row 5)
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Figure 5.18: Composite signal of the users alongwith its frequency content.
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5.6 Transmitter Parameters For the convenience of reader, a concise list of parameters that we have used for the two transmission systems that we designed is included.



5.6.1 Parameters for PC-PC transmission Sampling frequency of receiver’s codec 44.1 kHz Allowed Signal Bandwidth 22.05kHz Roll off factor 0.32 Available signal bandwidth 16.70kHz Maximum achievable chip (spreaded data) rate 16.7*2=33.409kchips/sec The chip rate we are using 32 kchips/sec Consequent Bit (unspreaded data) rate 4kbits/sec User Bit Rate (with Convolutional coding) 2kbits/sec



5.6.2 Parameters for PC-DSP transmission Sampling frequency of receiver’s codec 8000 samples/second Number of samples/chip 4 Number of chips/second 2000 cps Number of bits/second 250 bps (Spreading Factor of 8)
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Receiver Implementation The design of receiver any communications system is a difficult; since the required signal has to be extracted from the corrupted signal. It has to detect the user signal from whatever it receives. In an ideal case the received signal is equal to the transmitted signal; but in reality this is rarely the case. Even transmission on a single wire (point to point) does introduce sufficient distortion in the transmitted signal that has required ever improving techniques for combating such effects. Engineers of today are witnessing an ever required change in the reception techniques.



Infact the task of reception is complicated by the fact that there is always scarcity of resources. Provided a large amount of bandwidth, a large allowable signal power and no interference, the process of reception even over realistic channels would not be that difficult. But when it comes to scarcity of resources, engineers are forced to design transmitters that transmit data using minimum possible bandwidth, minimum transmission power, and a large number of users willing to share the available channels. Therefore task of such a receiver grows to be more and more complex. The composite signal to be received by a DS-CDMA receiver contains user signals occupying strangely the entire bandwidth (no FDM) and entire time span (no TDM) so there is no clear way (filtering and synchronization) to recover the user signal out of the composite signal. Had the task of our receiver be restricted to reception of data for a SS signal with no other users present, the complexity would be less and the performance of the receiver would be much better.



The complexity is increased by the phenomenon generally termed as Multiple Access Interference (MAI). Although the spreading codes that we have selected (WalshHadamard) are orthogonal and are sufficient to make the user data completely orthogonal at the transmitter, the signal doesn’t necessarily performs the orthognality. The channel effects that are introduced are sufficient enough to significantly damage the error correction capability of the orthogonal Walsh codes.



Another cause of difficulty in reception is the process of synchronization. Synchronization is a must for all digital systems. In order to be able to receive user signal



Design & Implementation of a DS-CDMA based Communication Link, Employing DSP Board for Receiver’s Baseband Processing



106



Chapter 6 Receiver Implementation



by sampling the output of MF, a receiver requires information about the instant at which it should optimally sample the incoming signal. This is what we refer to as ‘symbol timing recovery’. The spread spectrum system imposes far more stringent requirements on the process of synchronization.



Not only that they require themselves to be synchronized at the symbol level but in order to recover user data we require exact synchronization even upto a fraction of chip! It may be noticed that the chip may be as small as 1/100-1/1000th of a symbol. Even for the low spreading factor system, as is the case under our study, this task required for synchronization is atleast 10-20 times more stringent as compared to conventional receivers. It is only after a synchronization upto a fraction of a chip has been attained that a receiver can recover any useful data of the required user. Reception against the hypothetical AWGN channel is not much difficult however receiving a signal after it has been processed through a real channel (a wire) or a simulated wireless channel that introduces multipath effects is quite difficult.



With an error-decoding algorithm implemented at the receiver, the receiver is further burdened by the task of detecting errors. Viterbi decoding, although is the optimal, but quite a complex algorithm is to be implemented at the receiver. Each of the modules that are designed for the DS-CDMA receiver is presented below along with the MATLAB figures indicating output fo r a simple received signal.



6.1 Code Acquisition (CA) The task of the Code Acquisition module is not to acquire the secret codes of DSCDMA communication themselves but to acquire synchronization with the code of incoming signal.



Different structures that have been designed for Code Acquisition can be found in the Design Aspects chapter. Parallel code acquisition scheme is the most efficient code acquisition scheme but sometimes because of its growing complexity with increasing spreading factor it is no t preferred. In our case, since the spreading factor is lower, the best suited Code Acquisition technique is parallel search.
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The purpose of the Code Acquisition is to acquire coarse synchronization, but we proceeded to determine fine synchronization, upto ½ a chip. The process of code acquisition can be illustrated in figure 6.1.
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Figure 6.1 : Parallel Code Acquisition Block Diagram



We try to correlate the received signal with different code versions offsetted by ½ chip from each other. The total number of code offsets that we try, therefore, is 16. An effectively, equivalent way to try 16 code offsets in parallel is to give ½ chip delays (corresponding to 4 samples) to received signal and correlating it then with the same code (in its modulated form). Figure 6.2 shows the pilot code’s modulated form, which has to be correlated with the delayed versions of the incoming signal. 1.5
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Figure 6.2: Modulated form of the pilot code to be used for correlation during code acquisition
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Correlated signal for an incorrect and for a correctly synchronized branch is shown in figure 6.3(a).
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Figure 6.3 (a): Off set # 2 not synchronized
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Figure 6.3 (b): Off set # 8 Synchronized
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Figure 6.3 (c): Off set # 12 not synchronized The correlated signal when different code offsets are tried. Note the distinction in Time and Frequency domain



An integrate and dump block integrates the correlated version of received signal with the code, over a bit interval (32 samples or 8 chips). So that the result of integration over symbol interval is actually the soft decision value of the bit, whose code has been used for correlation.



Correct code synchronization is indicated by the fact that if pilot code has been used for correlation, the decision value obtained at the output of integration after each symbol interval should be +1, since the pilot signal consisted of a sequence of all ones.
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Figure 6.4: The pilot bits detected during code acquisition for different offsets tried. Note that for correct offset all pilot bits are correctly detected to be ‘1’



Integrated results show the frequency content as well and hint at the ‘despreading’. As can be seen the correctly synchronized code has de-spreaded the signal in frequency domain. One of the ways to judge the acquisition is band energy detector as outlined earlier in Chapter 4.



The branch of the Code Acquisition parallel search scheme that generates at the output of the integrator the highest value is considered to be the branch that has its code best synchronized to the composite signal. In the figure 6.5 it is offset # 8.
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Figure 6.5: Correlation peaks for the 16 offsets that have been tried in parallel
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The accuracy of this Code Acquisition scheme can be increased by



1. Decreasing the separation between codes or increasing the number of code offsets to try so as to attain finer synchronization but this increases complexity and processing overheads. For our case, little improvement was observed in going for offsets less than ½ chip apart, so we have kept the code offsets ½ chip apart.



2. In order to overcome the effects of AWGN, the number of symbol intervals after which the acquisition is declared to be completed may be increased. This can be achieved by adding decision values after each symbol interval for, say, 4 consecutive symbol intervals. The branch that gives the highest cumulative value would represent the best synchronous one.



The number of symbol intervals can be as high as 1024 but they simultaneously increase acquisition time, therefore tried to find the optimum value for our system. It was observed that an increase in value above 8 is not yielding any improvement, so a value of 8 gives the number of symbol intervals to be integrated during Code Acquisition. 1.5
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Figure 6.6: User code in modulated form
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Figure 6.7: Time and Frequency domain plots for the signal obtained after correlating the received signal with the correct code offset and passing it through an integrator. Note that the received signals Bandwidth has decreased from 22.05 kHz to less than 10 kHz. Not perfectly despread because of the rapid transitions at the end of bit intervals.



It may be notified here that the operation of multiplication followed by integration is theoretically equivalent to the operation of matched filter 10 8 6 4 2 0 -2 -4 -6 -8 -10
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Figure 6.8: Soft decision values of the required user bits obtained by sampling the output of Matched Filter
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6.1.1 Code Acquisition with Multipath The received signal with multipath channel effects added to it, infact consists of delayed and weighted versions of the original signal.



In effect there would be two or more branches of the 16 branch parallel code acquisition structure that would be synchronized with incoming signal and yield a high positive value at the output of the integrator after symbol intervals. The presence of multipath can indeed be judged by looking at the correlation peaks of the 16 branches. In case no multipath is there, its only one offset that has got a high positive value, but in case of multipath, a significant second higher peak can be found.



Our function ‘scan mp’ scans Multipath simply on the basis of these correlation peaks. If a second peak not weak by more than 2.5 times (based on experiments) is found, Rake Reception is employed. 40 30 20 10 0 -10 -20 -30 -40
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Figure 6.9: Presence of multipaths is indicated by the appearance of two prominent correlation peaks. The strength of the two multipath components, indicated by heights of correlation peaks are almost the same. The two components are 5 offsets apart which correspond to 10 samples or 78 microseconds.
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6.2 RAKE Reception. The Rake Reception is indeed one of the most prominent features of DS-CDMA systems, which has; lead it to be used by cellular networks. Rake Receiver combats against multipath by resolving them, determining soft decision valued from each of the multipath (indicated by the Code Acquisition module ), and combines them suing MRC.



The structure of the Rake Receiver is indeed conceptually the same as that of Code Acquisition, with the only difference being that instead of all code offsets, only the code offsets indicated by the Code Acquisition module are employed. Each branch that is used by Rake Receiver for receiving a multipath signal component is called its ‘finger’.
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Figure 6.10: Structure of Rake receiver’s single finger.



The soft decision value is so determined from each of the finger. These values are then added with corresponding values obtained from other fingers by the use of MRC technique. The theme of MRC is to weigh the soft decision value according to the degree of reliability of its value.



In a Rake Receiver, the degree of reliability can be measured by the relative strengths of the multipaths (indicated by the heights of the correlation peaks). Threshold decisions are then taken, the threshold value being ‘0’.
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Figure 6.11 (a): Soft decision values obtained from the first multipath component
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Figure 6.11 (b): Soft decision values obtained from the second multipath component
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Figure 6.11 (c): Soft decision values obtained from the Maximal Ratio Combining of the values detected from the two multipath components



As an example consider… BER at path 1….2%
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BER at path 2….0% Resultant = 0 %



6.3 Bit Level Synchronization The ‘mseq’ padded to the user bits helps in detecting the exact start and stop location of user bits. This is very significant because each 8 successive bits are to be grouped for the purpose of forming a Ø Sample value (PCM encoding) Ø Character value (if text by ASCII)
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Figure 6.12(a): Auto-correlation with 10 consecutives offsets are is performed to detect start of user bits. 1 2 0 1 0 0 8 0 6 0 4 0 2 0 0 - 2 0 - 4 0
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Figure 6.12(b): Auto-correlation with 10 consecutives offsets are is performed to detect end of user bits.



Design & Implementation of a DS-CDMA based Communication Link, Employing DSP Board for Receiver’s Baseband Processing



117



Chapter 6 Receiver Implementation



1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0



0



5



10



15



20



2 5



30



35



40



4 5



5 0



Figure 6.13: Bit level synchronization achieved.



6.4 Viterbi Decoding After achieving bit level synchronization the detected sequence is passed onto convolutional decoding block. The minimum error path among the trellis is identified and the decode bits are detected. For details about how decoding is carried out, the reader is refereed to Chapter 4 and [47].



6.5 Character Conversion The original text message can then be recovered using the reverse process as adopted at the transmitter side. The binary message is grouped into clusters of eight bits. Note that clustering of correct eight consecutive bits is going to yield the actual character representation. From the decimal equivalent of these bits and with the help of a look-up table the original character can be determined.
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DSP Board Implementation Modern day communication systems are heading towards a newly emerged concept commonly referred to as “Software Radio”. By software radio researchers mean a highly flexible and accurate radio receiver that accomplishes all of its baseband processing in the digital domain, by the use of software codes. The underlying theme behind this revolutionary idea is to avoid the necessity of specific hardware equipments and the rigidity of design process. With the system implemented on software radio concept any of the system parameters can be easily changed and desired modification in processing can be accomplished. Infact this was our sole motivation for proceeding to DSP implementation of our receiver. This chapter describes how we proceeded for accomplishing the complex task of reception on the DSP Board by Texas Instrument specifically referred to as TMS 320 C6711 DSK. The widespread deployment of wireless and wire line networks is leading to an increased demand for integration of video, voice and data transport services to be converged in the same digital stream. The DSP boards often offer an advanced VLIW architecture, flexible memory scheme and high-bandwidth I/O capability that are optimal for high-performance video and imaging applications. Moreover manufacturers can take advantage of the DSP board's programmability to keep pace with evolving standards and algorithms and to help them reuse existing software in new products [48].



7.1 Architecture of TMS320C671x The TMS320 family consists of fixed-point, floating-point, and multiprocessor digital signal processors (DSPs). TMS320 DSPs are specifically designed for real-time signal processing. The TMS320 DSPs offer adaptable approaches to traditional signalprocessing problems. They also support complex applications that often require multiple operations to be performed simultaneously. A brief and to the point description of the major architectural blocks of the C6000 series DSPs by Texas Instrument follows. Figure 6.1 shows the detailed block diagram of the processor structure. The main functions of the devices shown in the figure are summarized as follows.
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Figure 7.1: TMS320C621x/C671x Block Diagram



7.1.1 HPI (Host-port interface) The HPI is a parallel port through which a host processor can directly access the CPU’s memory space. The host device has ease of access because it is the master of the interface. The host and the CPU can exchange information via internal or external memory. In addition, the host has direct access to memory-mapped peripherals. Connectivity to the CPU’s memory space is provided through the DMA/EDMA controller. Both the host and the CPU can access the HPI control register (HPIC). The host can access the HPI address register (HPIA), the HPI data register (HPID), and the HPIC by using the external data and interface control signals.
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Figure 7.2: HPI Block Diagram



7.1.2 Expansion Bus The expansion bus is a replacement for the HPI, as well as an expansion of the EMIF. The expansion provides two distinct areas of functionality (host port and I/O port), which can co-exist in a system. The host port of the expansion bus can operate in either asynchronous slave mode, similar to the HPI, or in synchronous master/slave mode. This allows the device to interface to a variety of host bus protocols. Synchronous FIFOs and asynchronous peripheral I/O devices may interface to the expansion bus.



7.1.3 PCI The PCI module supports connection of the C6000 device to a PCI host via the integrated PCI master/slave bus interface. For C62x/C67x, the PCI port interfaces to the DSP via the auxiliary channel of the DMA Controller. The C62x/C67x PCI port provides the auxiliary DMA with a source/destination address in the DSP memory. Address decode is performed by the DMA to select the appropriate interface (data memory, program memory, register I/O, or external memory). The auxiliary channel of the DMA controller should be programmed for the highest priority in order to achieve the maximum throughput on the PCI interface. The PCI port supports four types of PCI data transactions: Slave Writes External PCI master writes to DSP slave Slave Reads External PCI master reads from DSP slave Master Writes DSP master writes to external slave Master Read DSP master reads from external slave
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7.1.4 EMIF (External memory interface) The external memory interface (EMIF) connects the DSP to external memory, such as synchronous dynamic RAM (SDRAM), synchronous burst static RAM (SBSRAM), and asynchronous memory. The EMIF also provides 8-bit-wide and 16-bitwide memory read capability to support low-cost ROM memories (flash, EEPROM, EPROM, and PROM). The EMIF supports burst capability to facilitate data transfers to/from high speed memories. The DMA exercises this functionality through the use of its internal FIFO. Using the DMA, it is possible to access external memories at the rate of one data element per memory clock cycle. The CPU must wait for each data element required by the current execute packet before proceeding to the next execute packet. Thus data requests to the EMIF by the CPU are done one at a time, rather than in bursts, and do not take advantage of the burst capability of the EMIF. To achieve its high-throughput for burst transfers, the EMIF has multiple internal pipeline stages. Due to this pipeline, there is latency incurred for a data transfer request both at the beginning of the burst request and at the end of the burst request. The number of cycles required for the actual data access depends on the type of memory being accessed. To lessen the effects of memory access latencies, frequent data accesses to the EMIF should be performed by the DMA in bursts. The number of cycles required to access an external memory location depends on two factors: Type of external memory: Different memory types have different cycle timings for data accesses. Current EMIF activity: If another resource is currently accessing external memory, the EMIF requires multiple cycles to flush its pipeline. The EMIF supports glue less interface to several external devices, including the following: •



Synchronous burst SRAM (SBSRAM)



•



Synchronous DRAM (SDRAM)



•



Asynchronous devices, including SRAM, ROM, and FIFOs



•



An external shared-memory device.
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7.1.5 Boot Configuration The TMS320C6000 devices provide a variety of boot configurations that determine what actions the DSP performs after device reset to prepare for initialization. These include loading in code from an external ROM space on the EMIF and loading code through the HPI/expansion bus from an external host.



7.1.6 McBSP The multichannel buffered serial port (McBSP) is based on the standard serial port interface found on the TMS320C2000 and C5000 platform devices. In addition, the port can buffer serial samples in memory automatically with the aid of the DMA/EDMA controller. It also has multichannel capability compatible with the T1, E1, SCSA, and MVIP networking standards. Like its predecessors, it provides these capabilities: •



Full-duplex communication



•



Double-buffered data registers that allow a continuous data stream



•



Independent framing and clocking for receive and transmit



•



Direct interface to industry-standard codecs, analog interface chips (AICs), and other serially connected A/D and D/A devices.



In addition, the McBSP has the following capabilities: •



Direct interface to: T1/E1 framers ST-BUS_ compliant devices IOM-2 compliant devices AC97 compliant devices IIS compliant devices



•



Multichannel transmission and reception of up to 128 channels



•



A wider selection of data sizes including 8-, 12-, 16-, 20-, 24-, and 32-bits



•



m-law and A-law companding



•



8-bit data transfers with LSB or MSB first



•



Programmable polarity for both frame synchronization and data clocks



•



Highly programmable internal clock and frame generation.
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Figure 7.3: McBSP Functional Block Diagram



The main functional blocks of the McBSP shown in Figure 7.3 are: Transmitter The transmitter section is responsible for the serial transmission of data that is written in DXR. The contents of DXR are copied to the transmit shift register XSR. The transfer starts as soon as the transmit frame sync (FSX) is detected. One bit of data is transmitted or shifted out of XSR on every transmit clock CLKX. New data can be written to DXR using either the CPU or the DMA. Receiver The data received on the DR pin is shifted into the Receive Shift Register (RSR) on every receive clock (CLKR). Again, the actual shifting in of data begins after detection of a receive frame sync (FSR). The data in RSR is copied to a Receive Buffer Register (RBR) and then to the Data Receive Register (DRR). The DRR can be read by either the CPU or the DMA. Sample Rate Generator This module generates control signals such as the transmit/receive clocks and frame sync signals necessary for data transfer to and from the McBSP. Clock generation circuitry allows user to choose either the CPU clock or an external source via CLKS to generate CLKR/X. Frame synchronization signal properties such as frame period and
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frame width are also programmable. FSR/X, CLKR/X are bi-directional pins, and therefore can be inputs or outputs. Events/Interrupt Generation The McBSP generates sync events to the DMA to indicate that data is ready in DRR or that DXR is ready for new data. They are read sync event REVT, and write sync event XEVT. Similarly the CPU can read/write to the McBSP based on interrupts (RINT and XINT) generated by the McBSP.



7.1.7 Timer The C6000 devices have 32-bit general-purpose timers that are used to perform these functions: •



Time events



•



Count events



•



Generate pulses



•



Interrupt the CPU



•



Send synchronization events to the DMA/EDMA controller.



7.1.8 GPIO The general purpose input/output (GPIO) peripheral provides dedicated general purpose pins that can be configured as either inputs or outputs. When configured as an output, the user can write to an internal register to control the state driven on the output pin. When configured as an input, the user can detect the state of the input by reading the state of an internal register. In addition, the GPIO peripheral can produce CPU interrupts and EDMA events in different interrupt/event generation modes.
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Figure 7.4: GPIO Peripheral Block Diagram



7.1.9 Interrupt Selector The C6000 peripheral set has up to 32 interrupt sources. The CPU however has 12 interrupts available for use. The interrupt selector allows you to choose and prioritize which 12 of the 32 your system needs to use. The interrupt selector also allows to effectively change the polarity of external interrupt inputs.



7.1.10 Overview of TMS320C6000 Memory The internal memory configuration varies between the different C6000 devices. All devices include: •



Internal data/program memory



•



External memory accessed through the external memory interface (EMIF). The C621x/C671x/C64x is a cache-based architecture, with separate level-one



program and data caches. These cache spaces are not included in the memory map and are enabled at all times. The level-one caches are only accessible by the CPU. The level-one program cache (L1P) controller interfaces the CPU to the L1P. A 256-bit wide path is provided from to the CPU to allow a continuous stream of 8 32-bit instructions for maximum performance. The level-one data cache (L1D) controller provides the interface between the CPU and the L1D. The L1D allows simultaneous access by both sides of the CPU. Overview of TMS320C6000 Memory On a miss to either L1D or L1P, the request is passed to the L2 controller. The L2 controller facilitates these functions:
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•



The CPU and the enhanced direct memory access (EDMA) controller access to internal memory, and performance of the necessary arbitration.



•



The CPU data access to the EMIF



•



The CPU accesses to on-chip peripherals



•



Sending requests to EMIF for an L2 data miss.



•



The internal SRAM of the C621x/C671x/C64x is a unified program and data memory space. The L2 memory space may be configured as all memory-mapped SRAM, all cache, or a combination of the two internal peripherals



Figure 7.5: Showing the block diagram of the C621x/C671x memory structure.



7.1.11 Direct Memory Access (DMA) Controller The direct memory access (DMA) controller transfers data between regions in the memory map without intervention by the CPU. The DMA controller allows movement of data to and from internal memory, internal peripherals, or external devices to occur in the background of CPU operation. The DMA controller has four independent programmable channels, allowing four different contexts for DMA operation. In addition, a fifth (auxiliary) channel allows the DMA controller to service requests from the host port interface (HPI).
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The DMA can transfer data to and from the same resource. Two primary applications for this would be to restructure data in internal memory, or to burst data between its external source and an external buffer. Using the same resource reduces the throughput achievable by the DMA. This situation results because the DMA cannot read from and write to the same resource simultaneously. DMA writes are given a higher priority than DMA reads. A DMA channel issues write requests as long as there is data in its holding registers. Because of this, a channel that attempts to burst to the same resource from which it is reading cannot capitalize on the DMA FIFO. Since the write requests begin as soon as data is in the channel’s holding registers, and the write request has priority over the read requests, the number of elements buffered during the read burst depends solely on the speed of the memory being read. If a slow memory is being read (i.e. asynchronous memory) then only a few elements burst at a time. If a high speed memory is being read (i.e. internal data memory) then more of the FIFO is used.



Figure 7.6: DMA Controller Interconnect to TMS320C6000 Memory-Mapped Modules



7.1.12 EDMA Controller The enhanced direct memory access (EDMA) controller handles all data transfers between the level-two (L2) cache/memory controller and the device



peripherals on the
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TMS320C621x/C671x/C64x. These data transfers include cache servicing, non-cacheable memory accesses, user-programmed data transfers, and host accesses. The EDMA controller in the C621x/C671x/C64x is different in architecture to the previous DMA controller in the C620x/C670x devices. The EDMA includes several enhancements to the DMA in that it provides 64 channels (C64x) or 16 channels C621x/C671x, with programmable priority, and the ability to link and chain data transfers. The EDMA allows movement of data to/from any addressable memory spaces, including internal memory (L2 SRAM), peripherals, and external memory. The EDMA controller comprises: •



Event and interrupt processing registers



•



Event encoder



•



Parameter RAM, and



•



Address generation hardware



Figure 7.7: EDMA Controller



EDMA events are captured in the event register. An event is a synchronization signal that triggers an EDMA channel to start a transfer. If events occur simultaneously, they are resolved by way of the event encoder. The transfer parameters corresponding to
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this event are stored in the EDMA parameter RAM, and are passed onto the address generation hardware, which address the EMIF and/or peripherals to perform the necessary read and write transactions. The EDMA has the capability of performing fast and efficient transfers by accepting a quick DMA (QDMA) request from the CPU. A QDMA transfer is best suited for applications that require quick data transfers, such as data requests in a tight loop algorithm.



7.2 DSP Board Implementation The implementation details of the receiver on the DSP board can be broadly classified into two broad categories Reception of samples: How the samples of the incoming signal find their way to the processor Processing of samples: How the samples, once they reached the processor, are processed, to exact data of single user It may be notified here that once the system to be implemented on DSP board is already designed in MATLAB through the use of self-programmed m-files, the portion of processing becomes a trivial task, viewed in comparison to the task of reception [49]. Infact we have spent most of our time reserved for the DSP implementation on developing a sound mechanism for the reception of samples. For the processing of received samples a procedure exactly similar to that of MATLAB has been carried out so only a brief description would suffice. We have accomplished the signal flow from the codec to the processor is through the use of DSP/BIOS, which provides Software Interrupts, and Pipe modules for an EDMA based reception and transmission of samples. A brief introduction to the DSP/BIOS, its utility for real time applications and their monitoring follows, along with the description of SWI and PIP modules.
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7.2.1 DSP/BIOS DSP/BIOS provides a complete set of instrumented kernel services optimized for fast execution speed and small size for use with Texas Instruments digital signal processors. DSP/BIOS is instrumented to provide real-time analysis of software executing on TI DSPs. DSP/BIOS is included in Code Composer Studio along with the editor, compiler, project manager, and debugger. This introduces a revolutionary approach to writing and analyzing real-time software by providing a priority-based scheduler, a set of DSP/BIOS real-time analysis (RTA) tools, and real-time data exchange (RTDX) between the host computer and the DSP. DSP/BIOS includes optimized run-time services such as low-latency threading and scheduling along with a data pipe managers designed to manage block I/O(also called stream-based or asynchronous I/O). The embedded DSP/BIOS run-time library and DSP/BIOS plug-ins support a new generation of testing and diagnostic tools that allows developers and integrators to probe, trace, and monitor a DSP application during its course of execution. This real-time monitoring lets you view the system running in realtime so that you can effectively debug and performance-tune your system before deployment. In addition to minimizing the target memory footprint by eliminating run-time code and optimizing the layout of internal data structures, the static configuration strategy pursued by the DSP/BIOS Configuration Tool provides the means for early detection of semantic errors through validation of object attributes prior to program execution. The DSP/BIOS Configuration Tool, shown in figure 7.8 below, serves as a visual editor for creating run-time objects that are used on the target application through the DSP/BIOS APIs. This graphical tool makes it easy for a developer to control a wide range of parameters.
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Figure 7.8: DSP/BIOS Configuration Tool



Data transfer is essential for any digital signal processing application. The DSP/BIOS pipes are used to buffer streams of program input and output data. Data transfer is scheduled through the use of DSP/BIOS software interrupts. These software interrupts, patterned after hardware interrupt routines, are the foundation for structuring DSP/BIOS applications in a prioritized hierarchy of real-time threads. 7.2.1.1 Software Interrupt or SWI Module The SWI module manages software interrupt service routines, which are patterned after HWI hardware interrupt routines, are triggered programmatically through DSP/BIOS API calls, such as SWI_post, from client threads. Once triggered, execution of a SWI routine will strictly preempt any current background activity within the program as well as any SWIs of lower priority; HWI hardware interrupt routines on the other hand take precedence over SWIs and remain enabled during execution of all handlers, allowing timely response to hardware peripherals with the target system. Software interrupts or SWIs provide a range of threads that have intermediate priority between HWI functions and the background idle loop.
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Figure 7.9: Prioritization of DSP/BIOS Threads



7.2.1.2 Pipe or PIP Module The DSP/BIOS Buffered Pipe Manager or PIP Module manages block I/O (also called stream-based or asynchronous I/O) used to buffer streams of program input and output typically processed by embedded DSP applications. Each pipe object maintains a buffer divided into a fixed number of fixed length frames, specified by the numframes and frame size properties. All I/O operations on a pipe deal with one frame at a time. Although each frame has a fixed length, the application may put a variable amount of data in each frame (up to the length of the frame). Note that a pipe has two ends. The writer end is where the program writes frames of data. The reader end is where the program reads frames of data.



Figure 7.10: DSP/BIOS Data Pipes (PIP Module)
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Data notification functions (notify Reader and notify Writer) are performed to synchronize data transfer. These functions are triggered when a frame of data is read or written to notify the program that a frame is free or data is available. These functions are performed in the context of the function that calls PIP_free or PIP_put. They may also be called from the thread that calls PIP_get or PIP_alloc. After PIP_alloc is called, DSP/BIOS checks whether there are more full frames in the pipe. If so, the notify Reader function is executed. After PIP_alloc is called, DSP/BIOS whether there are more empty frames in the pipe. If so, the notify Writer function is executed. A pipe should have a single reader and a single writer. Often, one end of a pipe is controlled by hardware ISR (ex: Serial Port Receiver ISR) and on the other end is controlled by a software interrupt function. Pipes can also be used to transfer data within the program between two application threads.



7.2.2 Reception of samples The DSP board shown in figure 7.11 has an analog input terminal to which the codec is interfaced. The codec AD0343, configured on the TMS320C6711DSK board has a fixed sampling rate of 8 kHz. In our case, it is configured to continuously sample the incoming signal whether it is meaningful user signal or scrupulous noise signal. Multi channel Buffered Serial Port McBSP is commonly configured to accept samples from the DRR register and to give them to the processor one by one. The most common, efficient way to achieve this is to generate McBSP interrupts on the reception of each sample to the processor. The processor momentarily pauses its processing, stores these samples in memory (depending upon the processing) and then resumes its processing. It can be well imagined that reception of samples, if configured in this manner, would cause too much interruption in the execution of instruction by the processor. Hence although, this is one of the most common and easiest ways to configure, by no means it is an efficient way to receive samples of an incoming signal.
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An alternative configuration, that we employed, is to use Direct Memory Access for the transfer of incoming samples to the memory. Direct Memory Access (DMA), as its name implies, refer to memory access by controller / peripherals without the intervention of the processor. The processor may be involved in the execution of instructions and the samples would be transferred from the codec’s DRR register to the memory. The DMA or EDMA controller can then be configured to generate interrupts for the processor on either the completion of a specified numbers of samples, or after the completion of every specified number of samples. This option, where EDMA is configured to transfer incoming samples to the memory is clearly a much better option. The significance of this approach gets quite elevated, in case of real time applications, where the processing is required to be done by the processor side by side with the reception of the incoming signal. It is crucial for the processor in these cases to meet real time deadlines. It has to finish the processing of say 1000 collected samples before the next 1000 samples accumulated in the memory (a time span of 125msec). In such case there two approaches of interrupting the processor: •



Interruption on the reception of each new sample (125usec)



•



Interruption when all the 1000 samples have been transferred to memory Keeping in view this extreme difference of processor efficiency between the two



approaches, we have gone for the second approach. We have configured EDMA controller of the TMS320C6711DSK to generate EDMA interrupts on the completion of every 32 samples from the DRR register to the memory.



Design & Implementation of a DS-CDMA based Communication Link, Employing DSP Board for Receiver’s Baseband Processing



136



Chapter 7 DSP Board Implementation



Figure 7.12: Underlying principle of DSP PIP and SWI modules



When a full frame is put in DSS_rxPipe the notifyReader function will clear the second bit in the mailbox for audioSWI. When an empty frame is available in DSS_txPipe, the first bit in the mailbox for audioSWI is cleared. In this way, audioSWI is posted only when there is a full frame available in DSS_rxPipe and an empty frame available in DSS_txPipe. The notifyWriter for DSS_rxPipe, DSS_rxPrime, is a C function that can be found is dss.c. DSS_rxPrime calls PIP_alloc to allocate an empty frame from DSS_rxPipe that will be used by the ISR to write the data received from the codec. DSS_rxPrime is called whenever an empty frame is available in DSS_rxPipe (and the ISR is done with the previous frame). The ISR calls DSS_rxPrime after it is done filling up a frame. The notifyReader for DSS_txPipe, DSS_txPrime, is a C function that can be found is dss.c. DSS_txPrime calls PIP_get to get a full frame from DSS_txPipe. The data in this frame will be transmitted by the ISR to the codec. DSS_txPrime is called whenever a full frame is available in DSS_txPipe (and the ISR is done transmitting the
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previous frame). The ISR calls DSS_txPrime after it is done transmitting a frame to get the next full frame. Figure 7.13 below shows the execution graph, indicating the flow of execution of various threads and SWIs.



Figure 7.13: DSP/BIOS Execution Graph



Figure 7.14: DSS_rxPrime and DSS_txPrime



7.2.3 Processing of samples Not all the samples transferred to the memory by EDMA are meaningful to the processor. Most often these frames of 32 samples, contain no useful information at all; signal reception might not have started yet. These samples contain noise amplitude at the sampling instants. In order to distinguish noise samples from the signal samples, power or the mean square value of the samples forms our decision criteria. For every frame that is received, mean square value of few selected samples (some from the start, some from the middle and some from the end) is calculated.
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If the mean square value exceeds a specified threshold (determined practically), the received frame is considered to be containing some useful signal information, otherwise it is simply discarded. It may be notified here that 32 samples, in our case, simply correspond to 8 chips (4 samples per chip) and equivalently 1 bit. So a number of 32-sample frames need to be accumulated before the processor can start processing on them. In our case we proceed for the collection of 42 such consecutive frames, which are accumulated in an integer array of size 1344 elements. In fact larger number of elements cannot be accumulated because of the limited stack size available for the declaration of the arrays. As an example of the reception of an incoming signal consider the following graph, plotted by the code composer environment. The graphs shows the scaled values of an array of size 1344 elements corresponding to a message length of about 40 bits from each user. As can be seen the composite signal is similar in its shape and characteristics to the signal transmitted from MATLAB.



Figure 7.15: Composite signal after being received by DSP Board



The first block in the receiver processing is Code acquisition, which aims to achieve coarse synchronization with the received signal. Similar to the approach for MATLAB reception we try sixteen code offsets (1/2 chip apart) in parallel and seek for the best synchronized code offset by determining the maximum value of the correlation peaks. The figure below represents the result of code acquisition obtained through a dwell time of three symbol intervals i.e. 96 samples. As can be noted the code offset # 10 gives the highest correlation peaks.
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Figure 7.16: Result of code acquisition blocks



Recovery of pilot bits, although not necessary, but has been accomplished to justify the correctness of the selected code offset. Ideally all the soft decision values for pilot bits should have the same and large positive values and this is almost the case here



Figure 7.17: Detected Pilot bits (soft decision values)



Next the user bits are obtained by employing the user’s code (instead of the pilot code earlier) for despreading and the soft decision values are obtained after integration over symbol intervals. Again as notified earlier, the combination of correlation and integrate is effectively equivalent to the matched filtering operation.
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Figure 7.18: Detected user bits (soft decision values)



A comparison of these soft decision values with threshold values of zero would give the detected bits of the desired user. The original bits that were transmitted form the MATALB has been shown in the plot below. Originally transmitted User Bits
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Figure 7.19: Transmitted bits for user 2 whose bits are intended to be received by DSP board



Figure 7.20 below shows the statistics view of the functions where the processors consumes major portion of its processing time. As can be noted the processor spends most of its time in the ISR audio_SWI, which itself calls ‘process’ to accomplish receiver’s baseband processing. The average time of 19.09 microseconds indicate the processing time required for deciding whether to accumulate a received frame or to discard it considering it noise. The maximum time of 672.77 microseconds is the time
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duration, which the processor consumes; in actual signal processing task over 42 frames. Since it is much less than 4 milliseconds after which a new frame is received the receiver is quite easily fulfilling the real time requirements.



Figure 7.20: DSP/BIOS Statistics view
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Performance Analysis Culmination of every design process is marked by the performance analysis of the system designed and its comparison with the benchmark results. In this chapter we analyze the performance of the receiver that we designed and implemented on the DSP Board. Since the major parameters of the receiver simulated on MATLAB are similar to that of the receiver implemented on DSP Board (except for the data rate and allowable bandwidth) so MATLAB has been used for analyzing receiver performance. We present the performance of our receiver in an AWGN channel. We then discuss the effects of Multiple Access Interference (MAI) on receiver performance and demonstrate the graceful degradation effect of CDMA communication systems. Next receiver performance with different pilot power levels and with different number of samples per chip has been analyzed. Finally an analysis of RAKE receiver is presented; and it is shown to successfully combat multipath effects in the rural, urban and hilly terrains.



Certain assumptions were used throughout to simplify the simulation. No additional channel effects are considered except for those hinted in the figures. All the users are assumed to be synchronized to each other at the transmitter so that the system that we have simulated matches the forward link of a cellular communication system. We have also assumed that the data rate of all the users is fixed at 4000 bps.



Fundamental to the understanding of this chapter are the terms Signal to Noise Ratio, Bit Error Rate and Multiple Access interference. These have been described under the heading of performance parameters in Chapter 2 but are briefly reviewed here as well.



Signal to Noise ratio, is the ratio between the (wanted) Signal power and the (unwanted) Noise power and is as such desired to have a large value. Power of a discrete time signal (whether it be the wanted user signal or the scrupulous noise signal) is computed as the mean square value of its samples. Naturally the performance of systems degrades when SNR gets lowered at the receiver for some reason. It may be notified here that SNR is usually specified in the logarithmic scale (dB) and commonly accepted values for data transmission is 15dB. The performance of our receiver has been analyzed at much lower SNRs however from +10dB to -12dB to have better evaluation of the receiver performance.
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Bit Error Rate (BER), as its name implies is the ratio of bits that are detected incorrectly to the total number of bits received. It is the most important parameter for evaluating the performance of any digital communication receiver. Computation of BER naturally requires knowledge of the actual bits that have been transmitted. BERs in the range of 10-6 to 10-4 are usually considered acceptable for most data transmission systems. Use of error coding whether it be FEC or the ARQ relaxes the BER requirements considerably.



Multiple Access Interference (MAI), is an important system parameter for the Multiple Access systems, especially for the CDMA systems which allow users to use the same bandwidth and time resources. MAI in CDMA systems depend upon the number of active users (or system loading) and the cross correlation of the codes that are assigned to users.



8.1 Receiver performance in AWGN Additive White Gaussian Noise (AWGN) is the most widely accepted model (described in Chapter 2) for Noise, the channel effect that every system is to combat against. It is present at every stage of communication systems and is additive in nature. Its spectral density is uniform through out the frequency range of the signal and its amplitude at any instant is described by the Gaussian distribution.



As is mostly the case we have employed Matched Filter (MF) detection to fight against the AWGN introduced by the channel. Matched filter, in its simplest form, allows us not to rely on a single sample value during or at the end of a bit interval (which can easily be impacted by the AWGN). What it does is to form a decision value based on the cumulative effect of all the samples received during the bit interval. This is achieved by the integrating (summing up samples of) the baseband signal over bit intervals.



A standard way to analyze receiver performance against AWGN is to plot BER at the receiver for different values of SNR. To analyze this way we first measure signal power, calculate noise power for specific SNR, generate noise amplitudes according to Gaussian distribution and then scale it to have the mean square value equal to the calculated noise power. The noise signal is the added to the uncorrupted transmitted
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signal. After the completion of entire processing at receiver, the BER for a specific user is computed. Such steps are repeated for a range of SNRs and finally both SNR (already in dBs) and BER are plotted on a logarithmic scale.
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Figure 8.1 Receiver performance under varying SNR values.



The simulation has been carried out over a range of SNRs from +10dB to about 14dB. However because of zero BERs on SNRs (higher than +3.5) those points cannot be shown on the logarithmic scale. The lowest BER plotted above is 10-5 (meaning one out of 10000 bits in error) is indicative of the fact that transmission of 10000 bit message was carried out for simulation purposes.



It may be notified here that above performance curve is for the case of two active users (and a pilot signal), amounting to 37.5% system loading in our system which is capable of supporting up to eight users.
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As can be seen, even at the SNR of zero (Signal and Noise having same power), the BER is as low as 5x10-4 . With SNR as low as -10dB (Noise power 10 times more than signal power!) only one out of 10 bits is in error.



8.2 Receiver performance with MAI Multiple access interference is one of the major factors in determining the CDMA system capacity. One of the unique features of CDMA is that it is soft capacity system (system capacity is limited only by MAI provided suitable code sequences have been selected).



Figure 8.2 gives a curve of the BER versus number of users for the



communication system that we designed under AWGN channel conditions.



This plot clearly shows the gradual degradation in performance of a CDMA system, thus leading to the claims of a “soft capacity” system. The five curves below representing different SNR show the link approaching an interference related performance floor. As an example consider the case of 0dB SNR, the BER shoots up from 3x10-4 to 5x10-3 (16.6 times increase) as the system loading increases from 25% (1user + pilot signal) to 37.5%. The increase in BER is not much prominent afterwards increasing by 5 to 6 times with every 12.5% increase in loading.



Another way to interpret is to consider the BER increase with fixed number of users with the decrease in SNR, as was the case in Fig 8.1. With number of users 4, a decrease in SNR from 5 to 2.5 dB has increased BER by about 100 times. But the effect is less pronounced with further reduction in SNR. With number of users 5 however, a decrease in SNR from 5 to 2.5 dB has increased BER by only about 50 times and with all the users active the BER increases just by a factor of 10. Put other way, when the system load is increased to 7 users, the advantage of BER decrease with SNR increase is reduced to less than one order of magnitude.
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Figure 8.2: Performance degradation with increase in system loading.



Figure 8.3 below presents system performance in the most comprehensive manner, taking into account not only degradation due to decrease in SNR but also due to increase in MAI. As can be noted from figure the effect of MAI is more pronounced at higher SNRs, see for instance the case of 0dB SNR. The BER increases by about 30 times as number of users increase from one to two. But at SNR of -8dB the BER increases by only 5 times.



Another inference that can be drawn from the figure below is that at lower MAI the effect of increases in SNR results into considerable bit detection improvement. As an example consider the case of single user, an increases in SNR from -2 to 0dB results into BER improvement 8x10-4 to 2x10-5 i.e. by about 40 times. But the effect is less pronounced at larger MAI where the same increase in SNR corresponds to BER improvement by a factor of only 2 times (# of Users = 5).
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Effect of SNR on BER, Under varying Load conditions
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Figure 8.3: Curves indicating system performance with reference to SNR and MAI.



8.3 Effect of Pilot power level on Receiver performance The pilot signal is added to the user’s composite signal to be transmitted to aid in the process of code acquisition and tracking. Usefulness of code multiplexed pilot signal is exp loited by the forward link of cellular systems where users’ signals are time synchronized and a single pilot signal would suffice for all the users on forward link. Determining an optimum signal power level for the pilot signal has been the topic of research during the development and implementation of CDMA systems. Too low pilot power will lead to problems in code acquisition, which heavily relies on the pilot signal for acquiring coarse synchronization with the incoming signal. Too large pilot power on
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the other hand overshadows the user signal which is of prime concern to the receiver. Here we attempt to determine the optimum power level for our pilot signal.



Figure 8.4 below presents receiver performance with different fractions of pilot power in the composite signal’s power. For the ease of comparison results for different system loading are all plotted on the same graph. All of the performance curves are plotted for a SNR value of -2dB.
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Figure 8.4: Effect of Pilot Signal power on receiver performance.
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Start examination from the curve for two active users. As the fraction of pilot power in the composite signal increases from 10% to 20% the BER decreases abruptly 2x10-2 to 1x10-3 , i.e. by about 20 times. The determination of optimum pilot power therefore is a worthwhile task. A further increase in pilot power level to 30% however again increases the BER by about 2 times. Further increase in BER is noted with increase in pilot power because of diminishing effect of user’s signal by the more powerful pilot signal.



Pilot power of 20% is found to be the most optimum value as it yields lowest BERs for most of the cases. A major exception is the case of single active users (a rare case) in which 30% pilot power proves to be the optimum value. For extremely high loading (80-100% loading) 10% pilot power yields better results.



8.4 Effect of Samples per Chip on Receiver performance Although the Nyquist’s sampling theorem guarantees that the process of sampling results into no loss of information provided that the sampling rate is atleast twice the highest frequency component of the signal, increasing number of samples often gives superior performance in most of the practical systems. This is in no way a contradiction to the Nyquist theorem but an inefficiency of practical systems.



Probing in more deeply we see that increase in number of samples per chip or per bit has a direct impact on the smoothness of 6the pulse shape. This in turn improves the spectral characteristics of the signal even though its bandwidth remains the same.



Going for higher number of samples per chip then seems to be the best option but there are some other constraints to be kept in mind while selecting this important parameter of a digital communication system. An increase in number of samples increases the processing overheads and a significant increase s in the processing time can readily be observed for higher number of samples per chip. Another and often more stringent constraint is that of the sampling frequency of the codecs available. As for instance the sampling frequency of our DSP board receiver’s codec is 8 kHz so that the maximum number of samples/second cannot increase 8000. With a specific spc this is going to set a limit on the supportable data rate. Another constraint that determines the
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data rate is that the bandwidth of the signal cannot exceed 4 kHz given the 8 kHz sampling frequency.
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Figure 8.5: Receiver performance with change in Samples per Chip.



As can be observed from figure performance of practical systems is heavily dependent on the number of samples per chip (or bit in case of Non-Spread Spectrum communication). A BER improvement of about 50 times can be achieved by doubling the number of samples at an SNR of -2 dB. But given other constraints we had to use the 4spc case for both of our systems.



8.5 Effect of Roll-off factor on receiver performance The significance of roll-off factor in determining the signal bandwidth and consequent limits on supportable data rates can never be understated, but what significance it has on the performance of system given a sufficiently large bandwidth has been the topic of research over many years. Here we analyze the effect of roll-off factor on CDMA systems in AWGN environment.
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As obvious the AWGN channel is not going to cause any significant problems in timing synchronization, so the effect of roll-off factor should be negligible in case of these channels. Same was the result that we found. Except for some minor deviations the BER has remained the same at almost all the values of SNR even though the roll-off factor has been varied significantly from 0.16 to 0.32 to 0.64. Our results are presented in Figure 8.6 for these three roll-off factors.
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Figure 8.6: Effect of Roll-off Factor of the RRC pulse shape on BER under AWGN conditions only.



8.6 Performance analysis of RAKE Receiver in different multipath environments Rake receiver structure introduced in 1958, has been renowned for its ability to fight against multipath effects in wireless environments. It gathers energy from various distinguishable multipaths and adds them coherently to obtain a better soft decision value for bit detection. The effectiveness of Rake receiver however is heavily dependent upon the processing gain of the DS-CDMA system. In our system the processing gain has a value of eight, which is significantly less as compared to conventional DS-CDMA systems. The performance of rake receiver however is still quite appreciable. It is
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successfully fighting against multipath effects that we simulate in our system using a tworay model [50].



Imparting on receiver two delayed versions of the original signal simulates the multipath effect in our system. The delay is selected randomly but according to the environment that has been selected e.g. rural, urban or hilly terrain. Although the actual value of Delay spread for these environments are less than 0.1usec, about 1usec and about 5-10usec respectively, which are far too low than our chip durations. As such they are beyond the scope of our rake receiver whose multipath resolution capability is constrained by the chip duration. Nevertheless we have simulated our rake receiver in an exaggerated multipath environments where the delay spread vary from 62-93usec for rural, 100-140usec for urban and 150-190usec for hilly environment.



Figure 8.7 below shows the rake receiver’s performance analysis in a simulated rural environment. In cases where multipath effect has been introduced there are atleast two code offsets that are selected by the code acquisition circuitry. These two code offsets correspond to the two multipath signal versions present in the signal being received. The rake receiver then uses both of these code offsets to determine soft decision values from each other signal version.



The combining methods of these soft decision values vary from implementation to implementation. Maximal ratio combining however has been proven to be the best combining method for the rake receivers and as such was adopted by us to determine a single soft decision value for m the two values. It weights each soft decision values by a scaling factor directly related to the strength of that multipath signal version or in other words the reliability that can be attributed to that signal version.



As can be seen the decision based on the soft decision values from each of the path at any SNR give more erroneous result than the coherently MRC combined decision values based on both of the branches of rake receiver. As an example the performance improvement is atleast by a factor of ten at the SNR of +2dB in the figure below. This is infact less than the capability of rake receiver because of the fact that the two multipaths are not very much distinguishable by the rake receiver. For larger delay spreads as in the case of urban and hilly environments the performance improvement is appreciably large.
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Improvement in BER through RAKE Receiver (Maximal Ratio Combining) Rural Environment ; Delay Spread 62.5microsec - 93microsec. 0
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Figure 8.7: Performance improvement by rake receive structure in multipath environment with low delay spreads (rural environment)



As mentioned above significantly larger BER improvement can be noted in cases of longer delay spreads. As an example consider the case of exaggerated urban environment, with delay spreads in the range of 100 to 140useconds. The BER improves from 3x10-3 to 3x10-6 (i.e. by 1000 times) at an SNR of +4dB where 3x10-3 is the BER at the better of the two multipaths. The BER at the other path is about 10 times higher than this. The performance improvement through the rake receiver is worth appreciable. From the trend depicted in figure 8.8 even larger BER improvements are expected at larger SNRs which is closer to the practical cases where SNR is usually as high as +10dB.
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Improvement in BER through RAKE Receiver (Maximal Ratio Combining) Urban Environment ; Delay Spread 101.5microsec - 140.6microsec.
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Figure 8.8: Performance improvement by rake receive structure in multipath environment with moderate delay spreads (urban environment)



The hilly terrain is generally considered to be the most difficult multipath environment to combat against, but the rake receiver has proven its superiority here as well. BER improvements as high as 100 times can be readily observed from the figure 8.9 below.
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Improvement in BER through RAKE Receiver (Maximal Ratio Combining) Hilly Terrain ; Delay Spread 148.4microsec - 187.5microsec.
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Figure 8.9: Performance improvement by rake receive structure in multipath environment with large delay spreads (hilly environment)
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9.1 Concluding Remarks The objectives that we aimed to achieve through this project were threefold and by the grace of Allah Almighty we have achieved all those to our satisfaction.



First, we aimed to develop a sound understanding of the underlying technology of future’s mobile communication, CDMA, the most unique multiple access technology. CDMA has already been the part of the 3rd Generation mobile communication because of its support for higher data rates, better multimedia quality and most importantly a variable Quality of Service (QoS). What to say of 3G even the under-research 4th Generation Mobile and Multimedia communication standard is considering CDMA as one of the strongest candidate for the underlying technology. Through out the literature review phase of our project we had gone through an extensive study of innumerable papers on DS-CDMA and have finally emerged out to be well acquainted with the features and technological details of CDMA.



Secondly, one of the major aims of the project was to acquire the design skills that are needed to setup a complete digital communication link. Passing out as telecommunication engineers we feel pride after achieving this goal. Design and simulation of CDMA based transmitter and receiver has been a quite knowledge gaining process and crystallized our concepts of digital communication. We have gone through the blocks of source coding, error coding (convolutional coding), channel coding (RRC pulse shaping), spreading and orthogonalization of user data at the transmitter. At the receiver we have successfully implemented the code acquisition and synchronization block, rake reception to combat multipath effects and Viterbi algorithm for convolutional decoding. We have successfully demonstrated the extraction of desired user’s data at the receiver out of the composite signal received. We have included all the major channel effects that a wireless system is to fight against. Put simply this project has been a nice ending to our Bachelors degree in telecommunications at NUST.



Thirdly, we aimed at acquaintance with the concept of Software Radio concept. For the accomplishment of this goal we initially intended to have our system implemented in C, but later on under the guidance of Dr Noman Jafri we proceeded further and went for the implementation of our system on DSP Board. The DSP Board
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that we have employed for receiver implementation is one of the strongest and most powerful of the C6000 series by the world’s leading manufacturer Texas Instrument. Receiver code has been optimized for execution over the TMS320 C6711 DSK by TI. The DSP Board implementation has been successfully demonstrated to our external supervisors at CARE, Dr Farrukh Kamran and Dr Ismail Shah who have appreciated our efforts.



9.2 Future Recommendations There is simply no end to the process of designing and research. Despite our year long efforts and even after having a wonderful system implemented on DSP board, we still find room for improvements. Some of the potential future recommendations are mentioned below: Ø Implementation of the system on a better DSP board having a higher sampling frequency and developing a suitable voice codec so that the digital bit stream is obtained from voice signal. The system would, then be ready to be used for some real time voice communication. Minor changes in processing would have to be made, like the feature of code tracking may be included into the project for larger, continuous messages. Ø Implementation of a complete CDMA based communication system including a two way transmission and reception. If a system analogous to the cellular system is designed, some major modifications in the reverse link would be required although the major blocks of the system remain unchanged. Ø Implementation of a CDMA based Computer Network, would be an ideal application to demonstrate for the baseband system that we designed. Each of the PC attached to the network would be assigned a unique code and use this to transmit its data. Receiver will have to use the transmitter’s code as it receives an indication that data has been sent for it. Supporting full duplex, high data rate communication will require much improved sound cards with sampling frequencies higher than 96 kHz.
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Ø Implementatio n of CDMA based wireless link. A carrier modulator at transmitter and demodulator with carrier synchronization circuitry will be required to be implemented on the PCB which accepts baseband signal from our system and upshifts its spectrum. Similarly, on receiver, it should accept the carrier modulated signal and down-convert it to yield a baseband signal. This will also involve the designing of a suitable antenna, so would require some tremendous effort from the syndicate accepting this challenge. The outcome of the project would be worth appreciating.
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