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Abstract To face the rapid growth of the world elderly population, health smart homes with sensing technology are emerging to automatically detect early loss of autonomy using objective criterion such as the Activity of Daily Living grid. The paper presents data mining techniques to classify seven activities in a health smart home using only the most relevant attributes. The evaluation has shown that a correct classification of 84.5% can be reached with a dataset reduced to 16% related to less than 34% of the current sensors. Results also showed the importance of microphones as complementary data source.
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Introduction



One of the important goals of health smart homes is to assess how a person copes with her handicap and to detect a loss of autonomy as early as possible. But the technologies involved in health smart home, to be set-up in a large number of flats and institutions, need to be robust, scalable and affordable. Most of the researches related to health smart home is focused on sensors, network and data sharing [Chan et al., 2008], but a fair number of laboratories started to work on reliable activities detection. However, to the best of our knowledge, only few approaches have determined which sensors are important for robust classification. Thus, the domain still needs a robust method to determine the most informative sensors for smart homes. In this paper, we present an evaluation of several data mining state-of-the-art techniques applied to the problem of robust ADL recognition from a minimal set of sensors. One of the originality of the approach is to consider microphones which is a modality not much exploited in this domain.
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Telemonitoring Data



An experiment has been run to acquire telemonitoring data in the Health smart home of the TIMC-IMAG lab located in the Faculty of Medicine of Grenoble. Thirteen healthy participants were asked to perform 7 activities, at least once, without condition on the time spent. The 7 activities were defined based on the ADL scale: (1) Sleeping; (2) Resting; (3) Dressing and undressing; (4) Feeding; (5) Eliminating; (6) Hygiene activity; and (7) Communicating.



The flat contains 18 sensors which get different information about the inhabitant. Presence infra-red (PIR) sensors bring information about the location and agitation of the person, doors contacts reflect the use of some furniture and a weather station indicates the temperature and hygrometry of the bathroom. The last sensors are a set of seven microphones distributed all around the flat (hidden in the ceiling) analysed in real-time by the AuditHIS system [Vacher et al., to appear] to extract sounds and speech. From these sensors, 38 numerical and boolean attributes have been derived. Data has been annotated by cutting down each ADL interval into 3-minute windows labelled with the name of the activity. The final dataset was thus composed of 232 examples of 3-minute activity described by 38 attributes.
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Method



In this work, selection of attributes is used to find out what the sensors of interest for ADL automatic recognition are and the impact of this selection on the learning performance. The induction algorithms used were: Decision Tree (C4.5), Decision Table Majority (DTM), Na¨ıve Bayesian Network (NBayes) and Support Vector Machine (SVM). They have been chosen for their popularity in data mining applications and because they represent quite different approaches to learning. Although most of the chosen algorithms can handle numerical attributes, the data has been discretized using supervised discretization. Attribute selection techniques are generally divided into two families filter and wrapper. To test the impact of attribute selection on the learning performance a small subset of each method type has been chosen. Correlation-based Attribute Selection (CorrFA) searches for subsets of attributes that are highly correlated with the class but with minimal intercorrelation with each other. This method is thus well suited to discover non redundant attributes sets. Consistencybased Attribute Selection (ConsFA) searches for subsets of attributes that are consistent with the class. An attribute subset is inconsistent if there are more than one instance with same attribute values but associated with different classes. Wrapping method is an attribute subset selection method that uses the targeted learning algorithm score at each node as evaluator. This method is more time consuming but leads generally to higher performance than the previous described as it fits the learning algorithm.
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Evaluation



4.1



Attribute Selection Results



For the filter selection method, the number of retained attributes varies with the method employed (CorrFA, ConsFA and Global Filtering) but a global trend appears. Four to five PIR attributes are always in the top of the list (bathroom, living room, bedroom and kitchen) followed by two microphone attributes (sound in bedroom and speech). This is not surprising as each room is related to several ADLs and thus the presence of someone in a room has a high predictive value about what s/he doing in it. With the wrapper methods, the only noticeable change with the filter method is the rank of the dresser state attribute which has a low entropy which is true (i.e., open) only in case of dressing activity, making it quite interesting for classification. Global Filtering (GF) and Global Wrapping (GW) are composed from the attributes that have been selected more than 50% of the time over stratified 10-fold cross-validation and the selection methods.



4.2



Impact on the Supervised Learning



The impact of the attribute selection has been assessed by learning from the data sets composed from subsets of attributes using a 10-fold stratified cross-validation repeated 10 times. Table 1 summarises the results. Performance with the whole set is the reference for corrected paired student t-test. This data set gives the lowest performances for DTM (80.0%). NBayes and C4.5 have significantly higher performance than DTM (p < .05) but no significant difference is observed between them nor with SVM. Data set composed of PIR attributes (i.e., ‘PIR only’ data set) only gives significantly reduced performances but still reasonable which emphasizes the location information impact for the classification. When the sound attributes are removed from the whole set (i.e., ‘No sound’ data set), the performances are significantly lower. This shows that the sound processing does present essential information to perform activity recognition. However, the Signal-To-Noise ratio of the sound signal must be improved to reach satisfying performance in this flat which has poor noise insulation [Vacher et al., to appear]. The data set composed of the attributes selected by Global Filtering (GF) attribute selection method leads to performances that are not significantly different from the ones with the whole set. This data set contains less than 29% of the original data (using only 7 sensors). No learning scheme is significantly better than the others. The data set composed of the attributes selected by Global Wrapping (GW) attribute selection method leads to performances method C4.5 DTM NBayes SVM average



Whole set 83.3 80.0 85.3 82.9 82.9



No sound 76.8∗∗ 75.7∗∗ 77.4∗∗ 78.9∗ 77.2



PIR only 71.7∗∗ 71.3∗∗ 72.9∗∗ 75.0∗∗ 72.7



GF



GW



82.5 82.6 85.1 81.3 82.9



83.4 83.0∗ 84.5 84.6 83.9



Table 1: Correctly classified Instances (%) for different learning algorithms and data sets (∗ p < .05; ∗∗ p < .01).



that are significantly better for the DTM learning scheme (p < .05) but not for the other schemes when compared with the whole set. No significant difference is observed when compared to the GF performances. This data set contains less than 16% of the original data (using only 6 sensors). No learning scheme is significantly better than the others. Overall the GW method leads to higher average performance (83.9%) than with the whole set (82.9%) and than the GF method (82.9%) but this is not significant and is mainly led by the DTM learning scheme.
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Conclusion



The main result of the study is that it is possible to keep high performance for automatic classification of ADL when selecting a relevant subset of attributes. About 33% of the sensors (and less than 16% of the attributes) are enough to classify ADL with same (and sometime superior) performance as with the whole data set. But the retained sensors are of different nature (location, sound, contact door) and thus complement each other. The selected attributes were mainly related to PIR sensors and microphones. While these sensors seem to be the most informative, contact door attached to the dresser was essential for classifying dressing activity. Indeed, the chosen ADLs were all related to a location (e.g.: sleeping in the bedroom, eating in the kitchen . . . ) and when two activities are usually done in the same room (e.g., sleeping and dressing) a strict location sensor is not enough to distinguish them. Thus, realistic ADLs should include activities in unusual location (e.g., eating while watching TV, sleeping on the sofa . . . ) to challenge the learning process and acquire more accurate models. This is illustrated by the eliminating and hygiene activities which, due to their natural interrelation (e.g., WC and then washing hand) and the flat configuration, challenged the learning. Globally, sound sensors attributes have a good predictive power and the study shows that this information is essential for ADL classification. But the study also showed the limit of the current audio processing. Indeed, the sound attribute should deliver the same information as the PIR sensors while adding higher semantic level attributes (speech, footstep . . . ) but the very hostile sound conditions of the experiment shows that the robustness of the current audio processing needs to be improved. However, the presented results confirmed the information power of this modality at least for support to classical smart home sensors.



References [Chan et al., 2008] Marie Chan, Daniel Est`eve, Christophe Escriba, and Eric Campo. A review of smart homes- present state and future challenges. Computer Methods and Programs in Biomedicine, 91(1):55–81, Jul 2008. [Vacher et al., to appear] Michel Vacher, Anthony Fleury, Franc¸ois Portet, Jean-Franc¸ois S´erignat, and Norbert Noury. Complete sound and speech recognition system for health smart homes: Application to the recognition of activities of daily living. In Recent Advances in Biomedical Engineering. InTech, Croatia, to appear.
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