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Digit Extraction and Recognition from Machine Printed Gurmukhi Documents



Abstract



and punctuations, and no other type of characters should be present. However the occurrence of digits (Roman and Gurmukhi) is quite common in these kinds of documents as shown in Figure 1 and Figure 2. So, there is need for the system which can extract and recognize digits from these documents at earlier stages and enhances the recognition accuracy of the OCR for Gurmukhi script.
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The work presented in this paper focuses on the problem of extraction and recognition of digits (Roman as well as Gurmukhi) from Machine Printed Gurmukhi documents. The whole process consists of three stages. The first, segmentation stage takes as input an image of a document and separates the different logical parts, like lines of paragraph, words of a line and characters of a word. Then probable set of digits is extracted based on their features which makes them different from other Gurmukhi text. The next, Feature Extraction stage analyzes the set of probable digits and selects a set of structural and statistical features that can be used to uniquely identify the digits. The selection of a stable and representative set of features is the heart of digit recognition system. The final, classification stage is the main decision making stage of the system and uses the features extracted in the previous stage to identify the digit. We have used non parametric statistical classifier i.e. K-Nearest Neighbour for recognition purposes. The most promising recognition accuracy is achieved by using DDD features which is 95% for roman digits and 92.6 % for Gurmukhi digits.
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Figure 1: Document containing Gurmukhi digits



1. Introduction
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OCR for any script is incomplete if it does not recognize numerals printed in the text as Recognition of numerals is an integral part of any OCR system. Use of Roman numerals along with numerals and text of other script is quite common. In text of Gurmukhi as well, the presence of Roman numerals can be found. Identification, Extraction and recognition of numerals from printed document become a challenging task because of difficulty of separating numbers from other text. The system designed by Lehal and Singh [5] for complete recognition of Gurmukhi script assumes that the documents should contain only Gurmukhi letters



Figure 2: Document containing Roman digits.



Rest of the paper has been organized as follows: section 2 covers objective of the research and assumptions made, section 3 covers review of the existing work, the technique developed has been discusses in section 4, results and discussion are given in section 5 and references are given in section 6.



In order to accomplish these objectives, a comprehensive study of various methods used in the development of OCR systems for different Indian and other scripts has been carried out.



3. Previous work
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The objective of the proposed study is to develop algorithms and procedures which extract probable set of digits from pre-processed machine printed Gurmukhi documents and recognize those digits. We have considered following assumptions while developing algorithms for this research work: 1. We have assumed that the text is clean printed, and non-italic and non-decorative regular font is used. 2. Text has been differentiated from other non text area like graphics and images. 3. Noise cleaning, orientation and skew detection and corrections have already been done. 4. Documents should contain only Gurmukhi characters, roman digits and Gurmukhi digits.



neighbors is employed and achieves a recognition rate of 96.6%.The system proposed by Pal and Sarkar[7] for Recognition of Printed Urdu Script uses a combination of topological, contour and water reservoir concept based features. A prototype of the system has been tested on printed Urdu characters and achieves 97.8% character level accuracy on average. Yadav et al.[8] present an OCR for printed Hindi text in Devnagari script and used three feature extraction techniques namely, histogram of projection based on mean distance, histogram of projection based on pixel value and Vertical Zero crossing . These feature extraction techniques are very much powerful to extract feature of even distorted characters. A backpropagation neural network with two hidden layer is used to create a character recognition system. The system is trained and evaluated with printed text. A performance of approximately 90% correct recognition is achieved. Some surveys on segmentation techniques, for machine printed text, can be found in references[10, 11]. The segmentation of machine-printed characters is based on two simple concepts: white space and pitch[10]. White space refers to gaps between printed characters that could be detected by vertically scanning the image. A column in the image that did not contain any black pixels (object pixels) could be considered a white space. The pitch, or number of characters per unit of horizontal distance, provides a basis for estimating segmentation points. In many machine print applications involving limited font sets, each character occupies a block of fixed width. This provides a global basis for segmentation, since separation points are not independent. Lu[11] suggested that character width can be dynamically estimated during the segmentation process. Each candidate segment is then examined by comparing its width with the estimated character width or by measuring the aspect ratio of the segment. If most segmentation points can be obtained by finding columns of white, character width can be estimated. This information can be used to correctly segment both broken and merged characters. But this technique fails in certain cases, when the width of two merged characters is approximately equal to width of single character. A good survey on feature extraction methods for character recognition is given by Trier et al.[12]. The authors mentioned that different types of features can be extracted depending on the representation forms of characters, which can be grouped as Gray scale images, Binary Images, Character Contour, and Character Skeleton. As already discussed, Classification is concerned with making decisions concerning the class membership of a pattern in question. The task here is to
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2. Objective and assumptions
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A lot of research has been done on OCR in last 55 years. Some of the useful reviews and surveys in the field of OCR are published by Mori[1], Pal and Chaudhuri[2]. Although most of the reports are published which are very specific to particular Indian Script Recognition [3-9]. Pal and Chaudhuri[2] presents a survey on Indian Script Character Recognition. They also presented an OCR to recognize printed Bangla script[6] and an OCR to read two Indian Language scripts: Bangla and Devnagari[9] . Negi et al.[3] presents practical and comprehensive approach to recognize 370 components of telugu by using template Matching. The recognition process compares the input to a library of templates with the input being labeled as the template it resembles the most. It is interesting to observe that recognition rate of 92%. Pal et al.[4] uses a combination of stroke and run-number based features, along with features obtained from the concept of a water reservoir for Automatic Recognition of Printed Oriya Script. The feature detection methods are simple and robust and the system achieves 96.3% character level accuracy on average. A Gurmukhi Script Recognition System has been presented by Lehal and Singh[5]. Character recognition of Gurmukhi script faces major problems mainly related to the unique characteristics of the script like connectivity of characters on the headline, a large number of similar characters and two or more characters in a word having intersecting minimum bounding rectangles. A set of very simple and easy to compute features is used and a hybrid classification scheme consisting of binary decision trees and nearest
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Arica and Vural[18] uses a sequence of segmentation and recognition algorithms for offline handwritten connected digit string recognition. Segmentation method which uses gray scale and binary information is proposed to find nonlinear character segmentation paths. Each segment is then recognized by Hidden Markov model. The recognition accuracy of 97.2% is achieved. Ramteke et al.[19] describes an approach based on invariant moments for recognition of isolated Marathi Handwritten Numerals. The proposed technique is independent of size, slant, orientation, translation and other variations in handwritten characters. In Marathi, there are some numerals which are invariant under reflection. To deal with such numerals authors proposed a new feature extraction method which extracts invariant moments by dividing the character into two parts: left and right, and then again dividing in top and bottom to extract features. By using these features the recognition has been improved to 87.07%. Favata et al.[20] uses a combination of Gradient, Structural and Concavity (GSC) features. The gradient features detect local features of the image and provide a great deal of information about stoke shape at a short distance. The structural features extend the gradient features to longer distances and provide useful information about stroke trajectories. The concavity features are used to detect certain stroke relationships at long distances which can span across the image. Harifi and Aghagolzadeh[21] proposed an asymmetrical 12-segment pattern to obtain the feature vector. A number of systems have been proposed for Devnagari handwritten numerals[22-24]. Bajaj et al.[22] proposed a multi connectionist classifier for increasing reliability for recognition of handwritten Devnagari numerals. Density and profile based features have been used to achieve accuracy of 89.68%. Banashree et al.[23] proposed a technique in feature extraction using 16-segment display concept, which is extracted from halftoned and binary images from isolated numerals. System by Banashree and Vasanta[24] for OCR script identification of Hindi (Devnagari) numerals uses end-point information i.e. global features which are fed into neuromemetic model. Experiment results show recognition of 92-97% for Hindi numerals 0-9 as compared to other models. Dhir[25] proposes a single OCR system for processing of Bilingual documents containing both Gurmukhi and roman text. It uses the characteristics of Gurmukhi and roman script to classify them. The most distinguishing feature is occurrence of headline a in Gurmukhi script. It was found that about 93.36% of Roman script words have headline coverage lesser than 60% of total word width, while 97.17% of Gurmukhi
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design a model using training data which can classify the unknown pattern based on that model. Classification methods based on learning from examples have been widely applied to character recognition from the 1990s and have brought forth significant improvements of recognition accuracies. This class of methods includes statistical methods, artificial neural networks, kernel methods and multiple classifier combination. Mashor et al.[15] has used neural networks for recognition of noisy numerals. Bin et al.[13] proposed four practical handwritten numeral SVM classifiers, which has been utilized successfully in Chinese check recognition system. The Literature is replete with high accuracy recognition systems for machine printed and 9handwritten numerals of Indian Scripts[15-24]. Mashor et al.[15] proposed a system for recognition of noisy roman numerals using neural network. The network could recognize normal numerals with the accuracy of 100%, blended numerals at average of 95% and numerals added with Gaussian noise at the average of 94%.Vaidya et al.[16] proposed a statistical method for numeral recognition from degraded documents. The method assigns a weight to each factor along with a factor that defines how much of a feature is detectable. Positive and negative weights are assigned based on how object looks(positive weights) and how it does not look(negative weights).The features used are slant, contour, vertical line, horizontal line, left curve and right curve. This method can recognize distorted numerals with a success rate of 97%. Recognition of handwritten numerals has been a popular research area for many years because of its various application potentials. Some of its potential application areas are Postal Automation, Bank cheque processing, Automatic data entry etc. Research papers have been published regarding handwritten numeral recognition[17-21]. Ouchtati et al.[17] proposed an off line system for the recognition of the handwritten numeric chains. The work is divided in two parts. The first part is the realization of a recognition system of the isolated handwritten digits. The parameters used to form the input vector of the neural network are extracted from binary image of digits by distribution sequence, the bar features and the centered moments of different projections and profiles. The second part is the extension of the system for the reading of the handwritten numeric chains constituted of a variable number of digits. This part uses vertical projection to segment numeric chain at isolated digits and then each isolated digit is presented back to first part for recognition. The vertical projection for a given image is the number of the object pixels in every column of the image.
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script words have the headline coverage greater than 60%. This feature works very well for longer words especially for words with more than three characters in English or more than three characters in middle zone for Punjabi. It was found that there are 98.53% of long words in Roman script have the headline coverage lesser than 60% and 98.22% of long Gurmukhi script words have headline coverage greater than 60. In some cases of small words of two or three characters for Roman script it fails (e.g. tt or TIP) and similarly it does not work correctly if majority of the middle zone consonants in the Gurmukhi script did not have the headline such as the word (wkg) .The second feature is based on the inter-character gaps in the word. If there is no gap then it is highly probable that the word is in Gurmukhi and as the number of inter-character gaps increase the probability of the word being in Roman script increases. From a statistical analysis of Gurmukhi and Roman script words it was found that 97.43% of Punjabi words do not have any gap between characters in middle zone, while 98.20% of English words have inter character gap. The other structural features used are Right Vertical Bar, Protruding regions beyond headline, Loop in lower half, C-shape in lower half and U- like shape. The script recognition accuracy for Gurmukhi and Roman script words is 98.81% and 98.91% respectively.



extraction of structural features and the other is based on statistical features.



4. Proposed solution



4.1.2 No. of Loops (F2): It indicates the number of loops in character. For numerals, this feature varies from 0 to 2. The value of this feature is 0 if character does not contain loop. The digits which does not contain loop are 2, 3, 4, 5, 7, ò, ó, õ, ö, ÷, ø and ù. The value of this feature is 1, if character has one loop and value is 2, if character has 2 loops. There is only one digit (8) for which this feature value is 2.



4.1 Structural Features
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Structural features capture the shape information of the characters. Its main advantages are: 1. The structural features are font independent. 2. They are less sensitive to noise as compared to statistical features 3. It can compensate to heavy variations in input data and certain kind of shape distortions. Structural features should be chosen in such a way that they must be least affected by noise and shape distortions. We have used the following features for numerals recognition:
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The performance of a character recognition system depends heavily on what features are being used. Selection of a feature extraction method is probably the single most important factor in achieving high recognition performance in character recognition systems. The extracted features should be able to identify each character set uniquely and there should be large variations in the features of different character sets. For several decades, many kinds of features have been developed and their test performances on standard database have been reported. there is substantial number of feature extraction techniques discussed in the literature for character recognition. They may be loosely categorized into global and local (topological) feature extraction methods. As already discussed, the global features are very simple to implement and can be directly extracted from the character matrix .Moreover, it ignores local noise or shape distortions in the character image. Conversely, topological features extracts the geometry and topology of the character by examining features such as presence of loop, no. of loops, presence of sidebar, no. of horizontal and vertical lines etc. Now we descried the feature extraction methods which are used in this research. The first is based on the



4.1.1 Presence of loop (F1): This feature is present if the character contains a closed loop as present in the digits 0 (Roman Zero), 4, 6, 8, 9, ñ, ô, ú (Gurmukhi zero).This feature is sensitive to noise as a broken loop may be introduced in some characters. We have used a tolerance level to deal with broken digits. If the character contains a break in loop up to the required tolerance loop, then it will be detected as loop. Unfortunately, this value can be wrongly calculated if break in loop is very high.



4.1.3 Position of Loop (F3): The values assigned to this feature value are 0 to 3 depending upon loop position which can be whole, upper, lower and loop in both upper and lower positions. The feature value is -1, of character does not have loop. 4.1.4 No. of Entry Points (F4): The number of Entry Points is calculated by adding all the entry points in left, right and upper portion of character matrix. Left and Right Entry Points can further be in Upper Portion and Lower Portion. Based on this, we have considered five types of entry points: ƒ Left Upper Entry Point (F5) ƒ Left Lower Entry Point (F6) ƒ Right Upper Entry Point (F7) ƒ Right Lower Entry Point (F8) ƒ Upper Entry Point (F9)
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curve in the upper portion then value of this feature is set to 1 otherwise 0.this feature is used to distinguish Gurmukhi digits ø and ù. The Figure 4 shows the existence of this feature in ù.



(a)



(b)



Figure 4: Showing how the feature right Upper Curve differentiates between ø and ù.



(a) Gurmukhi digit (8) ø does not contain this feature, whereas (b) Gurmukhi digit (9) ù contains right upper curve.
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An Entry Point is said to be found if no object pixels occur in the respective direction up to a certain threshold (Entry_Point_Threshold). The threshold value defines the depth of entry point. To find out the entry points in particular direction, first we found the continuous projections for that particular direction by counting the first run of consecutive white pixels. And an entry point is said to occur if value of continuous projections is grater than threshold (Entry_Point_Threshold). Entry_Point_Threshold is set to three fifth of character’s width for left and right entries and it is set to one half for upper entry. The different Entry points are shown in Figure 3. The values of these parameters can be either 0 or1.However, maximum no. of entry points can be 2.If number of entry points is more than 2, we will set the value of this feature to 2.



Figure 3 (a): Left Upper and Right Lower Entry Point for digit 2.Red colored area shows Left Upper EP and Blue colored area show Right Lower EP.
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Figure 3 (b): Left Upper and Left Lower Entry Points for Gurmukhi digit (3) ó.
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Figure 3 (c): Right Upper and Right Lower Entry Points for Gurmukhi digit (6) ö.



Figure 3 (d): Upper Entry Point for Gurmukhi digit (5) õ.



4.1.5 Curve in the Right Upper Portion (F10): This feature is observed by dividing the character into 3 horizontal parts. If the top most portions has a C-like



4.1.6 Presence of Right Straight Line (F11): The feature value is 1 if character has Straight line in right half part otherwise 0.We define straight line if number of object pixels in vertical column is greater than or equal to 95% of the height of character. 4.1.7 Aspect Ratio (F12): Aspect Ratio is obtained by dividing the height of character by its width. For isolated digits this value is generally more than 0.940 and is defined by float values. 4.1.8 Assumptions regarding Structural Features: We have made following assumptions while detecting structural features: 1. If two loops are present in character then Right Straight line is absent. i.e. if F2=2 then F11 are set to 0. 2. If there are two entry points in Left Portion i.e. Both Left Upper Entry Point (F5) and Left Lower Entry Point (F6) are present then Right Straight Line will be absent. Then we set F11 to 0. 4.1.9 Standard Feature values of digits: Table 1 shows structural feature values for different roman digits. Table 2 lists these values for Gurmukhi digits. Table 1: Structural feature values for Roman Digits



F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 0 1 1 0 0 0 0 0 0 0



0



0



1 0 0 -1 0 0 0 0 0 0



0



1



2 0 0 -1 2 1 0 0 1 0



0



0



3 0 0 -1 2 1 1 0 0 0



0



0



4 1 1 1 0 0 0 0 0 0



0



1



0



6 1 1 2 1 0 0 1 0 0



0



0



7 0 0 -1 1 1 0 0 0 0



0



0



8 1 2 3 0 0 0 0 0 0



0



0



9 1 1 1 1 0 1 0 0 0



0



0



The structural features can distinguish digits with in their own Roman and Gurmukhi digits. But when we consider the whole set of both roman and Gurmukhi digits, it is observed that roman digit (7) and Gurmukhi digit (÷) has same topological properties. Same is the case with roman digit (3) and Gurmukhi digit (ó).



F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 ú 1 1 0 0 0 0 0 0 0 0 0 ñ ò ó ô õ ö ÷ ø ù



1 0 0 1 0 0 0 0 0



1 0 0 1 0 0 0 0 0



0 -1 -1 2 -1 -1 -1 -1 -1



0 1 2 0 1 2 1 1 1



0 1 1 0 0 0 1 1 1



4.2 Statistical features



0 0 1 0 0 0 0 0 0



0 0 0 0 0 1 0 1 0



Figure 5 (a): The original matrix and scaled matrix for Gurmukhi digit (2) ò.



Figure 5 (b): The original matrix and scaled matrix for Gurmukhi digit (4) ô.
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Table 2: Structural Feature Values for Gurmukhi Digits
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5 0 0 -1 2 0 1 1 0 0



0 0 0 0 0 1 0 0 1



0 0 0 0 1 0 0 0 0



0 0 0 0 0 1 0 0 1



1 0 0 0 1 0 0 0 0
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We have also used statistical features which are extracted after performing scaling operation on the character image.
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4.2.1 Zoning: This feature is extracted from the normalized (scaled) character matrix of the segmented probable digit. The scaled image is divided into no. of zones and then density of object pixels in each zone is calculated. Density is calculated by finding the number of object pixels in each zone and dividing it by total no. of pixels. For binary images, value of each pixel is either 1 or 0. We have considered pixels having value BLACK (0) as object pixels.



4.2.2 Directional Distance Distribution: It is a distance based feature proposed by Oh and Suen [26]. For each pixel in the input binary pattern array, two sets of 8 bytes which we call as W (White) set and B (Black) set are allocated as shown in Figure 6. For a white pixel, the set W is used to encode the distances to the nearest black pixels in 8 directions. The set B is simply filled with value zero. In the same way, for a black pixel, the set B is used to encode the distances to the nearest white pixels in 8 directions and the set W is simply filled with zeros. The 8-direction codes are 0 (E), l (NE), 2 (N), 3 (NW), 4 (W), 5(SW), 6(S) and 7(SE). In East direction, the traveled pixels for White Pixel(1,1) are: (1,2)W , (1,3)W, (1,4)W, (1,5)W , (1,6)W ,(1,7)B. Therefore, the number of traveled pixels is 6. Similarly, the traveled pixels for (1, 1) W in NE direction are (0, 2)W , (39,4)B. And traveled distance is 2. The distances of nearest black/white pixel in each direction for pixels (1, 1) and (3, 30) have been given in Table 3 and 4. After computing WB encoding for each of the pixel, we have divided the input array into four equal zones both horizontally and vertically, hence producing 16 zones. In each of 16 grids an average for each of 16 bytes in WB encodings is computed. So, we finally get a 16 (16 bytes in WB) * 16 (4*4 grids) feature vector which corresponds to feature vector. The values in feature vector are normalized in the range 0 to 1.



The Original Character matrix is first scaled to Normalized window of size 40 * 40. The scaled matrixes for different digits are shown in Figure 4.3. After scaling, we have divided the input array into four equal zones of size (10 * 10) both horizontally and vertically, hence producing 16 zones. Figure 6: Normalized Matrix of size (40 * 40) Digit ò.



4.3 Size of Feature Set



5. Experimental results
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The final feature set includes all the features we have calculated above. Thus, final feature set contains (a) Structural Features: The feature vector size for structural features F1 to F12 is 12. (b) Zoning Features: The feature vector size for zoning features (4*4) is 16 as we are dividing the scaled matrix into 4*4 blocks. (c) DDD features: The feature vector size for DDD features is 256. Classification stage uses the features extracted in the feature extraction stage to identify the text segment. It is concerned with making decisions concerning the class membership of a pattern in question. Statistical methods, artificial neural networks, kernel methods and multiple classifiers are notably used classification methods. A good amount of literature has been found on the use of these classifiers for different kinds of recognition purposes from printed to handwritten text. We will use statistical classification in which individual items are placed into groups based on quantitative information on one or more characteristics inherent in the items (referred to as traits, variables, characters, etc) and based on a training set of previously labeled items. Non-parametric Statistical Recognition is used to separate different pattern classes along hyper planes defined in a given hyperspace. The best known method of nonparametric classification is the Nearest Neighbor (NN) and is extensively used in Character Recognition. It does not require a priori information about the data. An incoming pattern is classified using the cluster, whose centre is the minimum distance from the pattern over all the clusters. The task here is to design a model using training data which can classify the unknown pattern based on that model. For training purposes, we have used 1680 roman digits and 120 Gurmukhi digits of different fonts. Firstly, feature vector for all training data is produced and stored in files.
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Table 4: WB Encoding for Black Pixel (3, 30) in figure 6 W0 W1 W2 W3 W4 W5 W6 W7 B0 B1 B2 B3 B4 B5 B6 B7 0 0 0 0 0 0 0 0 15 4 4 2 1 1 1 2



a sense, this is the most detailed description of the space that is possible from the training data. Rather than using a l-nearest neighbor classifier, we chose a kNN classifier to reduce the effect of mislabeled training data and to get a better estimate of Input feature vector. We have used Euclidean distance for finding the nearest neighbour. Euclidian distance is the straight line distance between two points in an ndimensional space. The class of the library feature vector producing the smallest Euclidean distance, when compared with the library input feature vector, is assigned to the input character. The k-NN is more general than nearest neighbour. Putting it other way, nearest-neighbour is a special case of k-NN, where k = 1. For the tests in this thesis, we have selected k = 3.
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Table 3: WB Encoding for White Pixel (1, 1) in figure 6 W0 W1 W2 W3 W4 W5 W6 W7 B0 B1 B2 B3 B4 B5 B6 B7 6 2 2 5 13 6 39 4 0 0 0 0 0 0 0 0



5.1 K-Nearest Neighbour



The k-nearest neighbor (k-NN) approach attempts to compute a classification function by examining the labeled training points as nodes or anchor points in the n - dimensional space, where n is feature vector size. In



We have tested the system on various Gurmukhi documents containing either roman or Gurmukhi digits. The percentage accuracy is calculated by dividing correctly recognized digits by total number of digits which are actually present. Table 5: Performance analysis of different feature types Feature No. of Percentage accuracy Type Features Roman Gurmukhi Digits Digits DDD 256 95.0% 92.6% Zoning 16 94.3% 90.6% Structural 13 82.6% 84.0% Features



As noticed in table 5 the DDD features have most promising results. It has been observed that the recognition accuracy of Gurmukhi digits is less as compared to roman digits in case of Statistical features. The difference between recognition accuracy of DDD and Zoning features is clearly distinguishable when we need to recognize bold or heavy printed characters. The Gurmukhi digit 2 (ò) is misclassified as 4 (ô) if we use Zoning features and it is correctly recognized by using DDD features. The recognition rate of Gurmukhi digits is high as compared to roman digits if structural features are used. The percentage of wrongly classified characters is high when most of the Gurmukhi characters are recognized as probable digits during segmentation phase. The example of such a document is shown in Figure 7. The document contain a large number of Gurmukhi full stop character (kanna) and special character (comma) The most of commas are recognized as digit 9 and Gurmukhi full stop (kanna) as either 1 or 8.The misclassification rate also increases if the characters with in Gurmukhi script are highly



Figure 8: Example of Gurmukhi characters misclassified as digits.



To reduce the misclassification rate, we will combine the results of all the four feature types. After getting results from all classifiers, we will further vote the characters as accepted or rejected. The character is accepted as digit only if it is recognized as same digit by majority of classifiers.



6. References
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Figure 7: Example of Gurmukhi document containing special character which are mis classified as digits.



Multi-Conference Artificial Intelligence and Applications, 2007. [9]. B. B. Chaudhuri and U. Pal, "An OCR system to read two Indian language scripts: Bangla and Devnagari (Hindi)", Proc. of 4th ICDAR, Germany, pp. 1011-1016, 1997. [10] R. G. Casey, E. Lecolinet, “A Survey of Methods and Strategies in Character Segmentation”, IEEE Tran. On PAMI, Vol. 18(7), pp. 690-706, 1996. [11] Y. Lu, “Machine Printed Character Segmentation – an Overview”, Pattern Recognition, Vol. 28(1), pp. 67-80, 1995. [12] O. D. Trier, A. K. Jain and T. Taxt, “Feature extraction methods for character recognition: - a survey”, Pattern Recognition, Vol. 29(4), pp. 641662, 1996. [13] ZHAO Bin, LIU Yong and XIA Shao-wei, “Support Vector Machine and its Application in Handwritten Numeral Recognition”, Proc. 15th ICPR, Vol 2, pp. 720-723, 2000. [14] Cheng-Lin Liu and Hiromichi Fujisawa, “Classification and Learning for Character Recognition: Comparison of Methods and Remaining Problems”Book Series: Studies in Computational Intelligence,Publisher: Springer Berlin/ Heidelberg, Book: Machine Learning in Document Analysis and Recognition,2008. [15] Mohd Yusoff Mashor and Siti Noraini Sulaiman, “Recognition of Noisy Numerals using Neural Network”. [16] V. Vaidya; V. Deshpande, D. Gada and B. Shirole., “Statistical approach to feature extraction for numeral recognition from degraded documents”, Proc. of 5th ICDAR, pp. 273 – 276, 1999 [17] Salim Ouchtati, Bedda Mouldi and Abderrazak Lachouri, “Segmentation and Recognition of Handwritten Numeric Chains” Journal of Computer Science 3 (4) ISSN 1549-3636 pp.242-248, 2007 [18] N. Arica and F.T. Yarman-Vural, “A New Scheme for Off-Line Handwritten Connected Digit Recognition”, Proc. 2nd International Conference on Knowledge-Based Intelligent Electronics Systems, Vol. 2 , pp. 1127-1129, 1998, [19] R. J. Ramteke, P. D. Borkar and S. C. Mehrotra, “Recognition of Isolated Marathi Handwritten Numerals: An Invariant Moments Approach” Proc. of the International Conference on Cognition and Recognition, pp. 482-489, 2006 [20] J. Favata G. Srikantan and S.N. Srihari, "Handprinted Character/Digit Recognition Using a Multiple Feature/Resolution Philosophy," Proc. 4th IWFHR,Taipei, Taiwan, 1994. [21] A. Harifi, and A. Aghagolzadeh, “A New Pattern for Handwritten Persian/Arabic Digit Recognition” Proc. Of World Academy Of Science, Engineering and Technology Vol 3 , pp. 174-177,2005 [22] Reena Bajaj, Lipika Dey and Santanu Chaudhury, “Devnagari numeral recognition by combining decision of multiple connectionist classifiers”, Special Issue on Indian Language Document



ha



separated as shown in Figure 8. Both the Gurmukhi characters shown in Figure 8 are misclassified.
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