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DIMENSIONALITY OF INVARIANT SETS FOR NONAUTONOMOUS PROCESSES* TEPPER L. GILLt



AND



W. W. ZACHARYt



Abstract. The existence of global attractors and estimates of their dimensions have been investigated by various authors for a number of dissipative nonlinear partial differential equations which are either autonomous or are subject to time-periodic forcing. In the presence of more general forcing (e.g., almost periodic but not periodic), the usual estimates of the dimensionality of global attractors in terms of uniform (or global) Lyapunov exponents are not valid. This article investigates the estimation of Hausdorff and fractal dimensions of invariant sets corresponding to differential equations of the above type, subject to time-dependent forcing of a quite general class. Working in the framework of skew-product semiflows associated with these equations, the authors consider invariant sets defined in terms of global attractors of semigroups determined by these semifiows. In autonomous situations these invariant sets coincide with the usual global attractors. Upper bounds for the Hausdorff and fractal dimensions of these sets are given in terms of uniform Lyapunov exponents for a large class of dissipative nonlinear partial differential equations with time-dependent forcing terms that include the case of almost periodic functions.
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1. Introduction. The existence of global attractors and estimates of their Hausdorff and fractal dimensions have been investigated for numerous dissipative nonlinear partial differential equations (DNLPDE) that are either autonomous [4], [32], [9], 15] or are subject to time-periodic forcing [15]. With suitable conditions on the nonlinearities of such equations on bounded domains, it has been proved that global attractors exist and that they have finite Hausdorff and fractal dimensions. Bounds on these dimensions have been obtained in terms of uniform (or global) Lyapunov exponents (to be distinguished from the corresponding pointwise exponents [1]). In the presence of more general forcing (e.g., almost periodic but not periodic) the usual dimension estimates of these attractors are not valid because the proofs make essential use of the fact that the solutions of the Cauchy problem for the relevant nonlinear differential equations have a semigroup structure. It is well known that solutions of equations do not have this structure when forcing terms are present that are almost periodic but not periodic, or even for periodic forcing for continuous times. The inadequacy of the customary description of global attractors in nonautonomous situations is evident from recent discussions in the literature. Thus, in the case of periodic forcing, Hale [16] and Haraux [19] have advocated the use of a different definition of global attractor than the usual one in terms of discrete semigroups. In this article we consider the problem of estimating Hausdorff and fractal dimensions of invariant sets for DNLPDE on bounded domains of a Hilbert space subject to time-dependent nonperiodic forcing, including the case of almost periodic forcing. Our main result is that, for a large class of such equations, the types of estimates of Hausdorff and fractal dimensions of invariant sets usually made in autonomous * Received by the editors October 17, 1990; accepted for publication (in revised form) January 21, 1992. This research was supported by National Science Foundation grant DMS-8813313, U.S. Air Force Office of Scientific Research contract F49 620-89-C-0079, and U.S. Army Research Office contract DAAL03-89-C0038. ? Computational Science and Engineering Research Center and Department of Electrical Engineering, Howard University, Washington, DC 20059. 1204
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cases can also be carried through in this more general situation. Since the solution-maps of the Cauchy problem do not form semigroups in nonautonomous cases, we use the concept of skew-product semiflow to define appropriate invariant sets. These reduce to the usual global attractors in autonomous cases. Working in the skew-product semiflow framework associated with the given system of equations, we consider invariant sets defined in terms of global attractors of semigroups determined by these semiflows. One of the principal conditions that we require in order to prove the results indicated above is that, for sufficiently long times, the solution-maps for the DNLPDE are invertible on the invariant set. This is true, in particular, if these maps are invertible on the whole space, and our discussion in 4 involves a class of nonlinear wave equations and systems of such equations for which this condition is satisfied. There are cases, however, in which the semiflows are not invertible on the whole space but are, nevertheless, defined and invertible on the invariant set. In 5 we discuss a class of reaction-diffusion equations that have this property. In the cases treated in these two sections, all the hypotheses required for the proof of our dimension estimates are satisfied. We begin in 2 by defining skew-product semiflows in the context of abstract DNLPDE and outlining the program that we follow in 3 in order to obtain our results on Hausdorff and fractal dimension estimates of invariant sets for DNLPDE, and systems of such equations, with time-dependent forcing. Section 4 is devoted to the discussion of a class of nonlinear wave equations with nonlinear dissipation, and in 5 we give a similar discussion for some reaction-diffusion equations with polynomial growth nonlinearities.



2. Skew-product semiflows. Preliminary remarks. The following discussion of skewproduct semiflows is analogous to, but different from, the recent discussion by Raugel and Sell [28] in the context of the Navier-Stokes equations. Consider a solution of a DNLPDE; i.e., a continuous map from R to a separable Hilbert space K such that (t/s) represents a solution of the equation at time + s(t E R +, s ), corresponding to specified initial data ,(s)= b K at time s. We assume that satisfies the following nonlinear stability condition. Assumption 2.1. For each R>0 there exists a positive constant K(R) such that



,



II (t+s)ll, O whenever We will consider forcing functions f Cb(, K), where Cb(, K) denotes the Banach space of all bounded continuous functions from to K. For f Cb(R, K), we (2.1)



define the translate



off by f(t)=--(r(z)f)(t)=f(t+z),



(2.2) Then f



’.



Cb(, K) and f defines a (two-sided) flow on Cb(, K). The positive hull



H+(f) off Cb(, K)



is defined as



H+(f) C1osurecb(R.K) {f, " - - > 0}, and the hull H(f) as



H(f)=Closurecb(R.i() {f, rR}. Note that H/(f), H(f)c Cb(R,K) if fCb(,K). The to-limit set to(f) of f Cb(, K) is defined by to(f)= >-_o H/(f). Note that to(f) is an invariant set in Cb(, K) relative to the translation group {tr(z), rER}.
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To guarantee that to(f) is nonempty, we restrict consideration to forcing functions for which H(f) is compact. Then to(f) is compact as well as nonempty. We list some cases for which this condition is satisfied (other examples can be found in [28]). (1) Take K L2(f), f a bounded subset of N n, with fe L2(fl) independent of e N. Then H(f)= {f}. (2) Let feCb(N,K) be T-periodic, f( + T) f( t) for all teN. Then H(f)=



f, [0, T)}. (3) Let f be asymptotically almost periodic from N to K; i.e., f= g+ h with g +. almost periodic from N to K [ 18], and h (t)II 0 as DEFINITION 2.1. We will say that f is admissible if H(f) is compact in C(N, K). Given a solution p of a DNLPDE defined as in the second paragraph of this section, we define a two-parameter family of maps W(t, s) (t e N +, s e N) by W(t, s)ch d/(t + s), (2.3) d/(s) d e K. Then we have W(0, s)th b(s e N, b e K), and (s, 4 0 +), (2.4) W(t + 0, s)4 W(0, s + t) W(t, s)4



- -



where denotes composition. This is an example of a process in the sense of Dafermos



[10]. Given a process W, we define its translate W in an analogous manner to the case for functions in (2.2). DEFINITION 2.2. Given a process W and z e N, the z-translate of W is the process W defined by



W(t, s)qb =- (tr(’) W)(t, s)d W(t, ’+ s)qb, DEFINITION 2.3. A process W on a Hilbert space K is called almost periodic if tAR W(t, s)c is precompact in Cb(N,K) (as a function of the parameter seN) for each e N + and each b e K. Thus, if W is almost periodic, for any sequence {trn} c N there exists a subsequence {tr, m}C {or,} and a map V:N+xxK-K such that (2.6) [IW.m(t,s)b-v(t,s)dllK-O as m-+o



(2.5)



uniformly in s e for each e N + and each b e K. DEFINITION 2.4. Let W(t, s)b be an almost periodic process from / x N x K to K. The closure in Cb(N, K) of the set of translates of W relative to the above sense of convergence is called the hull of W, denoted by H(W). We will prove later that W is almost periodic if H(f) is compact, and W depends on f in a Lipschitz continuous manner. See Proposition 3.1. To define a skew-product structure, we let W denote an almost periodic process corresponding to a globally defined unique solution of a given differential equation as in (2.3), and we define the mappings



7rs(t)(dp, V)=(V(t,s)6, o’(t)V), Veil(W), cheK, seN, ten +. It is easily shown formally [16, p. 44] that {or(t), te} is a group on H(W) and that { rs (t), _-> 0}, with s fixed in N, is a semigroup on K x H(W). We will prove later that they are C O if certain conditions are satisfied. As we shall see, {Try(t), >-0} (s fixed in ) defines a semiflow on K x H(W) if global solutions of the DNLPDE exist for each h e H(f). In addition, we will state sufficient conditions such that there exists a one-to-one correspondence between processes in H(W) corresponding to a given admissible forcing function f and the distinguished almost periodic process W with a forcing function h e H(f). See equations (2.10)-(2.12) and the associated discussion.



(2.7)
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For ordinary differential equations, it has been more conventional to define a skew-product structure in terms of translated forcing functions, rather than in terms of translated processes. Thus, consider the system of equations u, =f(t, u), where f(.,,):R x R" E". Then, under appropriate continuity conditions, we define a skewproduct structure on R" x n(f by "ks(t)(x,f)= (u( t, s)x, cr( t)f ), where u(s, s)x x For more details of this approach, we refer the reader to [16], [29], [30]. Let s be fixed in R. A compact set A in K x H(W) is said to be an attractor if it is invariant under the action of 7rs (t), rs (t)A A for and if there exists an open +, where B denotes neighborhood U of A such that 7rs(t) B converges to A as any bounded subset of U. If these properties remain true when U is replaced by the whole space K x H(W), then A is called the maximal or global attractor. At the end of the present section we will state conditions under which the global attractor is independent of s. Given an almost periodic process W, let sA(W) denote a global attractor (if one exists) of the semigroup {Trs(t), t->0} (s fixed in E) and, following the discussion in [16], consider the set



. -



,



Es {X K (X, V) sA= (W), V H( W)}. Some insight concerning the relevance of the sets Es to the study of dynamical systems (2.8)



can be gleaned by considering autonomous and periodic processes. For an autonomous process, W(t, s) is independent of s, and H(W) consists of the single process W. We find An(W)= E {W} and 7r(t)= S(t)/, where S(t), I, and E denote the usual solution-map semigroup for an autonomous process, the identity map on processes, and the global attractor for S(t), respectively. For T-periodic processes we have



(2.9)



H(W)={W,, tre [0, T)}.



It is known that the set



A(W)=



LJ W(r, 0) [0, T)



fq m>’O



/



ClosureK



|



k



U W(nT, 0)Bo|,



with Bo a bounded absorbing set, corresponds to a set of the type (2.8) for T-periodic processes [16]. Thus, for autonomous and T-periodic processes, the usual global attractors correspond to sets of the form (2.8). In the present work we will establish the following results for processes corresponding to solutions of admissible time-dependently forced DNLPDE: (a) proof of existence of sets of the type (2.8), (b) proof that these sets have finite Hausdorff and fractal dimensions, and (c) derivation of upper bounds for these dimensions in terms of uniform Lyapunov exponents. These results will be based on the idea that, for DNLPDE subject to admissible time-dependent nonperiodic forcing, the Hausdorff and fractal dimensions of sets of the form (2.8) can be estimated by consideration of the first variational equations corresponding to equations in the hull of the given equation (or system of equations). Here, an equation with forcing function h is said to belong to the hull of a given equation with forcing function f if h H(f). The fundamental result on the invariance of the sets (2.8) is the following. LEMMA 2.1 (positive invariance of Es). Let W be an almost periodic process on K, and let sA= (W) be a global attractor on K x H (W) relative to the semigroup { 7rs (t), >- 0}. Then, for given s ch Es implies that there exists a process Z H(W) such that Z( t, s)qb 6 Es for all >- O. For related results, see Hale [ 16, p. 46] and Dafermos 10], 11]. The first of these references refers only to periodic processes. In that case the situation is simpler than



,



1208



TEPPER L. GILL AND W. W. ZACHARY



for almost periodic nonperiodic processes because the hull of a periodic process has the special structure (2.9). We can readily give examples of processes V belonging to the hull of a given almost periodic process W that are not translates of W. Examples of this phenomenon are well known in the case of uniform (Bohr) almost periodic nonperiodic functions 13], and examples of almost periodic nonperiodic processes with the desired property can be constructed in terms of such functions. As noted in [16] and [19], under reasonable conditions we should be able to prove that, when W is almost periodic, H(W) consists precisely of the set of processes in the hull of the equation (or system of equations) under consideration. Take V H(W) with W almost periodic. Then, by Definition 2.3, there exists a sequence (n c such / that W.(t,s)qb -n-,/ V(t, s)dp for each t and each bK uniformly in sR. For the translated process we should have



W.(t,s;f)c= W(t,s+zn;f)dp W( t, s; f.) b.



(2.10) (2.11)



Modulo certain continuity arguments, it would then follow that V is given by



V(t, s)



(2.12)



W(t, s; h),



lim_+f. H(f) is the uniform limit of the f.. These continuity considerations will be discussed in 3 for processes corresponding to solutions of a large class of DNLPDE. In view of Lemma 2.1 and the above considerations, it is useful to consider the maps (with s given in )



where h



Ss(t)c



(2.13)



W(t, s; h)dp,



h H(f).



In order to prove existence of sets of the type (2.8) and to obtain estimates for their Hausdorff and fractal dimensions, we will prove the following statements, which are analogous to the corresponding program in autonomous situations but contain some additional requirements. (1) For a distinguished almost periodic process W related to a globally defined solution of a DNLPDE (or a system of such equations) as in (2.3), {tr(t), > 0} and {Trs(t), t_>0, s fixed in } are. C-.semigroups in H(W) and K x H(W), respectively. (2) For each => 0 and S R; S(t) exists, is unique, and is ditterentiable on K for all initial data in K and for all h H(f). (3) Proof of the relations between H(W) and H(f) indicated in (2.10)-(2.12). (4) Nonlinear stability. (See Assumption 2.1.) (5) Existence of bounded absorbing sets. (6) Asymptotic compactness: for all bounded sets B c K, there exists a compact set G c K such that



supd(W(t,s)x,G)O as t+o



(2.14) for each s



(2.15)



,



xB



where, for two sets X, Y K,



d(X, Y)= sup inf X XY



II -xll .



(7) For each h H(f) and for > 0 sufficiently large, S(t) has an inverse on the range of S(t)E that is Lipschitz continuous.
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Points (1) and (3) are, of course, specific to the framework of skew-product semiflows, while the conditions in (2) and (4)-(6) require generalizations of corresponding results already known for autonomous and periodic processes. In particular, proofs are required for all h H(f). We will see in 3 that the validity of conditions (4)-(6) implies the existence of global attractors sA.(W) for the semigroups {zr(t), t->0} (s fixed in ). Condition (7) is a crucial property which allows us to obtain estimates for the Hausdorff and fractal dimensions of the sets (2.8) in an analogous manner to the method used to obtain corresponding estimates in autonomous [32], [4], [7]-[9], [15] and periodic 15] processes. It can be seen to be a natural requirement by the following argument. Consider a semigroup {S(t), >_- 0} corresponding to an autonomous process. Then, as is well known, a global attractor for this process is invariant under the action of this semigroup,



(2.16)



S(t)A=A,



t>-O.



Lemma 2.1 can be thought of as a generalization to almost periodic processes of the positive invariance condition for global attractors in the autonomous case, S(t)A c A(t _-> 0), which is "one-half" of the invariance condition (2.16). However, it is known for autonomous systems that the important condition required for estimates of Hausdorf and fractal dimensions of global attractors is that of negative invariance, S(t)A D A(t >-0) [24], [32]. Returning now to the consideration of almost periodic processes, we will see later that condition (7) allows us to transform the positive invariance of Es under Ss(t), as described by Lemma 2.1 and (2.13), into the negative invariance of E under (S (t) )--1o Actually, while condition (7) only requires that S(t) be invertible and that its inverse be Lipschitz continuous on the range of S(t), there are a number of DNLPDE’s with admissible time-dependent forcing for which these maps are invertible on the whole Hilbert space. We will discuss some equations of this type .in 4. We expect that there are many situations for which the maps Ss(t) are invertible on their range even though they may not be invertible on all of K. In 5 we will discuss a class of parabolic equations with admissible time-dependent forcing that have this property. As a result of condition (7), it can be shown that the global attractors A(W) are actually independent of s. This follows from the previously noted result that conditions (4)-(6) imply the existence of these attractors and a straightforward modification of [19, Prop. 1.10]. 3. General results. In this section our results will be formulated in an abstract manner and then, in the following two sections, examples of DNLPDE’s that satisfy our hypotheses will be discussed. We first establish the continuity of the skew-product semiflow { 7r (t), >- 0}(s ) defined in (2.7). For analogous proofs in the case of ordinary differential equations, see [29], [30], [6]. Consider the formulation of 2 in which K is a separable real Hilbert space and W(t, s) a distinguished process associated as in (2.3) with a solution of a given DNLPDE. The following proposition establishes (2.10), (2.11), and related results. PROPOSITION 3.1. Define a distinguished process W(t, s) in terms of a globally defined uniformly bounded unique solution d/ of a system of DNLPDE’s that satisfies (2.1) and, in addition, assume that depends on the forcing function f in a Lipschitzcontinuous manner: i.e., there exists a positive constant c( t), generally depending upon t, such that for two solutions d/, d/ (with the same initial data) corresponding to two
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forcing terms fl, f2,



Ilq,(t+s)-q,(t+s)l[K 


(3.1)



t’[s,t+s]



Finally, assume that the forcing functions f, f2 are admissible. Then a For all



W(t, s;f)d/(s)= W(t, ’+ s;f)(’+ s) W(t, s; f)d/(s), and, more generally, (b) Given V H (W), there exists h H(f such that (3.2) W(t, s; h)d/(s) V(t, s; f)b(s). Conversely, given h H f there exists V H (W) such that (3.2) holds. Proof. By using the existence and uniqueness of the solutions of the system of differential equations it is easy to establish (a). To prove (b), we first note that it follows from (3.1) and (a) that W is almost periodic if f is admissible. To see this, take a sequence { W.(t, s)b} from U. W(t, s)dp. Since H(f) is compact in Cb(, K), there exists a subsequence {’nm} C {Zn} such that {fn } is convergent, and, therefore, Cauchy; i.e., given e > 0, there exists N 6 [ such tha l, m _-> N implies that E



c(t) for all t’[s,t+s]. From (a) and (3.1) we then obtain ]IW. (t,s;y)tb< for l, m >- N and e > 0 so that { W. t, s; f b } is a Caucy sequence t, s; f) in and, therefore, convergent. Thus, from an arbitrary W(t, s; f)b we have obtained a convergent subsequence from which we infer that Uu W(t, s)ch is precompact in Cb(, K) for each +, s b K, and admissible f. Take V such that



w o,



equence



,



W (t, s f),(s)



(3.3) for each



6



+ and each O(s)



.



V(t, s; f)d/(s)



b K, uniformly in s



as



W(t, s fn)b(s)



,--.+



From (a), this can be expressed



V(t, s; f)d/(s).



To complete the proof, we obtain a relation between the convergence of translates of the forcing functions and translates of processes. Let



(3.4)



fn



_+



h H(f),



so that, by (3.1),



(3.5)



II,(t+s,fo)-,2(t+s,h)ll


(3.6)



lim W(t,



s;f.)O(s)= W(t, s; h)d/(s)



so that, upon comparison with (3.3),



W(t, s; h)p(s)- V(t, s;f)g/(s).
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Conversely, take h H(f). Then there exists a sequence {T,}cN such that the limit in (3.4) exists in the uniform topology. Then, from (3.6) and (a), lim -t-



W,.(t, s;f)@(s)= W(t, s; h)O(s),



and, using (3.5), we easily show that this result holds for each tN+ and each O(s) 4 e K uniformly in seN. We see that W(t,s; h)e H(W(t,s;f)), and the proof is complete. Poeosivio 3.2. Assume the hypotheses of Proposition 3.1 and further, assume that the translation group {(r), zN} defined in (2.5) is continuous on H(W). en, (t) K x H(W) K x H(W) is jointly continuous. for each fixed s Proo From (2.7) and (2.3) we have



,



.



(t)(O, W)=(W(t,s;f), (t)W)=(O(t+s; 6), Wt) for ten +,seN, fe Cb(N, K), and O(s)= Let {(,, W,.)} and {t,} denote sequences in K xH(W) and N +, respectively, such that (,, W,.)- (, Y) and t,- as n+. We must prove that, for fixed s e N, m(t)(, W.) ,(t)(, Y) as n+, i.e., (W.(t,,s;f),, W.+t.) (Y(t, s;f), ) or, using pa (a) of Proposition 3.1, (w(t.,s;f.),, w.+,.)(Y(t,s;f), Y,). We have W.+. by the continuity of the translation group (2.5) on H(W), and h H(f) W(t,, s;fi.), W(t, s; h), and that the solutions ff of the system because of the Lipschitz condition (3.1), of DNLPDE’s are uniformly bounded for all e+ and are uniquely determined by the initial data. The proof is concluded by noting that W(t, s; h) Y(t, s;f) by



,,



Proposition 3.1.



LEMMA 3.1. Assume the hypotheses of Proposition 3.1. and, in addition, assume that the translation group {(), e} is continuous and that {S(t), t0} possesses a bounded absorbing set Bo K; i.e.,for each h H(f), W(t, s; h)x Bo whenever e + is suciently large, and X belongs to any bounded subset of K. Furthermore, assume that {S(t), 0} is asymptotically compact: there exists a compact set G K that attracts all bounded subsets of K under S t);



(3.7)



dr(S(t)(s), G)=0,



lim



sup



t+



(s)=eK



,



semow (2.7) has the following



where d is defined in (2.15). en, the skew-product properties. For fixed s (a) ere exists a bounded absorbing set in K x H(W)



for the semigroup {(t), t0}; (b) t)-orbits of bounded sets are bounded; (c) {(t), 0} is asymptotically compact: there exists a compact set in K x H(W) which attracts all bounded subsets of K x H(W).



Proo Since f is admissible, we see that W is almost periodic as in the proof of Proposition 3.1. (a) Let B x B be a bounded subset of K x H(W). Then B has the form (3.8)



B={W,,}
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for a sequence A= {r,}c R. By (2.7),



7rs(t)(x, V)



V(t, s; f)X, tr(t) V) for (X, V) B1 B2. So..from V B2 we infer from (3.8) that V denotes some subsequence of A. Thus,



rs(t)(X, V)



(3.9)



(U



W(t, s; f)x, or(t) U



\



W,]



tAr W,



where F



U W(t, s; fi)X, W+,),



where we have used Proposition 3.1 and the continuity of or(t) to obtain the last line. By assumption, {S(t), => 0} possesses a bounded absorbing set Bo c K. Take X Bo. Then a bounded absorbing set for {re(t), t>-0} is BoX {W, all (b) Again take (X, V) B1 x B with B1 and B as in (a). Then (3.9) holds and, by (2.1), there exists K (R) > 0 such that



W(t, s; fi)xlli 


(3.10)



for all



/. By Proposition 3.1, W,+,(p, s; f)x



-



W(p, s; W(p, s + + z; f)x for each p+ and each X K. is bounded in Cb(, K) with respect to s+ + Combination of this result with (3.10) proves assertion (b). (c) We again use (3.9) with B1 and B as in (a) and (b). By hypothesis, there exists a compact set Yc K which attracts all bounded subsets of K under S(t), and, therefore, under W(t, s;fi) in (3.9). So, Yx H(W) attracts all bounded sets in K x H(W) under Try(t). Finally, H(W) is compact (in Cb(,K)) so that YxH(W) is compact in the product topology by Tychonott’s theorem, and the proof is complete. We now consider the maps (2.13). Assuming that these are Fr6chet differentiable on sets of type (2.8) and that the corresponding derivatives L(t, X) are bounded on L(K), we set up an apparatus for estimating Hausdorff and fractal dimensions of invariant sets in an analogous way to the treatment of autonomous equations [12], [7]-[9], [32], [4]. Define



(3.11)



sa3(t)=supwi(L(t,X))



jM,



teR +,



X Es



where



wj(L(t, X))= al(L). aj(L) with inf IIt (t,x), ll, aj(Ls(t,X))= sup rlF



(j).



FK



dim F =j



For noninteger cases we set toa(L)=(to,(L))l-(to,+l(L)) for d= n+s, n =integer>= 1,0


U (t + p, 0, X(0); h) U(t, 0, t.J (p, 0, X(0); hs); hp+) using Proposition 3.2. Alternatively, in terms of the maps (2.13), Ss(t+p)x(s)= Sp+(t)o S(p)x(s). (3.12)
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The relations corresponding to (3.12) for the derivatives Ls(t, X) (assuming that they exist) are



Ls(t +p, X(S))=- S’(t +p)(x(s)) Lp..(t, S(p)(x(s)))o L(p, X(s)). Corresponding to a DNLPDE, we have a first variationalequation (see [32], [4], [9] for the corresponding autonomous situation). Let (t) denote a solution of the latter equation subject to the initial value p K. Then, as is well known, we have the following relation between L(t, X) and (t)" L(t, X(s))p (t), (3.14) (s) p K. We assume that the corresponding equation for (t) is independent of the forcing term of the original DNLPDE. This is true for a large number of DNLPDE’s, and we



(3.13)



discuss some examples in the following two sections. In such cases, L depends on the subscripts in (3.13) only through its dependence on Ss(t), and we can write



L( +p, X(S)) L( t, S(p)(x(s))) L(p, X(S)) in place of (3.13). We now prove the important subexponential property for the quantities (3.11) for DNLPDE with time-dependent admissible forcing functions. THEOREM 3.1. Assume the hypotheses of Proposition 3.2 and, in addition, assume that the derivatives L defined in (3.13) exist. Then the quantities (3.11) satisfy the subexponential condition



aj( + p 


t, p i +, j l%l,



,



where s is a fixed real number



there exists a process Proof From Lemma 2.1, q E implies that, for given s V H(W) such that V(t, s)b E for all >- 0. As in the proof of Proposition 3.1, f admissible implies that W is almost periodic, from which we infer that V is almost periodic, so that there exists a sequence {rn}c such that W,(t, s)ch --/o V(t, s)cb for each R + and each b K, uniformly in s Moreover, from Proposition 3.2,



.



we see that V(t, s)b W(t, s; h)th with h H(f). Consider the maps (2.13). These satisfy (3.12), and, therefore, also corresponding derivatives L exist. Thus we obtain



(3.14), if the



oa(L(t +p, ch)) 


w(L(t +p, ch)) 


(3.15)



lim (s)j(t)) 1/’



exist for each s R, and uniform Lyapunov exponents can be defined in an analogous way to autonomous situations [7]-[9], [32]. We will discuss this in more detail at the end of the present section. Before doing this, we obtain estimates of Hausdortt and fractal dimensions of sets of the form (2.8).
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Generalizations will be given of [32, Thms. 3.1-3.3, pp. 282-289] to the case of admissible time-dependent forcing. THEOREM 3.2. Assume the hypotheses of Proposition 3.1 as well as the condition of asymptotic compactness (3.7), and consider the maps (2.13 corresponding to an admissible forcing function f. In addition, assume that the derivatives L exist. Assume also that



sup sup L(t,



u)]] L(C) 


t[O, 1] uE



for some m > 0 (3.16)



as well as the condition



sup tOd(L(t, u))


for some d > 0 and all u Es for some fixed s R. Finally, we assume that, for all h H(f), the maps Ss(t)



are Lipschitz continuous as exist continuous that with inverses Lipschitz surjective maps from S( t)E onto E the Then when 0 is > large. sufficiently Hausdorff dimension of Es, d, E), is finite E and d,(E)  0} which, by the result stated at the end of 2, is independent of s. Moreover, E is compact. Then, by the method of proof used in autonomous cases [12], [7]-[9], [32], [4], it follows that the set Ss(t)Es has zero Hausdorff d-measure when > 0 is sufficiently large: on



(3.17)



lzn(S(t)E, d)=O.



By hypothesis, for all h H(f), S(t) is Lipschitz-continuous on E with a Lipschitzcontinuous inverse when > 0 is sufficiently large. Then, since Hausdortt measure has the property IZH(FB, d)= 1, s (0, 1], j(sn+l)d-j/n+l < l forj 1,’’’, n, where a3j sup,E0,1 sj(t). Then the fractal dimension of Es, dv(E), is finite and



dv(E,)


Proof. The proof is similar to that of Theorem 3.2. From the method of proof used in autonomous cases (see, e.g., [32, pp. 284-287]) we obtain a covering of the set Y(t)- S,(t)Es by a minimum number n(e) of K-balls of radius e > 0 when > 0 is sufficiently large. The assertion of the theorem follows from an estimate of the capacity of the set Y(t) when is sufficiently large, obtained by the methods indicated above, the compactness of the set E, and the result that the capacity of a compact set is invariant under a mapping of the set by a Lipschitz-continuous homeomorphism with a Lipschitz-continuous inverse [27]. With the results of the preceding two theorems in hand, we can define uniform Lyapunov numbers and uniform Lyapunov exponents in an analogous manner to autonomous cases [7]-[9], [32]. Let II. denote the respective limits (3.15). They exist because of the subexponential property of the quantities {,o3}. We then define the
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quantities Aj, s(j



, m) recursively by



1,.



(3.18)



Al,s IIl,s,



The quantities



A.,s



Al,s A2,s II2,s,



",



Al,s- "Am,



II



and



(3.19)



ix,,,s



log A,,s,



m >_- 1



will be called uniform (or global) Lyapunov numbers and exponents, respectively, for the sets Using these exponents, we can give alternative versions of Theorems 3.2 and 3.3. THEOREM 3.4. Assume the hypotheses of Theorem 3.2, and consider the maps (2.13) corresponding to admissible forcing functions. If, for some n > 1,



then



ix,,+ 1,s



(i)



(ii)



(1+



dF(Es)


where x/ max (x, 0). The proof is analogous to that of [32, Thm. 3.3, p. 287]. As in autonomous situations, it is convenient to define auxiliary quantities (see (3.21) below) from which Lyapunov exponents and also the Hausdorff and fractal dimensions of invariant sets can be estimated. Thus, if we write the first variational equation corresponding to the mapping (3.14) in the form d



(3.20)



d-- (t)



F’()(t),



then we have, in the m-fold exterior product of the Hilbert space K,



where 0, (P) 0, (P, 4; 01, ",P,) is the orthogonal projection onto the subspace spanned by 1 (P)," ",m (P). We then define



(3.21



sq



lim sup sqm



with



sq,,,( t)



sup



sup



Es



picK



X



Tr F’(Ss(p)(x))o Q,,(p) dp



Ilpi ILK_-


Then, for a given DNLPDE with time-dependent forcing by admissible functions, we can obtain bounds for the uniform Lyapunov exponents in terms of the sq. We will discuss this for a class of dissipative nonlinear wave equations in the following section, and for a class of reaction-diffusion equations in 5. 4. Nonlinear wave equations with nonlinear dissipation. In this section we consider



equations of the form



(4.1)



uttl-(ut)-mu41--g(u)---f



on f x [s, )
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for particular classes of polynomial nonlinearities g, admissible time-dependent forcing terms f, and nonlinear dissipation terms/3 for fixed s R. A number of authors have considered equations of the type (4.1) with various assumptions on f, g, and/3. Our results generalize investigations of autonomous [2]-[4], [15], [22], [16], [32] and time-periodic 15] forcing with linear dissipation (/3 (u,) aut, a ). We shall assume that is a connected bounded open subset of "(n >-3) with a smooth (at least C 2) boundary 0f. We consider processes W related to solutions u of (4.1) as in (2.3) and assume Dirichlet boundary conditions



u(x, t)=0 on01)[s, oo)



(4.2) with initial conditions



u(x, s) us(x), u,(x, s) (x), x 12. Different linear operators in (4.1) and either Neumann or periodic boundary conditions



(4.3)



can also be considered, but wewill not discuss them. For equations of the type (4.1)-(4.3), Haraux [18], [20] proved existence and uniqueness of global solutions and existence of bounded absorbing sets in H(12)x L2(I) for certain classes of nonlinearities g and dissipation terms /3. However, it is clear from our discussion in 3 that more general results are required in order to establish the dimensionality estimates in Theorems 3.2-3.4. In particular, it is necessary that the system be asymptotically compact in the sense of (3.7) or some facsimile thereof. We will establish results of this type in the present section for a class of nonlinear dissipations/3. In [19], Haraux announced asymptotic compactness results for equations of the type (4.1)-(4.3) with almost periodic forcing and weak nonlinear dissipations/3 whose derivatives are bounded from both above and below. We note that Haraux’s result involves a concept of "uniform asymptotic compactness" that is different from our asymptotic compactness conditions (2.14) and (3.7). We will verify that (3.7) and the other hypotheses of Theorems 3.2-3.4 are satisfied for a large class of equations of the type (4.1)-(4.3). We also require the same weakness condition on/3’ that Haraux uses. It is recognized that this condition is excessively restrictive (see a similar remark in [19]), but this defect is common to all studies of attractors for (4.1) at the present time. We also extend our results to systems of equations analogous to (4.1)-(4.3). We make the following assumptions concerning the nonlinearities g and/3:



g is a C mapping from V1 =- H() into H L2(), Fr6chet ditterentiable with differential g’, which satisfies Ig’(u)l =< C3(1 + [u[ r) a.e. on I (4.5) with a constant C3 > 0 and r 2 if n 3, r 0 if n _-> 4. Let G(r) denote the following primitive of g"



(4.4)



g(s) ds forall



(4.6)



r.



d-



Then we also require that for all



(4.7)



s,



G(s)>-(21+to)s2-C4



for to>0, C4_->0, and for all



sR;



(4.8)



sg(s)-G(s)>-(---_z+6]s2-C5 for 6>0, C5>_-0, where A1 denotes \ / the smallest eigenvalue of-A.
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(4.9)



/3 is an odd C mapping from R to R which satisfies the following conditions" there exists a > 0 and C1 >-- 0



such that



(V)VOllV]2--C1 It3(v)l


(4.10) (4.11)



v, for all v



for all



with O=3. Then we have the following. THEOREM 4.1 ([20], [18]). Assume that (4.4), (4.5), and (4.7)-(4.11) hold. Let f, us, be given such that (for fixed s ) f Cb(, H), us V1, ts H. Then the problem (4.1)-(4.3) has a unique solution u that satisfies {u, ut} Cb([S, o), VlXH=B). In addition, for all >-_ O, the mapping { us, } { u + s), ut + s)} is a homeomorphism from B onto itself. Furthermore, there exists a closed ball in B that is absorbing for (4.1)-(4.3). Moreover, iff is admissible, then the above results are valid iff is replaced



s



s



-



by any h H(f). The homeomorphic property of the solution-maps in Theorem 4.1 (not stated by Haraux) is associated with the properties of (4.1) under time-reversal and the fact that /3 is assumed to be an odd mapping. The proofs of Theorem 4.1 by Haraux use the weaker formulation of (4.5) that 0


fl(u,) into a linear part and a remainder: (4.12)



fl(u)



yut + fl(ut),



and we use the renorming technique introduced by Haraux [17] and later generalized in [15] (for a short discussion see [26]). Then we have the following:



(4.13) where



@t + A@+ F(@)/ D(@) F, (u, v), v u, + eu, F(@) (0, g(u)), D(@) (0, fl(ut)), F= (O,f), A



(-v)-a v-l),0


(4.14)



,(s)



,



(u, v),



v



a + eu.



We will prove that the system (4.13), (4.14) satisfies the asymptotic compactness condition (3.7). However, we first need a result analogous to Theorem 4.1 pertaining to the domain of-A. THEOREM 4.2. Assume that (4.4), (4.5), (4.7)-(4.10) hold and, in place of (4.11), assume that fl(v) has a decomposition (4.12) with a C mapping with a Frdchet differential fl’ such that, for some constant C6 > O,



[/’(v)]



(4.15) Let f, us, and



(4.16)



6s be given such



C6,



v



.



that (for fixed s )



f, ftCb(l,H), usH2(O)CIH(l’) =- V:,



s VI.
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Then, if C6 < min



(4.17)



+2’



-1 +



1 + 16e



+



the solutions of (4.1)-(4.3) obtained in Theorem 4.1 satisfy {u, ut} Cb([S, ), Vx V1). Furthermore, there exists a closed ball in Vex V1 that is absorbing for (4.13), (4.14). Moreover, iff is admissible, the above results are also valid iff is replaced by any h H f ). Proof. Except for the final assertion concerning the extension of the results to any h H(f) when f is admissible, the proof is analogous to the proof of Theorem 2.2 in [15]; therefore, we will not give the details but will just note that the proof involves a liberal use of Young and Poincar6 inequalities, combined with Gronwall estimates and the continuity of the imbedding



V, x L2.



V2 x VI



(4.18)



The condition (4.17) results from a requirement that the positive parameters e that occur in Young inequalities of the form 2



ab a +(2e)



-1



b 2,



a,b>O



be chosen in such a way that we may conclude that (u, ut) Cb([S, m), V2 x V) from the appropriate Gronwall estimate. Combining this procedure with the result that (u, ut) Cb([S, ), B), which follows from Theorem 4.1, we infer the existence of a bounded absorbing set in V2 x V1. Now we have the following lemma. LEMMA 4.1. Assume the hypotheses of eorem 4.2 and in addition that f the continuous mapping U(t) B B and everyfixed s Cb(, V1). en, for all



,



+



defined by U(t) S(t) -exp (-At) is uniformly compact; i.e., it satisfies the condition that, for all bounded sets B B and for all +, the union Ut U(r) is contained in a compact subset orB. Moreover, iff is admissible, this result is true iff is replaced by any h H(f ). Proo From (4.13), (4.14) we have (4.19)



(4.0 (s+=(+



,



(-(F(s+-r((s+-(O(s+



where () exp (-At) is the group associated with the corresponding with (s) linear equation so that, upon comparison with (4.19),



(4.21)



U(t+ s)



(t-)(F(s+)-F(O(s+))-D((s+))) d.



We require the exponential decay of the group (t) in the space Vx II()l(,exp (-(e/2)), ce0. This follows from the combination of an energy estimate in V x V and a Gronwall argument as in 15]. Then we find from (4.21), (4.5), (4.15), Theorem 4.2, and the additional hypothesis that f C(N, V):



v:



IIU(t+s)611v:v,-



1-exp-



sup e[0, t]



([[f(s+)l[vl+C(R)(l+[lu(s+)[[2)
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It follows from Theorem 4.2 that, for all bounded sets /c V x L2(f), U->_, Us(r)/ is contained in a bounded set Y in V2 x V1. Then, from the compactness of the imbedding (4.18), Y is compact in V1 x L2(), and the proof is complete. PRoPosrrioN 4.1. Assume the hypotheses of Lemma 4.1. Then, for given s E (i) Ss(t) possesses a bounded absorbing set Bo c B; (ii) For all bounded sets B B, there exists a compact set G B such that



,



(4.22)



lim sup ds(Ss(t)qb, G)=0,



t+



where de is defined as in (2.15). In addition, if f is admissible, (i) and (ii) remain valid when f is replaced by any



hEH(f).



Proof The proof is analogous to that of a corresponding result in [15]. (i) follows from Theorem 4.1. To prove (ii), let B be a bounded set in B. By Lemma 4.1, there exists a compact set Gc B such that U,>__o Us(t+ s)B= G. We then establish (4.22) by using the exponential decrease with of the linear group Z(t). We are now prepared to prove the continuity of the translation semigroup { tr(t), >= 0} relative to the system (4.1)-(4.3). PROPOSITION 4.2. Assume the hypotheses of Theorem 4.1 and, in addition, that ft Cb (, H) and that f is time-dependent admissible from to H. Then the translation semigroup {or(t), => 0} is continuous from H(W) to itself, where W is the almost periodic process associated as in (2.3) with the unique solution d/(u, v) of (4.13), (4.14) obtained in Theorem 4.1. Proof. Since 0(t + s) is uniformly bounded in B by Theorem 4.1, we may assume that it is contained in a B-ball: (4.23)



]ld/(t+s)ll


for some R>0. From the mean value theorem for Banach spaces, (4.5), and the well-known Sobolev imbedding theorem



H(f),--> Lq(-)



if 2


2n n-2



with n_->3,



we find



(4.24)



IIr(o)-r()ll.--



q



with a positive constant C(R), where is another solution of (4.13), (4.14) that also satisfies (4.23). Similarly, using (4.15) and the mean value theorem again, we obtain



(4.25)



lID(O)- D(;) II.



Also, there exists a positive constant c such that



IlF(t + s+ uniformly in s and since f E Cb(, H) by hypothesis. Since {tr(t), t-> 0} is a semigroup, it is sufficient to prove continuity at 0. The solution $ of (4.13), (4.14) also satisfies (4.20), and we have the following estimate for the linear group Z(t) [15, p. 278]:



(4.26)



Ilx(t)ll()_-


t-->0, 0
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Then, using the Schwarz inequality, we obtain (with



(4.27)



to



> O)



+ +



IlE(t++)(F(s+)-F(@(s+))-D(@(s+)))lld.



To estimate the first norm, we use the fact that E(t) is uniformly bounded in by (4.26), so that we can approximate in the B-norm by a sequence {} from the domain of A, D(A), which is a dense subset of B. Given > 0, we choose no eN such that



+



(4.28)







E



2(e+6)



when n e no.



We have the estimate which is a general result for analytic semigroups (cf. [16, p. 71]). Using this result and (4.26), we obtain



(4.29)



e6



[lE(t)(E (w) 1) ], < e+6 +w][AO,[l,(nno,



,



D(A)).



Similarly, in addition to the uniform boundedness of Z(t), we use the fact that F(ff(t+s)), D((t+s)), and F(t+s) also have this property, which follows from (4.23) and the respective hypotheses (4.5), (4.11), and f C(, H). It immediately follows that the second integral in (4.27) is bounded by C’w with C’ a positive constant. Finally, to estimate the remaining integral in (4.27), we use the boundedness propeies noted above to approximate F(s+), F((s+)), and D((s+)) by respective sequences {F,(s+)}, {F,(s+)}, and {D,(s+)}D(A) to obtain a bound analogous to (4.29). By choosing n0 large enough, we can use the same value of 6 as in (4.28) for these approximations. Thus, by collecting the above results we have, with 0,



I1() wt, )- w(t, (4.30)



< + m(C’+ I[A[n)+



exp



-



(t-)



from which it follows that () is continuous at In order to prove that W is almost periodic, we establish an estinaate of the type (3.1). Thus, consider two solutions @2 of (4.13), (4.14) with the same initial datum but corresponding to two distinct admissible forcing terms f,f2. Then, from (4.13), (4.14), the B-positivity of A((X, AX) 0, X e B), the Lipschitz estimates (4.24), (4.25), Young’s inequality, and a Gronwall estimate, we obtain the inequality



,



,



6( + s) 6(t + Nc with



-exp



t



sup [0, t]



c + 2C(R)+ 4c. It follows that W is almost periodic since



by hypothesis.



f is



admissible
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,



there exists a subsequence Take V c H(W). Then, for any sequence {zn}c such that in s for all t + and uniformly -->,-.oo {Zn} V(t,s)d) W (t,s)4 {Znm}C for all b B. In order to that r(to) is continuous on Vb, consider the following estimate:



show



I1(,o) v(t, s)- V(t, s)ll (4.31)  0, choose mo such that each of the last two norms in (4.31) is less than r//2 when m >- m0. This can / and all b H (see (2.6)). The assertion of the for all be done uniformly in s proposition follows. This proposition, together with the result in Theorem 4.1, establishes the hypotheses of Proposition 3.1 for (4.1)-(4.3). The first variational equation corresponding to (4.13), (4.14) has the form



(4.32)



d,(t+s)+Ad(t+s)+F’(b)dP(t+s)+D’(d/)dP(t+s)=O,



(4.33)



d(s) p B,



where $ $(t + s) is a solution of (4.13), (4.14). We see that (t + s) is independent of the forcing term in (4.13) as required by one of our hypotheses in 3. We proceed to the proof of existence of Fr6chet derivatives of the maps (2.13). THEOREM 4.3. Let W be a process associated in the usual way (2.3) with a solution d/ of (4.13), (4.14), assuming our hypotheses (4.4), (4.5), (4.7)-(4.10), f Cb(, .H), H and, in addition, that a decomposition (4.12) holds with fl satisfying (4.15). us V1, Furthermore, assume that there exists v (0, 1] and, for every R > O, also a positive constant C2 C2( R such that



s



(4.34)



for all p, c’2 2( R



VI with such that



(4.35)



.



IIg’(p)-g’(.)ll(v... 


II/’(u,)- ’(a,)liL. 


there exists



7,



for all u,, a, H



with u, II. --< R. 7,11- 


argument.



COROLLARY. For all > 0 and all s v is the same as in



,



the mapping Ss(t) is



of class C l’v, where



(4.34), (4.35).



We have now verified that all the hypotheses in 3 are valid for (4.1)-(4.3). In particular, we note that condition (7) of 2 is satisfied for this system because the maps Ss(t) are Lipschitz homeomorphisms with Lipschitz-continuous inverses on the entire Hilbert space B. We now obtain more information concerning the Hausdortt and fractal dimensions of sets of type (2.8) by deriving explicit estimates for the quantities (3.21). We note that (4.32) is of the form (3.20) with F’(tp)=-A-F’(O)-D’(O). At a given time p+s, let {X(p+s)=(pj(p+s), zj(p+s)) V1, j=l...,m} denote an orthonormal
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basis of B spanning an m-dimensional subspace Qm(p+s)B. Then, following an argument in [32, pp. 360-364], we obtain



(F’(d/)Xj, Xj), 


(4.36)



e



2( y2 + C62)



(ll≪:



8



v,,



where we have assumed that the initial data (4.14) belongs to a set of type (2.8), which, according to Theorem 4.2, is a bounded subset of B1 V_ V1 D(-A) H(I). Then



(t+s) {u(t+s), u,(t+s)+ eu(t+S)} belongs to a bounded subset of B, and u(t + s) belongs to a bounded subset M of D(-A) for all /. The quantity 7 in (4.36) arises from the following additional assumption concerning g"



(4.37) g’ is a bounded mapping from D(-A) to L(V,, H) for some 7 [0, 1). It follows [15] that there exists Te[0, 1) such that g’ maps M into a bounded subset of L(V, H). The constant y in (4.36) is defined by y supwo(-a)[Ig’(w)llL(v,,,). The final form of (4.36) is obtained by two applications of Young’s inequality. Then, using the fact that the {X}(J N) are orthogonal in B and a lemma in [32], we obtain the following estimates for the quantities in (3.21): -me 4



2(y2+C62)



-me 4



2(y+C)



,q,(t) 



(4.38) (4.39)



sqm


e



e



z,



A’/-,



j=



=2 /..,



-,



where the {aj} are eigenvalues of-Z. It follows from (3.11), (3.18), (3.19), and the above results that we obtain the following estimates for the uniform Lyapunov exponents. THEOREM 4.4. Assume the hypotheses of Theorem 4.3 as well as the additional hypothesis (4.37). Then (i) The uniform Lyapunov exponents tx,, associated with sets of type (2.8) are majorized according to



(4.40)



[J,



,s



-l"



-



-ll- [lQ,



-me 4



2(y2+C62) e



4’z, A 7



j 6 IN



i=1



(ii) The m-dimensional volume element is exponentially decreasing in the Hilbert space B;



(iii) We have the upper bounds for the Hausdorff and fractal dimensions of



E, dH (E.) 


(4.41)



is chosen in such a way that



e2 mo 


Remark 4.1. (a) Note that the bounds (4.38)-(4.40) are uniform in s. (b) There are some differences in the details of the proof of Theorem 4.4 compared with the proof of the corresponding autonomous result that we now point out. (b l) As a consequence of the fact that we include effects of weak nonlinear dissipation, the constant C6 appears in the bounds (4.38)-(4.41). This has the consequence that the allowed values of mo, defined to be those for which (4.41) is valid, are different from
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those for the corresponding linearly damped equation. (b2) The validity of (ii) follows from the estimate



Tr F’(d/(p+ s)) Q,,,(p+ s)


2(y2+ C)



4



e



2=1



the choice of values of m0 being those allowed by (4.41). To conclude our discussion of the system (4.1)-(4.3), we note that the considerations of the present section can be extended to systems of equations of type (4.1). Thus, in place of that equation, we consider the system of equations



u.-k-fl(ut)-Au+ g(u)-- f,



(4.42)



obtained from (4.1) by letting u be an /-dimensional vector u =(ul,’" ", Ul) and by replacing -A by -AA where A is a symmetric matrix, although we could also consider linear unbounded elliptic selfadjoint operators L with smooth coefficients whose inverses are compact on the Hilbert space H (L2(I))) l, where 12 is a bounded domain on which we impose conditions analogous to those stated at the beginning of this section in the case of (4.1). We impose Dirichlet boundary conditions (4.2) on each component of u, although Neumann or periodic boundary conditions could also be considered. The nonlinearity g(u) is of "potential type"; i.e., there exists a function G(ul,’’’,Ul) (a generalization of the primitive (4.6)) such that gi(u)= (O/Oui)G(Ul,... l,ll) (i= 1,’’’ ,1). We assume that the dissipative term /3 has a representation analogous to (4.12) with the constant y replaced by a positive-definite matrix. The hypotheses (4.4), (4.5), (4.7)-(4.12), (4.15), (4.16), (4.34), (4.35), and (4.37) are replaced by their obvious vector analogues. Under these conditions, we can verify all the hypotheses required for the proofs of the dimension estimates in Theorems 3.2-3.4, and analogous results to those in Theorem 4.4 can be obtained for the system (4.42). These results generalize the work of Babin and Vishik [3], [4], who proved existence and other properties of global attractors for autonomous equatons of the above type with linear dissipation.



5. Reaction-diffusion equations. In this section we consider the nonlinear PDE,



(5.1) (5.2)



q&--Aq+g()=f(x, t) ingl[s, oo), q(x, s) b(x), x f, some with Dirichlet boundary conditions q(x,t)=0, xOf, t>=s, (5.3) where 11 denotes a connected open bounded subset of n with a smooth (at least C 2) boundary 01). We consider the Hilbert space H L2(I)) and set V= H(fl). Global attractors and estimates of their dimensions for the system (5.1)-(5.3) with suitable restrictions on g have been considered previously without a time-dependent forcing term f by Babin and Vishik [2], [4], Marion [25], and T6mam [32]. We assume the following conditions. There exists a real number p_-> 2 and positive constants cl, c2, c3 such that C1S2p C Sg(S) C2 S2p + C (5.4) for all s



(5.5) (5.6) for all s



. .



"



There exist positive constants C4,



C5 such that



g’(s)>--c4, g’(s) 
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There exists a positive constant c6 such that



(5.7)



.



Ig(s)l C6(1 +[Sl 2p-l)



for all s The forcing term satisfies



(5.8)



f e Cb(N, H).



The following result gives basic local and global existence results for (5.1)-(5.3). THEOREM 5.1. Assume that (5.4)-(5.8) hold. Then, for each 49 H, there exists a unique solution b of (5.1)-(5.3) such that l, L2([s, T]; V) f’) L2p([s, T]; L2P(12)) for all T> s and q, Cb([S, O0); H) for each s The mapping 494,(t+ s) is continuous on H. Furthermore, if ck V, then



.



d/ Cb([S, T]; V) f-1L2([s, T]; H2(II)) for all T> s. Finally, iff is admissible, the above results remain valid iff is replaced by any h H (f ). The proof relies on classical arguments [23] and is an extension of the arguments of Marion [25] and T6mam [32] to cases of time-dependent forcing. We omit the details. Remark 5.1. Hypotheses (5.4)-(5.7) are satisfied for the nonlinearities g(s)= [slP-2s(p >= 4, s ) and g(s) as3 fls(ce, fl > O). We now prove the existence of bounded absorbing sets for the system (5.1)-(5.3). Since the proof only differs from corresponding considerations in [32] by the inclusion of time-dependent forcing terms, many details will be omitted. THEOREM 5.2. Assume the hypotheses of Theorem 5.1. Then (a) There exists a closed ball in H that is absorbing for (5.1)-(5.3); (b) If, in addition to the above hypotheses, f Cb(, V), then there exists a closed ball in V that is absorbing for (5.1)-(5.3); (c) If we construct a process W as in (2.3) in terms of the unique solution of (5.1)-(5.3) discussed in Theorem 5.1, the maps Ss( t)rk W( t, s; f )rk, 49 H are uniformly compact for >-to with to> 0 sufficiently large. Moreover, if f is admissible, the above results are valid with f replaced by any h H(f); (d) Asymptotic compactness holds; i.e., for all bounded sets ; c H L(), there exists a compact set G c H such that lim sup dn(Ss(t)d), G)=0 t--, +oo 4E/]



defined as in (2.15). Iff is admissible, this result is true for all h H(f). Proof (sketch). (a) By multiplying (5.1) by $ and using (5.4), the Poincar6 inequality for H(f), and Young’s inequality, we obtain an energy inequality in H with dH



from which we obtain, by the standard Gronwall lemma,



(5.9)



limsup



C3[’1



2A,



[[fll=-R’



.



where ha denotes the smallest eigenvalue of-A on fl and is the volume of Thus, any ball in H L2(O) centered at zero with radius R> Ro is an absorbing set for



(5.1)-(5.3). (b) Analogously, to obtain an absorbing ball in H(), we obtain a corresponding energy inequality by multiplying (5.1) by -A and using (5.5) and (5.3) in conjunction with Green’s theorem, Young’s inequality, and the Poincar6 inequality [32] Ilv[l cv()tla II. for some positive constant C7 depending on to obtain for any e, e2 > 0:



,
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-



First consider the case when C-2> C4o Then, setting el standard Gronwall estimate yields the result



lim sup



IIv g,(t / s) I1, 


,



/



e2---21-(C-2-C4),



a



Ilvf ,) 1/=-- R1,



and a similar argument to the discussion following (5.9) yields the result that any ball in H(O) centered at zero with radius R > R1 is an absorbing set for (5.1)-(5.3) when



C;: > C4.



< Ca, we put For the remaining cases C-2_ e



e2



C-2



and obtain from (5.10)



by a standard Gronwall argument, IIv(t + s) ,--< exp (2Cat)llV(s)ll



(5.11)



/



C(2C4)-(11f11 / IlVfll )(exp (2C4t)- 1).



Then, from (5.10) and the uniform Gronwall lemma [32, p. 89], for an arbitrary fixed r>0,



(5.12)



IIV(t+s+r)ll


K(r)=1/2(1 + ;)llg,(s)ll +(AV +2r)(fll+(2A)-llfll). Thus, when C =_-< Ca, (5.12) provides uniform bounds for Ilvg,(t+s)ll, when t+s>=r while (5.11) provides uniform bounds when + s =< r. Any ball of V H(O) centered at zero with radius R> R2 is absorbing for (5.1)-(5.3).



where



(c) The proof of the uniform compactness of the maps (2.13) now follows as in the proof of the corresponding result for the solution semigroups in autonomous cases [32, p. 86]. (d) The proof of asymptotic compactness is analogous to the corresponding proof for nonlinear wave equations in Propositions 4.1. This completes the proof of the theorem. The translation semigroup {tr(t), t->0} is continuous relative to the system (5.1)-(5.3). PROPOSrrION 5.1. Assume the hypotheses of Theorem 5.1 and, in addition, that ft Cb (R, H) and that f is time-dependent admissible from to H. Then the translation semigroup {tr(t), t->_0} is continuous from H(W) to itself, where W is the process associated as in (2.3) with the unique solution d/ of (5.1)-(5.3) obtained in Theorem 5.1. Proof. The proof is analogous to the proof of Proposition 4.2. This proposition, together with the result in Theorem 5.1, establishes the hypotheses of Propositon 3.1 for the system (5.1)-(5.3). The first variational equation corresponding to (5.1)-(5.3) has the form



d,( + s) AdP( + s) + g’(d/)( + s) O, d(s) p H, where p= p(t+ s) is a solution of (5.1)-(5.3). We see that (t+ s) is independent of the forcing term in (5.1) as required by our hypothesis in 3. We now prove existence of the Fr6chet derivatives of the maps (2.13) for the system of equations (5.1)-(5.3), (5.13), (5.14). THEOREM 5.3. Let W be a process associated in the usual way (2.3) with a solution d/ of (5.1)-(5.3) assuming the hypotheses (5.4)-(5.8) as well as the additional condition that there exists v (0, 1), and for R > 0 there exists C8 C8(R) > 0 such that (5.15) Ilg’(x)-g’(;)ll(H c811x-;117 for every X, ; H such that IIx[I R, II;11- R. Then Frdchet derivatives L of the maps



(5.13) (5.14)
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(2.13) exist and are defined in terms of appropriate solutions of (5.13), (5.14) as in (3.14). Moreover, if in addition to satisfying (5.8) f is also time-dependent admissible, then these results remain valid iff is replaced by any h H(f ).



Proofi The proof is analogous to the proof of Theorem 4.3. COROLLARY. For all > 0 and all s R, the mapping Ss( t) is of class C 1", where



, is the same as in (5.15).



With the exception of condition (7) of 2, we have now verified that all the hypotheses of 3 are valid for (5.1)-(5.3). The validity of this condition follows from the following result. THEOREM 5.4. Assume the hypotheses of Theorem 5.3, and let Es denote a set of type (2.8) corresponding to a global attractor sA( W) for the distinguished process W. +, S(t) is invertible on the range of S (t)H, and the and each Then, for each s surjective map (Ss t))-I Ss (t) E E is Lipschitz continuous. To prove this result, we need the existence of backward extensions in of the maps Ss(t). This follows from a generalization to almost periodic processes of some results on periodic processes due to Slemrod [31], which we now discuss. DEFINITION 5.1. Let V be an almost periodic process on a Banach space B, and consider r/ B. A function U(., r/) N x R B is said to be an extension of the process V from r/ if (i) U(O, s; q) is continuous in 0; (ii) U(t+O,s;q)=Z(t,s+O; U(O,s;r/)) for tee + O,sN, and some Z



-



-



H(V); (iii) U(O, s; r/)= Then we have the following. LEMMA 5.1. Let V be an almost periodic process on B. Assume that the positive orbit 0/( s, X)= t-Jt>_o V(t, s; X) through X B lies in a compact subset A B. If q belongs to the to-limit set tos(X)= f)>--o ClosureB t_lt>_ V(t, s; X) of the orbit of V originating at (X, s) B x then V possesses an extension U( O, s; r1) from rI. Proof. The proof is similar to that of Slemrod for periodic processes, the essential points of difference being (1) the places in Slemrod’s proof where periodicity was used, and (2) the verification of condition (ii) for the extension candidate U. We will, therefore, skip some of the details. There exists a sequence {tn} c N+ such that tn as n +oo with



,



-



V(t,, s; X) r/ as n +. Then choose a > 0 and pick no > 0 sufficiently large so that tn >_- 2a when n >_ no. Then,



(5.16)



following an argument similar to that of Slemrod, it can be shown that the sequence { V(t, + -, s; X)} is an equicontinuous family of functions of "re[-a, a]. From Ascoli’s theorem, there exists a subsequence {Tm}C {t,}, such that [-a, a]. Call it V(T,, +’r, s; X) converges uniformly to a continuous function of U(’, s; r/). That is, we have



’



V( T,, + z, s; x)- U(’, s; )IIB-0 as rn-+ uniformly in z for z [-a, a], and (i) is satisfied. For z=0, V(Tm, s;x)rl by (5.16) so that (iii) is satisfied for all s6 and it only remains to establish (ii). We have IIVT(O,+’; V(-r.,,;X))-V-(O,+’; u(, ; ,))11-0 by continuity. But v:.(O,s+-; V(-+ T,.;s;X))= V(-+ T,.+O,s;x) U(-+O,s; ),



(5.17)



1227



NONAUTONOMOUS PROCESSES



U(’+O,s; r/)= lim-I- VT.m(O,s+-; U(r,s; rl))=Z(O,s+r; U(’,s; 7))



-



,



for some ZH(V). It follows from (5.17) that U(-,s; q)to(x) for all -[-a,a], and the proof is complete. and hence for all the existence of S(t) for each 0, and Proof of eorem 5.4. For given s each h H(f) follows from Theorem 5.1 and its Lipschitz continuity follows from Theorem 5.3 (see the statement of the corollary to that theorem). Then, using the facts the same as in (2.13)) and that S(t) possesses backward that E () (with extensions in from E (which follows from Lemma 5.1), we easily see by a slight generalization of the usual argument [32], [5], [14] that the injectivity of S(t) is equivalent to the backward uniqueness propey for the system (5.1)-(5.3). In fact, with our hypotheses, the proof of backward uniqueness given by T6mam [32] is also valid in the present case. Thus, (S(t)) exists on the range of S(t)H. By Theorems 5.1 and 5.2 and an argument in the proof of Theorem 3.2, there exists an s-independent global attractor A(W) for the skew-product semiflow {(t), t0} associated with the distinguished process W, and the corresponding set Es defined by (2.8) is compact. Consider the restriction of S(t) to E. Since S(t) is continuous and E is compact, S(t)E is a compact set. Then, by a result due to Tikonov [4, Lemma 3, p. 98], (S(t)) is continuous as a surjective map (Ss(I)) -1" S(t)E E. From the relation (S(t)) S+,(-t) and (3.12), we obtain (with a fixed real number to) (S(t)) SS_to(tO (s_to(t + to)) -1, from which the Lipschitz continuity of (S(t)) follows due to the continuity of (S_,o(t+to)) and the Lipschitz continuity of S_,o(tO). This completes the proof. We now obtain additional information about the Hausdorff dimension of sets of type (2.8) by estimating the quantities (3.21). We note that (5.13) is of the form (3.20) with F’(@)=A-g’(@). Then, using the condition (5.5) that g’(s) is bounded from below and the procedure in [32, pp. 299-301], we obtain the following estimates, which are uniform in s:



,



-



-



-



5.18)



5.19



-



-= -=



m



-C;’



21nl /.



m



,



l+n



and C depends only on n. If m is where C depends only on n and the shape of sufficiently large so that the right-hand side of (5.19) is negative, then the m-volume element is exponentially decaying in H and d,(E) m. Similar estimates can be obtained for the fractal dimension of E by using techniques discussed in [32]. To conclude the paper, we note that the considerations of the present section can be extended to systems of equations of type (5.1). Thus, just as we generated the system of hyperbolic equations (4.42) from the single equation (4.1), we obtain the system of parabolic equations



(5.20)



,-a+g()=f(x, t)



,



from (5.1) by replacing the scalar by an/-dimensional vector ) and (,. by replacing by a where a is a positive symmetric matrix, although we could also consider ceain other linear operators L as in our discussion at the end of 4 for the dissipative nonlinear wave equations. We consider the Hilbea space H =(L2()) t, is a bounded domain on which we impose conditions analogous to those where
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,



stated at the beginning of this section in the case of (5.1). We impose Dirichlet boundary conditions (5.3) on each component of although Neumann or periodic boundary conditions could also be considered. There exists a function H(@I," @) such that gi(d/) (O/O,)H(d/,..., ), i= 1,..., l; and the hypotheses (5.2), (5.4)-(5.7), (5.15), and conditions such as f Cb (R, V), f Cb(R, H), f is time-dependent admissible, are replaced by their obvious vector analogues. Under these conditions, we can verify all the hypotheses required for the proofs of the dimension estimates in Theorems 3.2-3.4, and analogous results to those in (5.18), (5.19) and the succeeding discussion can be obtained for the system (5.20).



,
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