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DIRECTED MATCHING AND MONETARY EXCHANGE1



BY DEAN CORBAE, TED TEMZELIDES AND RANDALL WRIGHT



Abstract We develop a model of monetary exchange where, as in the random matching literature, agents trade bilaterally and not through centralized markets. Rather than assuming they match exogenously and at random, however, we determine who meets whom as part of the equilibrium. We show how to formalize this process of directed matching in dynamic models with double coincidence problems, and present several examples and applications that illustrate how the approach can be used in monetary theory. Some of our results are similar to those in the random matching literature; others di®er signi¯cantly.
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Introduction



This paper presents a framework for thinking about monetary economics based on bilateral exchange. The approach is related to standard search or random matching models of money, in that agents will be assumed to trade directly with each other and not through a centralized market. We maintain bilateral trade because it is a simple and natural way to generate a double coincidence problem, and this seems like a reasonable friction upon which to build a theory of money as a medium of exchange. However, our approach is fundamentally di®erent from existing search models of money in the following sense: rather than assuming agents meet exogenously and at random, we determine who meets whom as part of the equilibrium. We will show that it is possible to develop a monetary theory based on the double coincidence problem if one retains the bilateral matching restriction but drops the exogenous random matching assumption used in the previous literature. Our solution concept is related in spirit to the literature on matching in cooperative equilibrium models going back to Gale and Shapley (1962). As in that framework, agents are matched at each point in time subject to a stability condition that says, basically, no two agents prefer to be with each other rather than with their current partners. However, the previous literature in this vein 1



is essentially static, and because we are interested in monetary economics we need to extend things to dynamic environments. We do this in a somewhat general way since, in principle, the equilibrium concept may have many other applications, even though the focus here is mainly on money. Although general, our method is still fairly simple, and it is sometimes much simpler than random matching for monetary applications. One reason it is desirable to endogenize the meeting process is that many economists seem to think random matching is unattractive or unrealistic.2 One may try to counter that random matching is merely a tractable way to generate a double coincidence problem, and it is not crucial to the basic message. To see if the results { or, to see which results { from previous monetary models based on bilateral exchange depend on random matching, we give agents the ability to control their meetings. It turns out that when one does so, some of the results in the previous literature do go through while others change signi¯cantly. The key point is that the notion that money can be important when there are double coincidence problems does not depend on random matching. The rest of the paper can be summarized as follows. First, we introduce the general framework and de¯ne our notion of equilibrium. We then explore its implications by studying several applications in monetary economics. For 2



example, we use the model to study the relationship between money and memory in supporting e±cient allocations, as discussed by Kocherlakota (1998) and others. We also develop simple models of monetary exchange similar to Kiyotaki and Wright (1993), Shi (1995) and Trejos and Wright (1995), but with our equilibrium concept rather than random search. Finally, we consider the emergence of commodity money, as in Kiyotaki and Wright (1989) and Aiyagari and Wallace (1991), but again using our equilibrium concept.3



2



Matching



Time is discrete: t = 0; 1; : : : T , where T may be 1. Let A be a set of agents, where A is arbitrary for now. Agents are characterized by their type, describing, for example, their tastes or technology. Later, we introduce state variables, describing, say, the goods they are holding, but for now we assume they carry no inventories. In our framework agents are restricted to meet and trade bilaterally; however, in contrast to the standard matching literature, rather than assuming they meet exogenously and at random we will determine who meets whom. For now one should think of agents being able to meet particular individuals. Later we also consider models where they get to meet an agent of a certain type but not necessarily a particular individual { say, they draw an individual at random



3



from the set of agents of that type.4 Bilateral matching can always be described by an assignment rule ª = fÃ t g, where at every date t, Ã t : A ! A is a bijection that assigns to every individual a partner. As a convention, Ã t(i) = i means the agent is in autarky that period. We need to impose some consistency conditions. First, Ã t[Ã t(i)] = i; in other words, you are your partner's partner. Second, in the case where A is a continuum, Ã t must be measure-preserving in the usual sense (see Kaneko and Wooders [1986] or Cole, Mailath and Postlewaite [1998]). At every date t, Ãt induces a partition µt of A into subsets, or coalitions, of size 1 or 2. Let £ be the set of partitions consisting of all such coalitions. Given the current partition the instantaneous payo® of i is denoted wti(µt ). Thus, agents generally have preferences over the entire partition, although in applications w it will often depend only on Ãt (i). Indeed, although for now we de¯ne preferences over µt, later we will explicitly introduce decisions about production, exchange and consumption within matches, and it will be these variables rather than partners per se that generate utility. A history at t is a list h t = (µ 0; µ 1 :::; µt¡1 ), and Ht is the set of all possible histories at t. De¯ne a matching rule by © = f©t g where © t : Ht ! £ gives the current partition as a function of history. For any ©, lifetime utility of i at history h t is given 4



recursively by v it(ht ) = wti [© t(h t )] + ¯v it+1 (h t+1 );



(1)



where h t+1 is constructed by updating h t using µt = ©t (h t), and ¯ 2 (0; 1) is a discount factor. We say that © is an equilibrium matching rule if for every t and h t, no coalition C consisting of 1 or 2 agents can do better by deviating in the following sense: an individual can deviate by matching with himself rather than as prescribed by ©; and a pair can deviate by matching with each other rather than as prescribed by ©. When we say C does better we mean that v it (h t) increases for all i 2 C , taking as given two things. First, we take as given that at date t, every j 2 = C matches according to ©, unless © called for i to match with j but i deviated by not matching with j, in which case j stays in autarky that period. Second, agents take as given that from date t + 1 on, matching will be determined by ©, given the history induced by the deviation. We emphasize that for © to be an equilibrium it must be immune to bilateral as well as unilateral deviations, but not double deviations. To illustrate, consider A = f1; 2; 3; 4g. Suppose we want to check if there is an equilibrium prescribing µ = [f1; 2g; f3; 4g]. We need to check potential individual deviations, including, e.g., agent 1 abandoning 2, leading to [f1g; f2g; f3; 4g]. We also need 5



to check bilateral deviations, including agents 1 and 3 abandoning their current partners for each other, e.g., leading to [f1; 3g; f2g; f4g]. However, we do not need to check double deviations, such as 1 matching with 3 and simultaneously 2 matching with 4, e.g., leading to [f1; 3g; f2; 4g]. This issue does not come up in static models where i's payo® depends only on Ã(i), since a coalition contemplating a deviation does not care what other agents do. In a dynamic model, however, even if w it depends only on Ã t(i), future payo®s may generally depend on the entire partition µt . We also emphasize that to check if © is an equilibrium we only check oneperiod deviations; i.e., a coalition considering a deviation at t takes as given behavior from t + 1 on, in that future matches are determined by © from the history h t+1 induced by the deviation. As is standard, for unilateral deviations this is without loss of generality: by the unimprovability principle of dynamic programming to show that a decision rule is optimal it su±ces to check all oneshot deviations. There is no such principle for coalitions with more than one agent, however, and our restriction to one-time deviations can be substantive. In fact, by checking all one-period deviations we are actually checking all k-period deviations for any k < 1. There are examples where the results could change if one allows in¯nite deviations, but most of what we say in this paper does not 6



hinge on this (see footnote 5). To see how things work in more detail, consider an example where A = f1; 2; 3g. The set £ contains: autarky, denoted a = [f1g; f2g; f3g]; 1 and 2 matched, [f1; 2g; f3g]; 2 and 3 matched, [f2; 3g; f1g]; and 3 and 1 matched, [f3; 1g; f2g]. Suppose preferences are as follows: for each agent i, wti = u > 0 if i is matched with i + 1, w it = ¡c < 0 if i is matched with i ¡ 1, and w it = 0 if i is matched with himself, where addition is mod 3. Thus, 1 wants to match with 2, but 2 does not like 1 and wants to match with 3, and so on. This leads immediately to the following observations: (i) for any T , ©t (h t ) = a 8t (permanent autarky) is an equilibrium; and (ii) if T < 1 this is the only equilibrium. To verify (ii), observe that if T < 1 then any coalition deviating from a at T must be of the form C = fi; i + 1g for some i, which makes i + 1 worse o®, and then use backward induction. To verify (i), if T = 1, at any t a deviating coalition is again C = fi; i + 1g, which makes i + 1 worse o® at t and no better o® in terms of continuation value since he takes as given ©s (h s) = a from every h s 8s > t.5 Assuming c < ¯u, there may be many other equilibria when T = 1, but we want to focus on one with the matching rule ©e that prescribes µe0 = [f1; 2g; f3g], µe1 = [f2; 3g; f1g], µ e2 = [f3; 1g; f2g], and then cycles back to µe3 = µe0 , along 7



the equilibrium path; and at any history h t o® the equilibrium path, triggers to permanent autarky.6 Since © e implies that payo®s are periodic, along the equilibrium path, we let vij be the lifetime utility of agent i when it is j's turn to match with the agent he likes. Then (1) implies i i vii = u + ¯vi+1 , v ii+1 = ¯ vi+2 , v ii+2 = ¡c + ¯ vii:



(2)



The binding condition is to get i to match with the person he does not like: i vi+2 = ¡c + ¯v ii ¸ 0. Rearranging the expressions in (2), this is equivalent to i vi+2 = (¯u ¡ c)=(1 ¡ ¯ 3 ) ¸ 0.



Given c < ¯u, no coalition wants to deviate along the equilibrium path. As permanent autarky is always an equilibrium, there are no pro¯table deviations o® the equilibrium path either. Hence, ©e is an equilibrium. We will call such an outcome active, which means we are not in autarky at any date along the equilibrium path. Clearly, in this example, © e is also e±cient in the obvious sense (agents are matching and trading in every period). Before pursuing monetary applications, we generalize our de¯nition to include state variables in order to allow agents to carry inventories. In addition, we introduce decision variables describing behavior other than matching since we want to explicitly allow for production, trade and consumption. Let zti be the individual state. The aggregate state, Zt , speci¯es zit for every i. Let ¾ ti 8



be an individual decision variable, constrained to lie in a set which generally depends on the state, §i (Zt ). Let ¾ t specify ¾ it for every i. Let Y t = (µ t; Zt ; ¾t ), and denote instantaneous payo®s by w it(Y t ) and the law of motion for the state by Zt+ 1 = f (Y t). A history at t is now given by h t = (Y 0 ; Y 1 ; :::; Y t¡1 ; Zt ), and Ht is the set of possible histories. Matching is again described by © = f© tg where ©t : Ht ! £. For each agent i we also have a decision rule ¡i = f¡ itg where ¡it : Ht £ £ ! § i. Let ¡ specify the pro¯le of individual decision rules. For any © and ¡, lifetime utility of agent i at t in history h t is now given by i v it (ht ) = wti [© t(ht ); Zt ; ¾t ] + ¯vt+ 1 (ht+ 1 );



(3)



where ¾ t is determined from the decision rules ¡it (ht ; µt ) and ht+ 1 is constructed in the obvious way. The generalized notion of equilibrium is a pair (©; ¡) such that for every t and h t , no coalition C consisting of 1 or 2 agents can do better by deviating either by matching di®erently than as prescribed by © or by taking a decision di®erent than that prescribed by ¡. When we say that C does better we require two things. First, agents take as given that at date t, every j 2 = C matches according to ©, as above. Second, from date t + 1 on, matches and decisions are determined by (©; ¡) from the history h t+1 induced by the deviation. The rest of the paper involves illustrating how the model can be put to work 9



in monetary economics though a series of examples and applications. Before proceeding, we mention the special case of a history-independent equilibrium, which is an equilibrium where (©; ¡) does not depend on ht except through the current state Zt . As will be seen below, if we can use matching rules that depend on h t then there is no essential role for money { i.e., very generally, any outcome that can be supported using money can be supported as an equilibrium without money as long as the equilibrium can depend on the entire history. Hence, we will often proceed in our applications by assuming agents do not know ht , which means that the equilibrium must be history-independent. Also, before closing this section, we mention that one could without too much di±culty write down a non-cooperative game, with explicit descriptions of proposals and acceptance decisions, that describes the physical mechanism by which matches actually form. For instance, a strategy for i can be an announcement of a name ´ i, and we can set Ã(i) = j i® ´i = j and ´ j = i. We proceed here more in the spirit of cooperative game theory for two reasons: (i) it avoids having to go into detail as to how the mechanism works; and (ii) it allows us to derive conclusions that do not depend on any particular choice of mechanism.
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Money and Memory



We begin the applications by exploring the relationship between money and memory in supporting e±cient allocations. This is motivated by Kocherlakota (1998), who studied the issue in several models, including random matching models (see also Kocherlakota and Wallace [1998], Wallace [2001], and Araujo [2001]). While it is common in this literature to assume a continuum of agents, in this example we assume a ¯nite population. Later we study examples where A = [0; 1], but having a ¯nite population here allows us to derive some additional implications regarding alternative notions of memory. We begin with the case of complete public memory, which means that the entire history ht is known by everyone. Let T = 1, and assume there are N indivisible and nonstorable goods. There are also N agents, and each agent i 2 f1; 2; :::; N g produces only good i and consumes only good i+1 (mo d N ), where N ¸ 3. When agent i produces he receives disutility ¡c and when he consumes he receives utility u, where c < ¯ u. While later we will want to distinguish between matching and other decisions, like producing or trading, for now we identify a match between i and j with the following outcome: if j = i + 1 then j produces and i consumes; if j = i ¡ 1 then i produces and j consumes; and for any other i and j there is no production 11



or consumption. As we assume for now that goods are nonstorable, they must be produced and consumed simultaneously, and given that there is no money in the model as of yet, agents carry no inventories. Hence, for now there are no state or decision variables, and an equilibrium is completely described by ©. With N = 3, this environment is equivalent to the simple example with A = f1; 2; 3g in the previous section. Hence, one equilibrium is permanent autarky, and another is given by the rule ©e that prescribes µ0e = [f1; 2g; f3g], µe1 = [f2; 3g; f1g], µ e2 = [f3; 1g; f2g], µe3 = µ0e, and so on, along the equilibrium path, supported by a trigger to permanent autarky from any history o® the equilibrium path. The generalization to N types is straightforward. If N is any even number, we can support a symmetric active outcome where every agent consumes and produces every second period (i alternates between matching with i + 1 and with i ¡ 1) for exactly the same parameter values; if N is odd, one agent must sit out one out of every N periods, as we saw when N = 3. In any case, the binding constraint is always to get agent i to match with (produce for) i ¡ 1, which can be accomplished by allowing him to consume one period later, given c < ¯u. It is well known that there is no role for money in an environment such as the one described above, precisely because there is perfect memory; that is, if 12



we add money, we do not change the set o® outcomes that can be supported as equilibria. The argument is the following: anything we could do with tangible money, we can do without it simply by keeping track in our memory of how the money would have changed hands in a monetary equilibrium (see Wallace [2001] for an extended discussion). Since we want to discuss monetary economics, we assume at this point that there is not perfect memory. For now, consider the opposite extreme of no memory { for whatever reason, agents simply do not know h t { which means © must be history-independent.7 If there is no state variable, the unique history-independent equilibrium is permanent autarky, because i will never match with i ¡1 at t if the future cannot depend on µt . However, we now introduce a state variable by adding money to the model, in the form of M intrinsically useless, indivisible, storable objects called coins, say. The initial distribution of coins across agents can be arbitrary (e.g., give one coin to each of M agents, give them all to one agent, etc.). The state variable for agent i is his money inventory, zti 2 f0; 1:::; M g. The aggregate state Zt = (zt1 ; :::zN t ) lists all inventories and is publicly observable. Although ©t cannot depend on h t , it can depend on Zt . In addition to the state variable, because we have money we now need to describe the decision rule ¡ as part of the equilibrium. First note the following: 13



a necessary condition for i to match with i ¡1 is that money must change hands, since unless zit changes i's future payo® cannot depend on whether he matches or not. That is, the environment has been constructed so that agents will only match if they get something in return. The decision rule ¡ needs to list, for each meeting that occurs according to the matching rule © t, in each state Zt, the number of coins that i gives to j when they match, subject to the obvious restriction that this number must be an integer between 0 and zti. An candidate equilibrium (©; ¡) is a speci¯cation of a matching rule and such a trading rule. Consider for example N = 3. If we set M = 1, we claim the e±cient outcome can be supported using monetary exchange with no memory. Thus, at any date t, if zit = 1 let © prescribe that i match with i + 1 and let ¡ prescribe that i give his coin to i + 1. The potentially binding deviation is for i + 1 to stay in autarky that period, in which case he does not have to produce but does not change his state. If ¯u ¸ c, this deviation does not make him better o®. Hence, monetary exchange is indeed an equilibrium. Also notice that money and memory are perfect substitutes in this example: the e±cient outcome can be supported using either. An example with N > 3 will be discussed in the next section, but ¯rst we want to discuss some additional features of this case. For comparison, suppose that we change the matching technology and now 14



force agents exogenously to meet randomly, but otherwise keep the environment exactly the same. If we have perfect memory, we can try to support the e±cient outcome where i matches with (i.e., produces for) i ¡ 1 when they happen to meet with a trigger to autarky. The relevant incentive condition holds i® h ¯ ¸ c= c +



® N¡1 (u



i ¡ c) ´ ¯ r , where ® is the probability of meeting anyone



each period, and each meeting is a random draw from the population. The condition ¯ ¸ ¯ r is more di±cult to satisfy than ¯ ¸ c=u, even if ® = 1 because with random matching you can meet the wrong type. While this is not surprising, it is perhaps interesting to note that ¯ ¸ ¯ r becomes harder to sustain as N increases, while with directed matching the relevant condition ¯ ¸ c=u does not depend on N at all. Now assume no memory but introduce money into the random matching model. With N = 3 and M = 1, monetary exchange is an equilibrium i® ¯ ¸ ¯ r , but clearly monetary exchange implies lower payo®s than the allocation we sustained using memory. The key point here is not that random matching yields a lower payo® then directed matching, but that in a random matching world money is an imperfect substitute for memory while in our model it is a perfect substitute. The reason is that with random matching agents sometimes meet a producer of a good they like when they have no money; they could 15



consume in such a meeting if we had recourse to memory, but not in a monetary equilibrium. With directed matching such meetings do not occur since an agent only meets a producer of a good he likes when he has cash. To close this section we brie°y consider some implications of assuming private but not public memory. Assume the complete history ht is not known by any given agent, but he does know his own experience. Consider as a candidate equilibrium the outcome that is identical to the e±cient © described above except that an agent only triggers to autarky after he directly observes someone else deviate. Given N = 3, consider agent 2 at t = 0, when © prescribes that he match with 1, and suppose he deviates to autarky that period. Agent 1 observes this but agent 3 does not; as far as 3 knows, at t = 1 we are still on the equilibrium path, and so he matches with 2. Only at t = 2 will agent 3 know there has been a deviation, when agent 1 refuses to match with him, at which point permanent autarky sets in. There are two relevant incentive conditions. First, it must be the case that agent 1 makes the deviation by 2 known to 3 at t = 2 by refusing to match, which is always true here. Second, one can check that agent 2 will not deviate at t = 0 i® ¯ 4 u ¸ c. This is a stronger condition than the one we needed under public memory, ¯u ¸ c. When actions are only privately observable, deviations trigger 16



chains of punishments that get back to a deviator only eventually. Therefore a larger ¯ is needed to support exchange. However, the monetary equilibrium described above still exists i® ¯u ¸ c. Hence, for some parameters, money supports outcomes that private memory cannot. Moreover, private memory becomes useless as the number of agents grows, while it is still possible to have monetary equilibria.8 We summarize some key features of the main example of this section as follows:



Proposition 1 Consider the case where A = f1; 2; 3g and M = 1. In the directed matching model there is a history-independent monetary equilibrium i® ¯ ¸ c=u, and it yields the same outcome as the e±cient equilibrium under public memory. With random matching, a history-independent monetary equilibrium exists i® ¯ ¸ ¯ r > c=u, and it yields lower payo®s than the e±cient equilibrium under public memory.



4



An Example with N = 4



Here we consider an example of a monetary equilibrium in the model of the previous section with N = 4. This serves to illustrate how potential deviations and outcomes o® the equilibrium path in°uence the equilibrium, which might 17



not be clear from the example with N = 3. We again rule out memory and therefore consider only history-independent equilibrium. Given N = 4, we will construct a monetary equilibrium with M = 2 supporting the e±cient outcome. The aggregate state is Zt = (zt1 ; :::z4t ), where zti 2 f0; 1; 2g represents agent i's money holdings at t; hence Zt lies in the set ¤ = f(1; 1; 0; 0); :::(0; 0; 0; 2)g. Here we let V i (Z) denote the payo® of i in state Z. Consider the stationary, history-independent, matching rule µt = ©(Zt ) de¯ned by the following algorithm. In each state Z, starting with an arbitrary agent i, if zit > 0 and zi+1 = 0 then set Ãt (i) = i + 1 (i.e., if i has money and t i + 1 does not, match them). After doing this for all i, some agents will be in bilateral coalitions and some will be in autarky, but no agent will be in more than one coalition. Leave in autarky those agents that are in autarky. This generates the partition µ = ©(Z). Again, when we say that i matches with j we mean that j produces and i consumes i® j = i + 1. We still need to describe the decision rules for monetary trade. These are as follows: given a state where zi > 0 and z i+1 = 0, so that i and i + 1 are matched, i gives exactly one coin to i + 1. Denote these matching and trading rules by (© ¤ ; ¡¤ ). This candidate equilibrium (©¤ ; ¡ ¤ ) is represented in Figure 1. Each state in the set ¤ is shown as a box; in each box, one circle around an agent indicates that 18



he has one coin and two circles indicate that he has two coins. Lines connecting agents mean they match, and the direction of the arrow indicates the °ow of money. Arrows between boxes show transitions between states. Starting in Z = (1; 0; 1; 0) the equilibrium path is shown in the left column. The ¯rst partition is µ = ©(Z) = [f1; 2g; f3; 4g], and coins °ow from agents 1 to 2 and 3 to 4. Next period, Z 0 = (0; 1; 0; 1), the partition is µ 0 = ©(Z 0 ) = [f1; 4g; f2; 3g], and money °ows the other way, leading us back to Z 00 = Z. Starting at any state in the middle or the right column, in one or two periods we reach one of the states in the left column and stay in this column.



FIGURE 1 ABOUT HERE



We now verify that (© ¤ ; ¡¤ ) is an equilibrium.9



Proposition 2 Consider the case where A = f1; 2; 3; 4g and M = 2. Then (©¤ ; ¡ ¤ ) as de¯ned in the text is an equilibrium.



Proof. The ¯rst thing to prove is that, in any state Z, any deviation from (©¤ ; ¡ ¤ ) that implies Z 0 = Z is strictly unpro¯table for at least one agent. To verify this claim, suppose i is part of a deviating coalition and Z 0 = Z. If there is no production or consumption, then his deviation payo® is V iD (Z) = ¯V i(Z) < V i(Z), since V i(z) > 0 in the candidate equilibrium given c < ¯ u. 19



If there is production and consumption, ¯rst suppose i is the producer; then ViD (Z) = ¡c + ¯ Vi (Z) < V i(Z). Now suppose i is the consumer; then i + 1 D (Z) = ¡c + ¯V must be the producer, and Vi+1 i+1 (Z) < V i+1 (Z). Hence, a



deviation that does not change Z would make someone agent strictly worse o®. We now show that there are no pro¯table deviations in any state, beginning with the states shown in the left column in Figure 1.



Starting from



µ = [f1; 2g; f3; 4g] in state Z = (1; 0; 1; 0), consider ¯rst unilateral deviations to autarky. If, for instance, agent 1 chooses autarky, we have µD = [f1g; f2g; f3; 4g] which implies next period's state is Z 0 = (1; 0; 0; 1), in the bottom row of the middle column of Figure 1. From here the candidate equilibrium implies µ0 = [f1; 2g; f3g; f4g], which takes us to Z 00 = (0; 1; 0; 1). But this makes agent 1 worse o®, since V1D (Z) = ¯u + ¯ 2 V 1 (0; 1; 0; 1) < u + ¯V 1 (0; 1; 0; 1) = V 1 (Z). Other unilateral deviations are similarly unpro¯table. Now consider bilateral deviations at Z = (1; 0; 1; 0). For example, suppose agent 1 pairs with agent 3. Given preferences and technology, no exchange takes place and next period's state Z 0 is una®ected. But we proved above that a deviation that leaves Z unchanged is not pro¯table. Other bilateral deviations at Z = (1; 0; 1; 0) are similarly not pro¯table. This shows there are no pro¯table deviations from Z = (1; 0; 1; 0). A symmetric argument implies there are no 20



pro¯table deviations from the other state in the left column, Z = (0; 1; 0; 1). Next, we show there are no pro¯table deviations from the states in the middle column of the Figure. For instance, consider Z = (1; 1; 0; 0), where the candidate equilibrium prescribes µ = [f1g; f2; 3g; f4g]. A unilateral deviation to autarky by agent 2 or 3 leads to µ D = [f1g; f2g; f3g; f4g] and implies Z 0 = Z, and hence is not pro¯table, as shown above. Other unilateral deviations are similar. Consider bilateral deviations. For example, a deviation by 2 and 1 leading to µD = [f1; 2g; f3g; f4g] implies next period Z 0 = (0; 2; 0; 0), in the right column of Figure 1. After this deviation we revert to the candidate equilibrium. It is easy to check that this makes agent 2 worse o®. Similarly, all other bilateral deviations from Z = (1; 1; 0; 0) are unpro¯table. By symmetry, all deviations from the other states in the middle column of the Figure are unpro¯table. By similar methods one can show there are no pro¯table deviations from the states in the right column of the Figure. This completes the argument. The proof involved going through a few di®erent cases, but is really quite simple. This is to be contrasted with random matching models, which are actually fairly complicated when agents can hold multiple units of money, even if they can hold at most two indivisible units (see, e.g., Taber and Wallace 21



[1999]). In any case, what we think is interesting about the example is that the e±cient outcome under public memory (consume every second period) can be supported using money instead of memory. This requires we have the right value of M ; e.g., given N = 4, if we set M = 1, in the best monetary equilibrium agents consume every fourth period. Also, even if M = 2, there is an equilibrium where agents treat two coins as one (always trade them both at once), and again only consume every fourth period. One may conjecture that there exists an e±cient monetary equilibrium for any integer N , with M = N=2 if N is even and M = N=2 ¡ 1 if N is odd. This seems di±cult to answer in general, even with directed matching, because one has to keep track of the evolution of Z on and o® the equilibrium path. In the applications to follow we therefore work with a continuum of agents, where deviations do not a®ect the aggregate state. Then a version of the above conjecture is easy to establish: if A has measure 1, then the e±cient outcome under complete public memory can be supported using money instead of memory with M = 1=2.



22



5



A Continuum Economy



Instead of N agents, here we assume A = [0; 1], equally divided into N types. There are N indivisible and non-storable goods, where each type i produces good i and consumes good i + 1 (mod N ), and production costs c > 0 while consumption yields u > c=¯. Assume N ¸ 3. Write the discount rate as ¯ = 1=(1 + r). Also, let ° ¸ 0 be a per period storage cost (in terms of utility) of holding a coin. Here we simply assume each agent can store at most one indivisible coin, and let M 2 [0; 1] coins be distributed uniformly across the population. The state variable for agent i is his money inventory, z it 2 f0; 1g. We only consider symmetric outcomes, which implies the fraction of type i with zit = 1 will equal M for all i and t. Since agents are negligible relative to the population, they take this aggregate distribution of money holdings as given. If agents met randomly this would be basically the environment in Kiyotaki and Wright (1993), but here we use our concept of directed matching. To be precise, agents get to choose the type i and money holdings z of people they meet, but rather than a particular individual they only get to draw at random from the set of type i agents with inventory z. This means that if agents have private but not public memory { i.e., if they know their own history but not what happened outside of their meetings { a deviation could not set o® a chain 23



of punishments that gets back to the deviator with positive probability. Hence, with private memory and a continuum of agents we cannot use histories to enforce cooperative exchange, and so we focus on history-independent matching rules with money as a medium of exchange. The only possible trades here involve agents of type i o®ering money to agents of type i + 1 in exchange for goods; hence, the only interesting matches are between type i agents with z i = 1 and type i + 1 agents with z i+1 = 0. Therefore we look for equilibria where each period © speci¯es the following: if M < 1=2 then every type i agent with money meets a type i + 1 agent without money while exactly



M 1¡ M



of the type i + 1 agents without money (drawn at



random) meet a type i agent with money; and if M > 1=2 then every type i + 1 agent without money meets a type i agent with money while exactly



1¡M M



of the



type i agents with money (drawn at random) meet a type i + 1 agent without money. The probabilities of agents with and without money meeting someone each period are ae1 = min



© 1¡M M



n o ª M ; 1 and ae0 = min 1¡M ; 1 (the superscript e



stands for \endogenous" meetings). In what follows, we denote this matching



^ and refer to it in words by saying that the long side of the market is rule by ©, rationed.10 In this application, we change things slightly in terms of the way trading 24



decisions are made, mainly for comparison to the previous literature. Thus, in any meeting, ¯rst one agent and then the other announces ¾ 2 Z = fyes; nog; if both announce ¾ = yes they trade and otherwise they part company. Since the only possible trades occur when i with money meets i + 1 without money, we need only say what happens in these meetings. Moreover, as it is a (weakly) dominant strategy for the agent with money to announce ¾ i = yes, we can focus on the decision of the other agent, ¾ i+ 1. Let ¼ = Pr(¾ i+1 = yes). While we could in principle allow deviations by individuals and pairs in this game, here we only allow unilateral deviations; i.e., we look for standard subgame perfect equilibria in the announcement game played after two agents match. Let V z be the value function of an agent with z units of money. Given ^ described above, the value functions satisfy the standard the matching rule © dynamic programming equations: rV 1



=



ae1 ¼(u + V 0 ¡ V 1 ) ¡ °



(4)



rV 0



=



ae0 ¼(¡c + V 1 ¡ V 0 ):



(5)



For example, (4) sets the °ow return to having money, rV 1 , equal to the probability of trading times the net gains from trade, ae1 ¼(u +V 0 ¡V 1 ), minus the storage cost, °. The individual optimization condition for ¼ is: ¼ = 1 if ¡c +V 1 ¡V 0 > 0; ¼ = 0 if ¡c + V 1 ¡ V 0 < 0; and ¼ 2 (0; 1) only if ¡c + V1 ¡ V0 = 0. For an 25



^ and equilibrium, all we need is that no agent or pair wants to deviate from © that ¼ satisfy the above condition for ¼. Clearly there are no pro¯table deviations from the matching rule: although some agents on the long side of the market are rationed, they cannot ¯nd anyone ^ It is now a on the other side who prefers them over the partner implied by ©. routine matter to solve (4) and (5) for the value functions and determine the parameter values for which the equilibrium condition for ¼ holds, and so we state the following result without proof. Notice that a special case of the result if the following: suppose ° = 0 and M = 1=2; then a monetary equilibrium with ¼ = 1 exists as long as u > (1 + r)c, and it supports the e±cient outcome under full public memory (agents consume every second period).



Proposition 3 Consider the case with A = [0; 1] and any M 2 (0; 1). There is a critical value °e = ae1 (u ¡ c) ¡ rc such that ° < °e implies there are three equilibria, ¼ = 0, ¼ = 1, and ¼ =



rc+° ae 1 (u¡c)



2 (0; 1), while ° > ° e implies the only



equilibrium is ¼ = 0.



By way of comparison, consider a random matching version of the model. The probability a type i agent with money meets a type i + 1 without money is ar1 =



® (1 ¡ N¡ 1



M ) and the probability a type i + 1 agent without money meets



a type i with money is ar0 =



® M, N¡ 1



where ® is the probability of meeting



26



anyone each period (the superscript r stands for \random" matching). An equilibrium now has to satisfy only the condition for ¼. Thus, the set of equilibria is qualitatively the same as described in the above proposition { we merely need to change aez to arz . This implies a di®erent critical value for °, say °r , but otherwise things are basically the same. To the extent that one ¯nds simple models of monetary exchange like the one in Kiyotaki and Wright (1993) useful, this shows how we can build a similar model with directed rather than random matching.11



6



Prices



We now generalize the model in the previous section by assuming commodities are divisible, and endogenize prices by having agents bargain over the amount of the go od they get for a unit of money.12 When an agent produces q units of his production good he su®ers disutility ¡c(q), and when he consumes q units of his consumption good he enjoys utility u(q). Assume c0(q) > 0, c00 (q) ¸ 0, limq!0 c0(q) = 0, and limq!1 c0 (q) = 1, as well as u 0 (q) > 0, u00 (q) < 0, limq!0 u 0(q) = 1, and limq!1 u 0 (q) = 0. Also, there exists q^ > 0 such that u(^ q ) = c(^ q ). All other assumptions regarding this environment are identical to the previous section. Hence, we again focus on equilibria where the matching



27



^ (i.e., the long side of the market is rationed). rule is given by © The generalized versions of (4) and (5) are



rV 1



=



ae1 [u(q) + V 0 ¡ V 1 ] ¡ °



(6)



rV 0



=



ae0 [¡c(q) + V 1 ¡ V 0 ] ;



(7)



where the arrival rates are as de¯ned in the previous section and we have set ¼ = 1 (equilibria with ¼ 6= 1 are not very interesting). To determine q we adopt the generalized Nash (1950) bargaining solution,



max [u(q) + V 0 ¡ V 1 ]! [¡c(q) + V 1 ¡ V 0 ]1¡! q



(8)



where ! > 0 is the bargaining power of an agent with money, and the threat point of an agent with z units of money is given by V z .13 An equilibrium is de¯ned as the obvious generalization of the previous section, where we add one more variable, q, and one more condition, (8). A monetary equilibrium requires q > 0. As in the previous section, we can generate a random matching version of the model simply by replacing aez with arz . In this case, it is useful as a benchmark to give the results for the random matching version ¯rst. If we take the ¯rst order conditions from (8) and insert the value functions derived from solving (6) and (7), we see that a monetary equilibrium is a positive solution to T (q) = 0, 28



where



T (q)



= ! far1 [u(q) ¡ c(q)] ¡ ° ¡ rc(q)g u 0 (q) ¡(1 ¡ !) far0 [u(q) ¡ c(q)] + ru(q) + °g c0 (q):



The function T (q) is shown in Figure 2. Note in particular that ° = 0 implies T (0) = 0 and that an increase in ° shifts T (q) down. FIGURE 2 ABOUT HERE



These graphical properties of T imply the following: for ° = 0 there exists a unique monetary equilibrium, whereas for ° > 0 there is a critical ° ¹ r such that if ° < °¹ r then there are an even number of monetary equilibria, and if ° > °¹ r then there are no monetary equilibria.14 In the ° = 0 case it is straightforward to check @q=@M < 0 and @q=@r < 0, and that when r ! 0 we have u 0 (q) (1 ¡ !)ar0 (1 ¡ !)M = = : 0 c (q) !ar1 !(1 ¡ M ) With divisible goods, e±ciency requires not only that agents should consume as often as possible, but that they should consume the correct amount { i.e. the q¤ that solves u 0(q¤ ) = c0 (q¤ ) { in order to maximize expected utility. When r ¼ 0, e.g., M = 1=2 delivers q = q ¤ i® ! = 1=2. This summarizes a few features of the standard model, and we now return to our directed matching model. A new issue that arises is, to what extent 29



can agents commit to a q in the matching process? This is not an issue with random matching because agents can only bargain with someone after they meet them. Here, however, we need to decide if they know q before they settle into meetings. One possibility is that after they match agents exit the meeting process and bargain over q (and are not allowed to re-match with anyone else in the same period). Alternatively, we can assume that q and the partition µ are determined jointly. We call the latter case matching with commitment and the former matching without commitment. With no commitment our model is qualitatively the same as the random search model except for di®erent arrival rates, as in the previous section. Thus, for ° = 0 there exists a unique monetary equilibrium, whereas for ° > 0 there is a critical ° e such that if ° < °e then there exists an even number of monetary equilibria, and if ° > °e then there are no monetary equilibrium. It is easy to show that ° e > ° r . In the ° = 0 case, we again have @q=@M < 0, @q=@r < 0, and when r ! 0



³ ´ (1 ¡ !) min 1; 1¡MM u 0 (q) (1 ¡ !)M = ¡ 1¡M ¢ = : 0 c (q) !(1 ¡ M ) ! min 1; M



Thus, ° = r = 0 implies q is the same in the two models, as di®erent arrival rates do not matter in this case. For r > 0, q is higher with directed rather than random matching.15 30



The above conclusions are for the case of no commitment; with commitment, depending on M , our model can be quite di®erent from the standard model. To see this, consider ¯rst the case M < 1=2, so that ae1 = 1 and ae0 = M =(1 ¡ M ). Now an agent with money e®ectively has all the bargaining power: if he is not getting all the gains from trade in a match, he could deviate and match with a rationed agent without money at a higher q, making both better o®. In equilibrium, therefore, V 1 ¡ V0 ¡ c(q) = 0. Combining this with (6) and (7), q now solves S(q) = u(q) ¡ ° ¡ (1 + r) c(q) = 0:



(9)



Again, for ° = 0 there exists a unique monetary equilibrium, while for ° > 0 there is a critical ° ^ e such that if ° < ° ^ e then there are an even number of monetary equilibria and if ° > °^ e then there are no monetary equilibria. So in the case M < 1=2, the model with commitment is qualitatively the same as the other versions of the model, although one can show that with commitment q is higher, and that with commitment q is independent of M because M does not appear in (9). In the case where M > 1=2, however, with commitment there cannot exist a monetary equilibrium. The reason is that when agents without money are on the short side of the market they get all the gains to trade. Thus, any agent without money matched with an agent with 31



money and producing q > 0 can deviate and match with another agent with money but stuck in autarky at a smaller q. Hence, the only possibility is q = 0. In the earlier models, q = 0 is the unique equilibrium when ! = 0; but with directed matching and commitment, q = 0 is the only equilibrium for any ! as long as M > 12: In any case, the main point here is that one can construct something similar to the typical search-and-bargaining monetary model using directed rather than random matching. Naturally, implications for the existence of monetary equilibria and for the price level depend on whether matching is directed or random, and some new issues { such as commitment { arise in the directed matching model, but otherwise things are quite similar in spirit. To summarize a few of the key ¯ndings, we present results for the case ° = 0 (which implies the uniqueness of monetary equilibrium) as follows.



Proposition 4 Consider the case with A = [0; 1] and any M 2 (0; 1), where q is perfectly divisible and determined by the generalized Nash solution (8), and assume that ° = 0. With directed matching and no commitment, there is a unique monetary equilibrium in which q is higher than in the random matching model. With directed matching and commitment, there is a unique monetary equilibrium for M < 1=2 in which q is higher than without commitment, and no 32



monetary equilibrium for M > 1=2.



7



Commodity Money



In this section we use our framework to determine which objects play the role of commodity money, an issue dealt with using random search in Kiyotaki and Wright (1989). Assume A = [0; 1] with equal proportions of 3 types and 3 indivisible goods. Here type i agents consume good i and produce good i + 1 (di®erent from previous sections, but consistent with the notation in KiyotakiWright). Each agent derives utility u > 0 from consumption and 0 disutility from production. In this model, consumption goods are storable, but only one unit at a time. The per period utility cost of storing good i is ci, where c3 > c2 > c1 > 0. There is no object designated ex ante as money, but since they are all storable, any of the goods could in principle be used as a medium of exchange. Again, an agent can choose the type he meets but not the exact individual, and we identify matching with trading: when we say i matches with j we mean they meet and swap inventories. Assume parameters satisfy



¯u ¸ max fc2 + ¯c2 ; c1 + ¯c3 g ;



(10)



which guarantees the participation conditions hold.16 The state variable is de33



scribed as follows. Any inventory distribution at time t can be summarized by listing the fractions of type i agents holding good j at t, Pt (i; j ). Since any agent of type i who gets good i immediately consumes it and produces good i + 1, we have P t (i; i) = 0, and the state Zt is summarized by p t = (p 1t ; p 2t ; p 3t ), where p it = Pt (i; i + 1) is the fraction of type i holding good i + 1 and 1 ¡ pit is the fraction holding good i ¡ 1. We refer to pt as the state. The initial condition is p 0 = (1; 1; 1) (all agents start with their production good). Assume no memory so we can focus on history-independent equilibria. We also concentrate exclusively on active, deterministic and symmetric matching rules: the partition is a history-independent although possibly time-dependent function of the state, µt = ©t (p t ), with the property that agents of the same type all match the same way and there is some trade at every date. The state variable will therefore be such that each p it is either 1 or 0, since either all type i agents or no type i agents hold good i + 1, and so p t lies in the set ¢ = f(1; 1; 1); (1; 1; 0):::(0; 0; 0)g. Any matching rule in the relevant class maps each pt 2 ¢ into a partition µt = © t(p t ) at each date t, which generates a new state p t+1 2 ¢, etc. Figure 3 shows some possible outcomes, where to reduce the clutter the diagram shows the partition as f1; 3g, e.g., instead of [f1; 3g; f1g]. Given p0 , 34



there are three (active, symmetric, deterministic) choices for µ0 = ©0 (p 0 ): µ0 = [f1; 3g; f1g], µ0 = [f1; 2g; f3g], and µ0 = [f2; 3g; f1g]. Each of these generates a new state; e.g. µ0 = [f2; 3g; f1g] implies p1 = (1; 0; 1), because type 2 acquires good 1 and stores it, while type 3 acquires good 3, consumes it, and produces a new unit of good 1. From p 1 = (1; 0; 1), since types 2 and 3 have the same good, there are only two relevant choices: µ 1 = [f1; 2g; f3g] or µ1 = [f1; 3g; f1g]. The former leads to p 2 = (1; 1; 1), while the latter leads to another new state, and so on.



FIGURE 3 ABOUT HERE



The Figure shows the beginning of every possible outcome, or path, generated by a matching rule f©t g in the relevant class. Most paths end with a \No" indicating that there are pro¯table deviations from the matches shown along these paths (and, in parentheses, a key indicating where the pro¯table deviation is constructed; e.g., L2 means Lemma 2). There is only one path that does not end in this way { the one with the thicker lines on the far right in the Figure. We will show below that there are no pro¯table deviations along this path. Hence, it describes the unique equilibrium path. To be precise, we will only show it is the unique strict equilibrium, where a strict equilibrium requires no pro¯table deviations under the assumption that a pair will deviate if one 35



agent is strictly better o® and the other agent is at least weakly better o®. i;j



It is convenient to introduce the notation p t ! p t+1 to indicate a matching rule prescribes in state p t that (all) type i agents match with type j agents and the state transits to p t+1 . For instance, the path on the far right in Figure 3 is 2;3



1;2



(1; 1; 1) ! (1; 0; 1) ! (1; 1; 1):



(11)



As we said, this will be the unique strict (active, symmetric, deterministic) equilibrium. Along the equilibrium path, at t = 0 type 2 agents acquire good 1 from type 3, store it, and use it to trade with type 1 agents at t = 1. At t = 2 we repeat the pattern we started at t = 1. We call this outcome the fundamental equilibrium, as in Kiyotaki and Wright (1989), since every exchange involves either agents trading for their consumption goods or trading a higher storage cost good for a lower storage cost good. It also implies that the lowest storage cost good 1 is the commodity money.17



Proposition 5 Consider the commodity money model in Kiyotaki and Wright (1989) but with directed rather than random matching. Then the fundamental equilibrium exists and is unique within the class of strict (active, deterministic, symmetric) equilibria.



Proof. The argument involves two main steps: (i) showing anything other than 36



the fundamental equilibrium matching rule implies pro¯table deviations; and (ii) showing there are no pro¯table deviations from the fundamental equilibrium matching rule. We sketch the logic of the argument here, and provide most of the calculations in a series of Lemmas in the Appendix. First, as noted above, starting at p 0 = (1; 1; 1) there are three relevant partitions, each of which generates a new state and a new set of relevant partitions. For example, suppose we set µ 0 = [f1; 3g; f1g], leading to p 1 = (1; 1; 0). From p1 = (1; 1; 0) there are two relevant partitions. Suppose we set µ1 = [f2; 3g; f1g], which would take us back to (1; 1; 1). This is the path on the far left in the Figure, 1;3



2;3



(1; 1; 1) ! (1; 1; 0) ! (1; 1; 1)



(12)



The Figure indicates that there is a pro¯table deviation, so this cannot be an equilibrium, and refers to Lemma 2 in the Appendix. Since the case covered by Lemma 2 is actually fairly simple, we give the details here. Suppose as part of some equilibrium the matching described by (12) occurs. Letting Vit denote type i's payo® at t, we have for type 2 and 3



V 20



= ¡c3 + ¯ [u ¡ c3 + ¯ V22 ]



V 30



= ¡c2 + ¯ [u ¡ c1 + ¯ V32 ] 37



where V i2 is i's continuation value at t = 2. We will not specify what happens at t = 2, but show that no matter what equilibrium prescribes from t = 2 on, there is a pro¯table deviation at t = 0. This deviation involves a type 2 agent and a type 3 agent matching, rather than [f1; 3g; f2g], at t = 0; at t = 1 we revert to equilibrium, although from o® the equilibrium path. By matching with type 3 at t = 0, the type 2 agent acquires good 1 and reduces his storage cost that period, but must consider the long run implications of going o® the equilibrium path { i.e., of holding goo d 1 instead of good 3 at t = 1. First, notice that a type 2 agent with good 1 at t = 1 can in any equilibrium always match with a type 1 holding good 2 who is supposed to be in autarky that period, by virtue of Lemma 1 in the Appendix. This gives him consumption and puts him right back on the equilibrium path. Hence, at t = 1 a lower bound for the payo® of a type 2 agent who holds good 1 is u ¡ c3 + ¯V 22 . Therefore, a lower bound for the payo® to deviating at t = 0 is D V 20 = ¡c1 + ¯ [u ¡ c3 + ¯V 22 ] > V 20 :



Hence, no matter what else the equilibrium prescribes, the deviation is pro¯table for agent 2. Now consider type 3. For him, the deviation of matching with 2 at t = 0 gets him consumption but also puts him o® the equilibrium path since he will 38



be holding good 1 and not good 2 at t = 1. But since he can always stay in autarky at t = 1 and be back on the equilibrium path at t = 2, a lower bound for his payo® at t = 1 in any equilibrium is ¡c1 + ¯ V32 . Therefore, a lower bound for the payo® to deviating at t = 0 is



D V 30 = u ¡ c1 + ¯ [¡c1 + ¯V 32 ] > V 30 :



Hence, no matter what else the equilibrium prescribes, the deviation is profitable for agent 3. Since there is a mutually pro¯table bilateral deviation, no equilibrium can involve the matching pattern described in (12). The rest of the uniqueness argument involves ruling out all other possibilities, except for the fundamental equilibrium. We sketch these cases brie°y here and refer to the Appendix for details. Consider the possibility 1;3



1;2



(1; 1; 1) ! (1; 1; 0) ! (0; 1; 0):



(13)



Lemma 3 in the Appendix shows that in no equilibrium will type 1 and type 2 ever match in state (1; 1; 0), because there is always a pro¯table unilateral deviation where type 1 stays in autarky that period, no matter what else the equilibrium prescribes. Hence, (13) cannot occur as part of any equilibrium. This combined with the results ruling out (12) implies that there is no equilibrium where types 1 and 3 match at (1; 1; 1). 39



For our next case, suppose types 1 and 2 match at (1; 1; 1), leading to (0; 1; 1) at t = 1. Then there are two options: µ1 = [f2; 3g; f1g] and µ1 = [f1; 2g; f3g]. The latter is ruled out by Lemma 4, which says that in no equilibrium will 2 and 3 match in state (0; 1; 1). The former cannot be ruled out quite yet, so for now we leave as a possibility 1;2



1;3



(1; 1; 1) ! (0; 1; 1) ! (1; 1; 1).



(14)



Before dealing with this case, we need to consider the case where types 2 and 3 match at (1; 1; 1). Thus, suppose µ0 = [f2; 3g; f1g] at (1; 1; 1), leading to (1; 0; 1). From here we have two options: µ1 = [f1; 3g; f2g] and µ 1 = [f1; 2g; f3g]. The former case is ruled out in Lemma 5 in the Appendix. The latter case, which is the path on the far right in Figure 3, cannot be ruled out, and we will eventually see that it is in fact an equilibrium. We now return to the pattern in (14), where we left o® at state (1; 1; 1). From here are three options. One is µ2 = [f1; 3g; f2g], which we rule out by Lemma 6 in the Appendix. Another is µ2 = [f2; 3g; f1g], which leads to (1; 0; 1). This cannot be ruled out directly as of yet. However, from (1; 0; 1) there are only two possibilities: µ3 = [[f1; 3g; f2g], which has already been ruled out by Lemma 5; and µ3 = [f1; 2g; f3g], which we rule out in Lemma 7. The ¯nal 40



option is µ2 = [f1; 2g; f3g], leading to state (0; 1; 1). From this state we have two possibilities, µ3 = [f2; 3g; f1g], which has already been ruled out by Lemma 4; and µ 3 = [f1; 3g; f2g], leading to (1; 1; 1), which we rule out in Lemma 8. This completes the uniqueness argument, by showing there is no matching pattern consistent with equilibrium, except possibly the fundamental equilibrium path. We want to emphasize that to rule out some cases we had to go several periods down the tree in Figure 3. For example, consider the case 1;2



1;3



1;2



1;3



(1; 1; 1) ! (0; 1; 1) ! (1; 1; 1) ! (0; 1; 1) ! (1; 1; 1):



(15)



The pro¯table deviation from (15) constructed Lemma 8 requires all four rounds of matching; i.e., the deviation does not work along the path



1;2



1;3



(1; 1; 1) ! (0; 1; 1) ! (1; 1; 1); unless we continue as in (15). If we continue in some other way, a di®erent deviation is required. We now consider existence. To show that the candidate fundamental equilibrium is in fact an equilibrium, we need to show that it admits no pro¯table deviations. The ¯rst step is to reduce the types of deviations under consideration. Lemma 9 in the Appendix proves that there is no pro¯table deviation from the fundamental equilibrium that involves an agent storing a good two or more 41



consecutive periods after the deviation, because the reversion to equilibrium then implies he will store that good forever, since p is periodic and © stationary. Given this, we can go through all the potentially pro¯table deviations relatively easily. Lemma 10 shows that there is no pro¯table deviation involving a type 3 accepting good 2. The argument is to assume he does accept good 2, and show there are no possible future equilibrium outcomes that could make this pro¯table, in the sense that we can ¯nd an upper bound for his payo®s after the deviation and it is less than he gets in equilibrium. A similar argument in Lemma 11 shows that there is no pro¯table deviation involving a type 1 accepting good 3. Given these results, there only a few potentially pro¯table deviations left, and Lemma 12 rules these out by showing directly that they are unpro¯table, again by ¯nding upper bounds on what one can get in equilibrium after the initial deviation. This completes the proof. We want to emphasize several points. First, in ruling out candidate equilibria other than the fundamental equilibrium, we never use double deviations. Rather, there is an initial deviation, after which we revert to the candidate equilibrium although potentially from o® the candidate equilibrium path. We can do this even without necessarily specifying what the equilibrium prescribes o® 42



the equilibrium path, because we can put a lower bound on equilibrium payo®s. This gives us a lower bound to the payo® from deviating once and then reverting to the equilibrium, and as long as this bound exceeds the payo® implied by the candidate equilibrium, the deviation must be pro¯table and the candidate is not an equilibrium. Similarly, in the existence argument, we establish that there are no pro¯table deviations from the matching pattern implied by the fundamental equilibrium without needing to say exactly what happens o® the equilibrium path. In this case, we are able to put an upper bound on equilibrium payo®s, and show that so that no matter what else happens in equilibrium an initial deviation is not pro¯table. This is simpli¯ed by knowing that an agent will not ¯nd it pro¯table to deviate if this puts him in a situation where he ends up storing a good for two or more periods after the deviation. The ¯nal technical point to emphasize is that a few (not all) of the bilateral deviations we use in the uniqueness argument involve making one agent better o® and the other indi®erent; i.e., we only rule out some of the other candidates as strict equilibria.18 Perhaps the key point here in terms of the economics is to compare our results to those found in the random matching version of the model in Kiyotaki and Wright (1989). In that model, the fundamental equilibrium exists i® c3 ¡c2 ¸ ±1 , 43



while a so-called speculative equilibrium where both goods 1 and 3 serve as money exists i® c3 ¡ c2 · ±0 , where ±0 < ±1 . One di®erence is that we have existence for all parameter values, while in the random matching version there is a range (±0 ; ±1 ) where there are no equilibria in the class under consideration.19 Perhaps more interestingly, in our model the fundamental equilibrium is the only possible outcome, at least in the class of equilibria under consideration here. Intuitively, speculative behavior in Kiyotaki and Wright (1989) is due to randomness in matching. What happens in that model is that type 1 agents may trade good 2 for the higher storage cost good 3 because they know there is a good chance of meeting a type 3 agent with good 1. Thus, they are willing to sacri¯ce storability, because for them good 3 provides an increased probability of consumption (liquidity). This does not happen in our model since agents do not meet randomly. Hence, we eliminate the speculative motive for holding a high storage cost object as a medium of exchange. Whether or not one thinks speculative behavior in this sense is interesting, it seems important to know what drives it. More generally, we conclude that it is possible to build a version of the standard commodity money model with directed rather than random matching, although some of the results are rather di®erent. 44



8



Conclusion



We studied models that are similar in spirit to previous bilateral-matching models of monetary exchange, with one key di®erence: we use directed rather than random search. We think our approach provides new insights into several questions. For example, comparing our model and random search models, we found that whether or not money is a perfect substitute for memory depends on whether matching is exogenous or endogenous. Similarly, we found that the existence of speculative equilibria in the commodity money model depends critically on randomness in meetings. This does not mean that there is anything necessarily wrong with the predictions of the earlier search models; after all, randomness may be an important feature of the world. It does seem good, however, to know which results depend on which assumptions. Although we did not attempt to formalize the connection between the two classes of models in some general sense, the following observations can be made. First, in our framework there are more equilibrium conditions to check than in random matching models, since meetings as well as trades have to satisfy incentive conditions. However, once the endogenous pattern of meetings is determined, our model in some cases looks a lot like a standard search model; in certain cases the only things that change are the arrival rates. In some ap45



plications the model with directed matching is actually easier to analyze (e.g., the model with private memory) since we do not have to keep track of stochastic meetings. In other applications the directed matching model may be more complicated, but there can be a payo® in terms of new insights. The general conclusion is that the notion that money can be important when there are double coincidence problems survives without assuming people meet randomly. One could say that what we did here is to drop an extreme assumption in the previous literature { exogenous random meetings { but maintain the bilateral nature of trade. Future work may try to endogenize why meetings or trades take place in pairs. Here bilateral trade is taken as a primitive, but we do think it is a reasonable assumption for the purposes at hand, in the sense that it is a convenient way to generate a double coincidence problem, and the double coincidence problem has long been thought to be important for monetary economics. There are many more issues to be addressed in future work. Here we mainly wanted to introduce an alternative to random matching, and to show how it works in a few basic applications. Dept. of Economics, University of Texas, BRB 1.116, Austin, Texas 78712, U.S.A., Dept. of Economics, University of Pittsburgh, 4S01 W.W. Posvar Hall, 46
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Appendix



In this Appendix we provide the details for the proof of Proposition 5. Whenever we refer to an equilibrium here, we mean a symmetric, deterministic, active, strict equilibrium.



Lemma 1 Given any matching rule that prescribes an agent does not trade at t and stores his production good into t + 1, he is strictly better o® if he can deviate and trade with someone holding his consumption good.



Proof. If i trades for his consumption good he immediately consumes and produces a new unit of his production good, which increases his current payo® and leaves him with the same continuation value.



1;3



2;3



Lemma 2 There is no equilibrium where (1; 1; 1) ! (1; 1; 0) ! (1; 1; 1). Proof. See the proof of Proposition 5.



Lemma 3 There is no equilibrium in which type 1 agents match with type 2 agents in state (1; 1; 0).



Proof. Suppose type 1 and 2 agents match in (1; 1; 0) at t, leading to (0; 1; 0) at t + 1, which implies two active partitions, [f1; 3g; f2g] and [f2; 3g; f1g]. The former leads to (1; 1; 1) while the latter leads to (0; 1; 1) at t + 2. Consider a 48



deviation at t in state (1; 1; 0) where the type 1 agent goes to autarky. Suppose the equilibrium prescribes [f1; 3g; f2g] at t + 1; since the deviator can guarantee himself a net gain of V 1tD ¡ V 1t = c3 ¡ c2 > 0 by remaining in autarky at t + 1, the equilibrium must give him at least this much. Suppose the equilibrium prescribes [f2; 3g; f1g] at t + 1; since the deviator can guarantee himself a net gain of V 1tD ¡ V1t = c3 ¡ c2 > 0 by matching with a type 2 agent at t + 1, which is always feasible since a type 2 agent is indi®erent between matching with type 3 or type 1, the equilibrium must give him at least this much. Hence, no matter what the equilibrium prescribes after the initial deviation, the deviation must be pro¯table.



Lemma 4 There is no equilibrium in which type 2 agents match with type 3 agents in state (0; 1; 1).



Proof. Suppose type 2 and 3 agents match in (0; 1; 1) at t, leading to (0; 0; 1) at t + 1, which implies two active partitions, [f1; 2g; f3g] and [f1; 3g; f2g]. The former leads to (1; 1; 1) while the latter leads to (1; 0; 1) at t + 2. Consider a deviation at t where, instead of staying in autarky, a type 1 agent holding good 3 matches with a type 3 agent holding good 1, which is always feasible since type 3 agents are indi®erent between matching with a type 2 or the deviating type 1. The deviating type 1 can then guarantee himself a net gain of V 1tD ¡ V 1t = 49



(1 ¡ ¯)u + c3 ¡ c2 > 0 by staying in autarky at t + 1, so any equilibrium must give him at least this much. Hence, the deviation must be pro¯table.



Lemma 5 There is no equilibrium in which type 3 agents match with type 1 agents in state (1; 0; 1).



Proof. Suppose type 3 and 1 agents match in (1; 0; 1) at t, leading to (1; 0; 0) at t + 1, which implies two active partitions, [f1; 2g; f3g] and [f2; 3g; f1g]. The former leads to (1; 1; 0) while the latter leads to (1; 1; 1) at t + 2. Consider a deviation at t where a type 3 agent stays in autarky. If the equilibrium prescribes [f2; 3g; f1g] at t + 1, the deviator can guarantee himself a net gain of D ¡V V3t 3t = c2 ¡ c1 > 0 by remaining in autarky at t + 1, and so the equilibrium



must give him at least this much. If the equilibrium prescribes [f1; 2g; f3g] at D t + 1, he can guarantee himself a net gain of V3t ¡V 3t = c2 ¡ c1 > 0 by matching



with a type 1 agent at t + 1; which is feasible since type 1 is indi®erent, and so the equilibrium must give him at least this much. Hence, the initial deviation is pro¯table. 1;3



1;3



Lemma 6 There is no equilibrium where (0; 1; 1) ! (1; 1; 1) ! (1; 1; 0). Proof. In state (0; 1; 1) at t, consider a deviation where a type 2 matches with a type 3. The type 3 agent is indi®erent, so this match is possible for the 50



type 2 agent. We now show the type 2 agent is better o®. First, note that the deviation puts him o® the candidate equilibrium path since it implies that he enters state (1; 1; 1) at t + 1 holding good 1 instead of good 3. But the type 2 deviator can in any equilibrium get good 2 from a type 1 agent at (1; 1; 1) since the type 1 agent is indi®erent between receiving his consumption good from him or a type 3 agent. This guarantees the type 2 deviator a net gain of D V21 ¡ V 21 = c3 ¡ c1 + ¯u > 0, so any equilibrium must give him at least this



much. Hence, the initial deviation is pro¯table no matter what the equilibrium prescribes after that. 1;3



2;3



1;2



Lemma 7 There is no equilibrium where (0; 1; 1) ! (1; 1; 1) ! (1; 0; 1) ! (1; 1; 1).



Proof. In state (0; 1; 1) at t, consider a deviation where a type 2 matches with a type 3, which is again possible for type 2 since the type 3 agent is indi®erent. The deviation puts the type 2 o® the candidate equilibrium path since it implies that he enters state (1; 1; 1) at t + 1 holding good 1. He is better o® if he can get good 2 from a type 1 agent in (1; 1; 1) and then go to autarky in (1; 0; 1) at t + 2, since the only matching rule from (1; 0; 1) consistent with equilibrium leads from there to (1; 1; 1), by virtue of Lemma 5. This guarantees the type 2 D deviator a net gain of V 21 ¡ V 21 = (u ¡ c3 )¯(1 ¡ ¯) + (c3 (1 + ¯) ¡ c1)(1 ¡ ¯) > 0, 51



so any equilibrium must give him at least this much. It only remains to show that the match between the deviating type 2 and a type 1 in (1; 1; 1) at t + 1 is possible; this follows from lemma 1. 1;3



1;2



1;3



Lemma 8 There is no equilibrium where (0; 1; 1) ! (1; 1; 1) ! (0; 1; 1) ! (1; 1; 1).



Proof. In state (0; 1; 1) at t, consider a deviation where a type 2 matches with a type 3, which is again possible for type 2 since the type 3 agent is indi®erent. This puts the type 2 deviator o® the candidate equilibrium path since he enters state (1; 1; 1) at t + 1 holding good 1. He is better o® if he can get good 2 from a D type 1 agent at (1; 1; 1), since this guarantees him at least V 21 ¡V21 = c3 ¡c1 > 0.



Thus, it only remains to be shown that the match between the deviating type 2 and a type 1 is possible in any equilibrium. Notice ¯rst that if a type 1 agent matches with the deviating type 2 in (1; 1; 1) at t + 1, he will enter (0; 1; 1) at t + 2 holding his production good after having consumed rather than good 3; that we do not enter (1; 1; 0) or (1; 0; 1) at t + 2 follows from Lemmas 6 and 7, respectively. If the type 1 agent in question chooses autarky at t + 2 he will enter state (1; 1; 1) at t + 3 on the candidate equilibrium path; that we do not enter (0; 0; 1) follows from lemma 4. This generates a payo® of V 1t+2 = ¡c2 + ¯V 1t+3 , which is a lower 52



bound on his continuation value if he matches with the type 2 deviator. Hence, b1t+1 = the type 1 agent in question can guarantee himself a payo® of at least V



u¡c2 +¯V 1t+2 if he matches with the type 2 deviator. If he does not match with the type 2 deviator, he receives the payo® V 1t+1 associated with the candidate b1t+1 ¡ V1t+1 = u(1 ¡ ¯) + c3 ¡ c2 > 0, in any equilibrium, a equilibrium. Since V



type 1 will indeed match with the type 2 deviator, and so the initial deviation is pro¯table for the type 2 agent.



Lemma 9 In the candidate equilibrium described by fundamental trade, there is no pro¯table deviation that involves an agent storing a good for two or more periods after the deviation.



Proof. Consider any deviation at t which leaves a deviator holding good j, and then revert to equilibrium. Suppose he stores good j next period in state p t+1 and also the following period in state p t+2 . Since p t+3 = p t+1 for all t and © is a stationary function of p t in the fundamental equilibrium, he then ends up storing good j forever. This cannot give him a higher payo® than the fundamental equilibrium, as equilibrium payo®s are positive under the parameter condition (10).



53



Lemma 10 In the candidate equilibrium described by fundamental trade, there is no pro¯table deviation that involves type 3 accepting good 2 .



Proof. Let V i (p) be the value of a type i agent in state p = (p 1 ; p2 ; p 3 ) from following the candidate equilibrium and V iD (p) be the value from a deviation. On the candidate equilibrium path type 3's payo®s are V 3 (1; 1; 1) = u ¡ c1 + ¯V 3 (1; 0; 1) and V 3 (1; 0; 1) = ¡c1 + ¯V 3 (1; 1; 1). First consider the deviation where a type 3 agent accepts good 2 in state (1; 1; 1). In the following period his only potential options are to trade for good 1 or store good 2, since there is no good 3 available at p = (1; 0; 1). Consider the former case. Even if he could trade for good 1, he would be back on the equilibrium path in two periods with V 3D (1; 1; 1)¡ V3 (1; 1; 1) = ¡(c2 ¡¯c1 )¡u < 0. Now suppose he stores good 2. There are two potential options for the following period when the state cycles back to (1; 1; 1): trade for good 1 or trade for good 3, as continuing to store good 2 for another period can be ruled out by Lemma 9. In each case, he is back on the equilibrium path in three periods but worse o®. Second, consider the deviation where type 3 accepts good 2 in state (1; 0; 1). In the following period his potential options are to trade for good 1, trade for good 3, or store good 2. Even if he could trade for good 1 or 3, he would be 54



back on the equilibrium path in two periods and worse o®. In the remaining case, where he stores good 2, the only relevant potential option is to trade for good 1 in state (1; 0; 1). This again puts him back on the equilibrium path and worse o® since V3D (1; 0; 1) ¡ V 3 (1; 0; 1) = ¡(1 + ¯)(c2 ¡ c1 ) ¡ ¯u < 0. Lemma 11 In the candidate equilibrium described by fundamental trade, there is no pro¯table deviation that involves type 1 accepting good 3.



Proof. First, consider the deviation where type 1 accepts good 3 in state (1; 1; 1). In the following period his potential options are to trade for good 1, trade for good 2, or store good 3. Even if he could trade for good 1 or good 2, he is back on the equilibrium path in two periods but worse o®. If he stores good 3, there are two potential options in (1; 1; 1): trade for good 1 or trade for good 2, as continuing to store good 3 can be ignored by Lemma 9. In both cases, he is back on the equilibrium path in three periods but worse o®. Second, consider the deviation where a type 1 accepts good 3 in state (1; 0; 1). In the following period his potential options are to either trade for goo d 1, trade for good 2, or store good 3. In the former two cases, he is back on the equilibrium path in two periods but worse o®. In the remaining case, his potential options are to trade for good 1 or good 2 in state (1; 0; 1), as continuing to store good 3 can again be ignored. This also puts him back on the equilibrium path but 55



worse o®.



Lemma 12 In the candidate equilibrium described by fundamental trade, there are no pro¯table deviations by agents of types 2 and 3 in state (1; 1; 1) or by agents of types 1 and 2 in state (1; 0; 1).



Proof. First, consider state (1; 1; 1). One set of possible deviations is by pairs. But type 1 will not agree to match with type 2 by Lemma 11, and type 3 will not agree to match with type 1 by Lemma 10. The other possible deviations are unilateral deviations to autarky by type 2 or 3 (type 1 is already in autarky). Type 3 will not deviate to autarky since V 3D (1; 1; 1) ¡ V3 (1; 1; 1) = ¡u < 0. So we are left with the possibility that a type 2 agent deviates to autarky. If a type 2 agent deviates to autarky, he enters (1; 0; 1) holding good 3 with three potential options: store good 3 one more period, trade with a type 1, or trade with a type 3. If he stores good 3 he will be back on the equilibrium path with lower utility since V2D (1; 1; 1) ¡ V 2 (1; 1; 1) = ¡(c3 ¡ c1 ) ¡ ¯u < 0. By Lemma 11, type 1 agents will not trade for good 3 at (1; 0; 1). The remaining case is that he trades with type 3. In this case, when p cycles back to (1; 1; 1) the deviating type 2 agent has good 1 and two potential options. First, he can store good 1 another period, which puts him back on the equilibrium path with a lower payo®. Second, he can potentially trade good 1 to a type 1 and 56



consume, entering state (1; 0; 1) holding his production good. This would put him back to the two options he had in (1; 0; 1) with an overall lower payo®. All other deviations by type 2 are ruled out by Lemma 9. This exhausts all possible deviations in this state. Now consider possible deviations in state (1; 0; 1). A type 1 cannot match with type 3 by Lemma 10, and types 2 and 3 are holding the same good, so we need only consider deviations to autarky by type 1 or 2. This is not in the interest of type 1 since V 1D (1; 0; 1) ¡ V 1 (1; 0; 1) = ¡u < 0. Suppose a type 2 chooses autarky, so he enters (1; 1; 1) holding good 1 with two potential options: store it for another period or trade with a type 1. In the former case, V2D (1; 0; 1) ¡ V2 (1; 0; 1) = ¡c1 ¡ (u ¡ c3 ) < 0. In the latter case, the type 2 agent enters (1; 0; 1) holding good 3. This is the situation that we showed in the previous paragraph makes a deviating type 2 worse o®. Now, along the deviation path starting in autarky, the deviating type 2 agent receives ¡c1 + ¯(u ¡ c3 ) while along the equilibrium path starting in (1; 0; 1) he receives u ¡ c3 ¡ ¯ c1 , so he is worse o®. This exhausts all possible deviations.
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FOOTNOTES 1. We thank participants in seminars at the 1999 Conference on Strategic Rationality in Economics in Rimini, Italy, the 1999 Econometric Society Winter Meetings, the Federal Reserve Banks of Cleveland and Minneapolis, the Stanford Institute for Theoretical Economics, Penn, Penn State, Georgetown, Maryland, Vanderbilt, Michigan State, Chicago, VPI, NYU, Essex, LSE, CREST, and Toulouse. We also wish to thank Masaki Aoyagi, Russell Cooper, Jan Eeckhout, Gwen Eudey, Narayana Kocherlakota, and Ramya Sundaram for comments on earlier versions. The editor and three referees also provided very useful comments. The NSF provided ¯nancial support. 2. For example, as Howitt (2000, p.1) puts it: \In contrast to what happens in search models, exchanges in actual market economies are organized by specialist traders, who mitigate search costs by providing facilities that are easy to locate. Thus when people wish to buy shoes they go to a shoe store; when hungry they go to a grocer; when desiring to sell their labor services they go to ¯rms known to o®er employment. Few people would think of planning their economic lives on the basis of random encounters." 3. Note that although we relax the random matching assumption, it is still important for what we do that agents meet or at least trade in pairs. Although 62



one could in principle try to model this, we simply take as a primitive that meetings are bilateral. In terms of related work, in addition to Gale and Shapley (1962), see Roth and Sotomayor (1988) for an extensive discussion of cooperative matching models. Also relevant is the recent directed search literature in macrolabor, including Moen (1997), Acemoglu and Shimer (1999), Lagos (2000), and Burdett et al. (2001), where workers (buyers) get to visit a ¯rm (seller) of their choosing rather than sampling at random. Matsui and Shimizu (2001) present a monetary model similar in spirit to the directed search literature; we discuss this further below. Somewhat related are monetary models based on the market game construct; see Hayashi and Matsui (1996) and the references therein. See the survey by Ostroy and Starr (1980) for earlier work on the microfoundations of monetary theory. 4. For example, one may always know where to ¯nd a taxi in need of a passenger { say, at the taxi stand { but there can be a negligible probability of getting a particular individual driver. 5. For an example where the restriction to one-shot deviations can be binding consider A = f1; 2g. Assume that agent 1 wants to be with 2 in even periods but not odd periods, and 2 wants to match in odd but not even periods. Then permanent autarchy, µt = [f1g; f2g] 8t, is immune to all ¯nite deviations, but 63



possibly not to the in¯nite deviation µt = [f1; 2g] 8t. This is not an issue with more than 2 agents, however. Thus, in the example in the text, suppose we are in permanent autarchy. Then no deviation by agents 1 and 2 can make both better o® given 2 believes that agent 3 will continue to stay in autarchy, and 3 will indeed stay in autarchy if he believes that we revert to autarky in the future. With 3 agents we would need a trilateral deviation to eliminate permanent autarchy as an equilibrium, even if we allow in¯nite deviations. 6. Although our solution concept is in the spirit of cooperative equilibrium theory, we think that using terminology such as triggers and equilibrium path from noncooperative theory facilitates the discussion and should not lead to confusion. 7. Below we justify focusing on history-independent equilibria by assuming a large number of agents, but for now we prefer to work with a ¯nite set A and simply rule out knowledge of ht by brute force. To the extent that this is an issue, one could motivate the assumption by saying that every period agents reproduce o®spring who are identical except that they have no knowledge of the family history (Anderlini and Laguno® [2001]). 8. Araujo (2001) goes into more detail on this point, but the analysis there is more complicated because matching is random; this is an example of how things 64



can be much easier in a model with directed matching. Araujo also discusses the relation to Kandori (1992). 9. Note that in the proof we never consider more than one-shot deviations: after any deviation, agents revert to the equilibrium, although perhaps from o® the equilibrium path. Also note that the equilibrium path depends on where we start: if we start at either Z = (1; 0; 1; 0) or (0; 1; 0; 1) then the equilibrium path cycles between these two states; if we start in a di®erent state the equilibrium path can take a couple of periods to converge to this cycle. 10. In Matsui and Shimizu (2001), agents get to go to particular market places (as long as they are open) where they can only meet agents on the other side of the same markets. If markets are not costly to open, it is e±cient to have lots of them open, since this makes it easier to meet the right type. As in our framework, even with a su±ciently rich set of markets, in their model some agents will be rationed in the meeting process if the ratio of buyers to seller is not just right. 11. One can extend and modify various details of this simple model. For instance, if we allow bilateral deviations in the announcement game we eliminate equilibria with ¼ 2 (0; 1). Additional implications of the model, including the construction of sunspot equilibria, are derived in Corbae et al. (2002). 65



12. This follows the approach in Shi (1995) and Trejos and Wright (1995). A much more complicated approach in the random matching literature is to allow goods and money to both be divisible, or to allow agents to hold multiple units of indivisible money; see Molico (1998), Green and Zhou (1998), Zhou (1999), and Camera and Corbae (1999). 13. As is well known, the Nash solution is equivalent to having q determined by a game such as the one in Rubinstein (1982); see Osborne and Rubinstein (1990) for a general discussion, or Coles and Wright (1998) for a discussion in the context of monetary theory. 14. See Rupert et al. (2001) for detailed proofs of this and other claims for the random matching model; related statements made below for the directed matching model can be proved using the same methods. 15. Let T r (q) and T e (q) denote the T functions in the two models. At any q such that T (q) = 0, we can substitute



c0(q) =



! [a1 (u(q) ¡ c(q)) ¡ ° ¡ rc(q)] u 0(q) ; (1 ¡ !) [a0 (u(q) ¡ c(q)) + ° + ru(q)]



into T r (q) ¡ T e(q) to show that it is equal in sign to: D



=



(ar1 ¡ a e1) [ar0 (u(q) ¡ c(q)) + ru(q) + °] ¡ (ar0 ¡ ae0 ) [ar1 (u(q) ¡ c(q)) ¡ rc(q) ¡ °] 66



=



ru(q) (ar1 ¡ ae1 ) + rc(q) (ar0 ¡ ae0 ) + ° [ar0 ¡ ae0 + ar1 ¡ ae1 ] < 0



(the last equality uses ae0 ar1 = ae1 ar0 ). Hence, at any q such that T r(q) = 0, we have T e (q) > 0, which implies the equilibrium q is lower in the random matching model. 16. We will show below that there is a unique equilibrium in the class under consideration, and it is easy to check that in this equilibrium payo®s are positive for all agents (so they do not want to drop out of the economy) i® this condition holds. 17. We emphasize that although the fundamental equilibrium is stationary, we are not assuming stationarity: below we will rule out all other candidate equilibria in the class under consideration, including nonstationary candidates. Notice, for instance, the long path in the middle of Figure 3 starts out from (1; 1; 1) at t = 0 as 1;2



1;3



(1; 1; 1) ! (0; 1; 1) ! (1; 1; 1); but when we get back to (1; 1; 1) at t = 2 we do not necessarily match types 1 and 2, as we did at t = 0; rather, we consider all relevant partitions from (1; 1; 1). 18. We do not know if there are any non-strict equilibria.
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19. There do exist mixed-strategy, asymmetric, and nonstationary equilibria; see Aiyagari and Wallace (1991) and Kehoe et al. (1993).
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including, e.g., agent 1 abandoning 2, leading to [f1g; f2g; f3; 4g]. We also ... to check bilateral deviations, including agents 1 and 3 abandoning their current. 






 Download PDF 



















 348KB Sizes
 1 Downloads
 272 Views








 Report























Recommend Documents







[image: alt]





Market Deregulation and Optimal Monetary Policy in a Monetary Union 

Jul 25, 2015 - more flexible markets would foster a more rapid recovery from the recession generated by the crisis ... and to match features of macroeconomic data for Europe's Economic and .... To the best of our knowledge, our ..... time) must buy t














[image: alt]





Market Deregulation and Optimal Monetary Policy in a Monetary Union 

Jul 25, 2015 - URL: http://www.hec.ca/en/profs/matteo.cacciatore.html ... In the United States, Lawrence Summers called for â€œbold reformâ€� of the U.S. economy as a key remedy ...... appear in the table are determined as described in the text.














[image: alt]





Matching and Money 

e-mail:[email protected]. Randall Wright. Department of Economics ... istence of sunspot equilibria, and the eÂ±ciency of inside versus outside money. One of our main goals is to show how ... equilibrium considered here it will be the case tha














[image: alt]





Forced Expiratory Technique, Directed Cough, and ... - CiteSeerX 

The normal cough (Fig. 2) involves tak- ing a deep breath, closing the glottis, compressing abdom- inal and thoracic muscles (to generate pressure in excess of 80 mm Hg), followed by an explosive release of gas as ...... his presentation at ATS last 














[image: alt]





DIRECTED FORGETTING AND AGING 

are cued to be remembered for a later memory test (these are labelled TBR items) and others that are cued to be forgotten ..... Benjamin, & Bickett, 2009), testing the interaction between the type of memory test and cueing method (item vs. list) ....














[image: alt]





directed search and firm size - SSRN papers 

Standard directed search models predict that larger firms pay lower wages than smaller firms, ... 1 This is a revised version of a chapter of my Ph.D. dissertation.














[image: alt]





Directed Search and Consumer Rationing 

Sep 2, 2014 - fundamental aspect of price competition that can have vast influence on .... Given the symmetry of consumers, this means that the residual ... there are endogenous income effects due to purchasing goods at different prices.














[image: alt]





Matching and Investment 

We introduce a one-to-one matching game where workers and firms exert efforts to produce benefits for their partners. We develop natural conditions for the existence of interior stable allocations and we characterize the structure of these allocation














[image: alt]





Directed Search and Consumer Rationing 

Sep 2, 2014 - an equilibrium in which the quantity sold by each firm coincides with that ... consumer rationing rules and the demand facing each firm in the ...














[image: alt]





Pricing and Matching with Frictions 

The University of Chicago Press is collaborating with JSTOR to digitize, preserve and extend access to The ... Queen's University and Indiana University.














[image: alt]





robust image feature description, matching and ... 

Jun 21, 2016 - Y. Xiao, J. Wu and J. Yuan, â€œmCENTRIST: A Multi-Channel Feature Generation Mechanism for Scene. Categorization,â€� IEEE Transactions on Image Processing, Vol. 23, No. 2, pp. 823-836, 2014. 110. I. Daoudi and K. Idrissi, â€œA fast and














[image: alt]





Matching and Price Competition: Comment 

where each firm can hire only one worker and ... sizes on that Web site (the data were collected on October .... Our analysis relied crucially on the assumption.














[image: alt]





Matching with Myopic and Farsighted Players - coalitiontheory.net 

Apr 19, 2017 - of the standard definition of the vNM stable set is that it does not take ..... It can be verified that the myopic#farsighted improving paths that were.














[image: alt]





Search, Matching and Training 

31 Oct 2016 - participants at Duke, UGA, London School of Economics and George Washington for useful feedback. We have also received ... we can theoretically and empirically investigate the degree to which a decentralized ... offer, and hence should 














[image: alt]





Microeconometric Search-Matching Models and ... 

and make a case that viewing it through the lens of structural job search models can help clarify and ... to non-competitive wage formation mechanisms (namely, wage bargaining) as a theoret- ical underpinning of ...... 13This result is a direct conse














[image: alt]





Bilateral Matching and Bargaining with Private Information 

two$sided private information in a dynamic matching market where sellers use auctions, and ..... of degree one), and satisfies lim+$$. ; (2,?) Ï† lim-$$ ... matching technology is assumed to be constant returns to scale, it is easy to see that J(") .














[image: alt]





Procedurally Fair and Stable Matching 

The first procedurally fair and stable matching mechanism we consider, called ... P(m) = w3 w2 mw1 ... w4 indicates that m prefers w3 to w2 and he prefers .... and uses survey data to analyze various hypotheses on different aspects of ...














[image: alt]





Matching with Myopic and Farsighted Players - coalitiontheory.net 

Apr 19, 2017 - heterogeneous with respect to their degree of farsightedness and confirm ... may result, with the top school enrolling up to 45 percent more high ...














[image: alt]





Monetary Policy and Banking Structure 

supported by the research fellowships of the Japan Society for the Promotion of. Science for young scientists. ... Kyoto University, Japan, Email: [email protected]. 1 .... examples of two different banking systems, those of the United States.














[image: alt]





Openness and Optimal Monetary Policy 

Dec 6, 2013 - to shocks, above and beyond the degree of openness, measured by the .... inversely related to the degree of home bias in preferences.4 Our ...














[image: alt]





Sectoral Heterogeneity and Monetary Policy - Jonathan Kreamer 

demand during the recovery. This is particularly interesting given that ..... Economic Policy Symposium-Jackson Hole, pages 359â€“413. Federal Reserve Bank of ...














[image: alt]





Domain and Range Matching Game.pdf 

There was a problem previewing this document. Retrying... Download. Connect more apps... Try one of the apps below to open or edit this item. Domain and ...














[image: alt]





Procedurally Fair and Stable Matching 

stable matchings in which he/she is not matched to his/her best partner in the reduced set of .... is better off as well, then we would expect this mutually beneficial â€œtradeâ€� to be carried out, rendering the given ... private schools and univers














[image: alt]





Clustering and Matching Headlines for Automatic ... - DAESO 

Ap- plications of text-to-text generation include sum- marization (Knight and Marcu, 2002), question- answering (Lin and Pantel, 2001), and machine translation.


























×
Report directed matching and monetary exchange1





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















