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Discriminative Acoustic Language Recognition via Channel-Compensated GMM Statistics Niko Brümmer, Albert Strasheim, Valiantsina Hubeika, Pavel Matějka, Lukáš Burget and Ondřej Glembek



Outline • • • • •



Introduction Relevant prior work Proposed method Experimental results Conclusion



Introduction 1. What is GMM-based acoustic language recognition? 2. Focus of this talk.



General recipe for GMM-based Acoustic Language Recognition 1. Build a feature extractor which maps: speech segment --> sequence of feature vectors



2. Pretend these features are produced by language-dependent Gaussian mixture models (GMMs). 3. Train GMM parameters on typically several hours of speech per language. 4. For a new test speech segment of unknown language: • •



Compute language likelihoods, Given priors and costs, make minimum-expectedcost language recognition decisions.



Introduction 1. What is GMM-based acoustic language recognition? 2. Focus of this talk.



Discriminative Acoustic Language Recognition via Channel-Compensated GMM Statistics • Channel-compensation works for both generatively and discriminatively trained language models. • This talk will emphasize the more interesting channel compensation part. • For details of the discriminative training, please see the full paper.
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GMM generations Prior work: 1G: One MAP-trained GMM per language. 2G: One MMI-trained GMM per language.



This paper: 3G: One GMM per test segment.



1G: Training Language GMM’s are trained independently for every language, with a MAP criterion: e.g.: English GMM = arg max P( GMM parameters, English data )



1G: Test New test speech segments are scored by directly evaluating GMM likelihoods, e.g.: English score = P( test speech | English GMM )



2G: Training GMM parameters for all languages are adjusted simultaneously with a discriminative MMI criterion, to maximize the product of posteriors: P( true language | training example, parameters) over all the training examples of all the languages.



2G: Test Test scoring is identical to 1G, e.g: English score = P(test speech | English GMM)



Comparison: MMI vs MAP • Accuracy: MMI much better than MAP • Training: MMI requires significantly more CPU and memory resources than MAP • Test scoring: Pure GMM solutions are slow e.g. compared to some GMM-SVM hybrid solutions.
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Proposed method • • • • • •



Motivation Advantages Key differences Training Testing Results



Motivation This work on language recognition was motivated by recent advances in GMM text-independent speaker recognition and is based on Patrick Kenny’s work on Joint Factor Analysis.



Proposed Method vs MAP&MMI • Advantages: – Matches or exceeds accuracy of MMI – Faster to train than MMI – Very fast test scoring, similar to fast SVM solutions.



• Disadvantage: – More difficult to explain, but that is what we will attempt in the rest of this talk.



Key differences from prior work • Simplifying approximation to P(data|GMM), makes training and test scoring fast. • 2-layer generative modeling



Approximation to P(data|GMM) • We use the auxiliary function for the classical EM algorithm for GMMs, which is a lower-bound approximation to the GMM log-likelihood. • The approximation is done relative a language-independent GMM called the UBM.



GMM likelihood approximation log likelihood



log P(data | GMM)



Quadratic approximation: EM auxiliary function = Q(GMM; UBM,data)



UBM



GMM parameter space



Sufficient stats • The EM-auxiliary approximation allows us to replace the variable-length sequences of feature vectors with sufficient statistics of fixed size. • The whole input speech segment (e.g. 30s long) is mapped to a sufficient statistic. • This allows us to iterate our algorithms over thousands of segment-statistics, rather than over millions of feature vectors.



Key differences • Simplifying approximation to P(data|GMM), makes training and test scoring fast. • 2-layer generative modeling – Generative model for GMMs – GMMs generate feature vectors



2-layer generative GMM modeling 1. In the hidden layer a new GMM is generated for every speech segment, according to language conditional probability distribution of GMMs. 2. In the output layer, the segment GMM generates the sequence of feature vectors of a speech segment.



Central French GMM



Central English GMM



feature space



Intersession, or ‘channel’ variability



English speech segment



English speech segment



English speech segment



French speech segment



French speech segment



French speech segment



GMM parameter supervectors • All GMM variances and weights are constant. • Different GMMs are represented as the concatenation of the mean vectors of all the components. • These vectors are known as supervectors. • We used 2048 x 56-dimensional GMM components to give a supervector of size ≈ 105.



GMM supervector space
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feature sequence of a German speech segment



h s i an p S G



M



M



rm e G



Segment GMMs are normally distributed with: • language-dependent means and • a low-rank, shared, languageindependent covariance.
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another German segment
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Training • Training the language recognizer is the estimation of: – the language-dependent means and – shared covariance



of the GMM distributions. • Done via an EM algorithm to maximize an ML-criterion, over all of the training data for all of the languages.



GMM supervector space



Training data for distributions of GMM supervectors every dot is a GMM other languages English segments



German segments French segments



GMM supervector space



Training data for distributions of GMM supervectors Every dot is a GMM other languages



Problem: training data is English segments hidden: These GMMs are not given, we French are given only the observed segments German feature sequences. segments



EM algorithm The problem is solved with an EM algorithm, which iteratively: 1. Estimates hidden GMMs 2. Estimates distribution of those GMMs.



EM Algorithm



English



French



Initialization: Random within-class covariance



EM Algorithm



English



E-step: Estimate hidden GMMs, given current within-class covariance.



French



EM Algorithm



English



French



M-step: Maximize likelihood of within-class covariance, given current GMM estimates.



EM Algorithm



English



E-step: Estimate hidden GMMs, given current within-class covariance.



French



and so on: MEMEMEMEMEMEMEMEM, …
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To score a new test speech segment of unknown language: 1. `Channel’ compensation: Approximately remove intra-class variation from sufficient statistic of each test segment. 2. Score compensated statistic against the central GMM of each language, as if there were no intra-class variance.



SegmentGMM feature sequence of unknown language



UBM



language-independent estimate of within-class deviation



within-class variability



SegmentGMM feature sequence of unknown language



UBM



`Channel’ compensation: Modify statistic to shift GMM estimate. (Shift is confined to 50dimensional subspace of 100 000 dimensional GMM space, Segment GMM and UBM do not coincide.) within-class variability



To score a new test speech segment of unknown language: 1. Channel compensation: Approximately remove intra-class variation from sufficient stat of each test segment. 2. Score compensated statistic against the central GMM of each language, as if there were no intra-class variance.



Test scoring • Channel compensated test-segment statistic is scored against each language model, using a simplified, fast approximation to the language likelihood, e.g.: English score ≈ log P(test data | central English GMM)
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Does it work? Error-rate on NIST LRE’07, 14 languages, 30 sec test segments. Baseline: One MAP GMM per language.



11.32%



Proposed method: One MAP GMM per language, with channel compensation of each test segment.



1.74%



Results* for NIST LRE 2009 (not in paper) Evaluation data, 23 languages



30s



10s



3s



GMM 2048G - Maximum Likelihood



7.33%



10.23%



18.91%



JFA 2048G, U - 200dim



3.25%



6.47%



16.40%



* After bugs were fixed.



Conclusion We have demonstrated by experiments on NIST LRE 2007 and 2009, that recipes similar to Patrick Kenny’s GMM factoranalysis modeling for speaker recognition, as implemented by using sufficient statistics, also work to build fast and accurate acoustic language recognizers.
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