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Abstract— This paper focuses on the principled study of distance reconstruction for distance-based node localization. We address an important issue in node localization by showing that a highly incomplete set of inter-node distance measurements obtained in ad-hoc node deployments carries sufficient information for the accurate reconstruction of the missing distances, even in the presence of noise and sensor node failures. We provide an efficient and provably accurate algorithm for this reconstruction, and we show that the resulting error is bounded, decreasing at a rate √ that is inversely proportional to n, the square root of the number of nodes in the region of deployment. Although this result is applicable to many localization schemes, in this paper we illustrate its use in conjunction with the popular MultiDimensional Scaling algorithm. Our analysis reveals valuable insights and key factors to consider during the sensor network setup phase, to improve the quality of the position estimates.



I. I NTRODUCTION In the past few years the sensor network community has reached a consensus that knowledge of node locations is unquestionably one of the most desirable attributes of ad-hoc sensor networks. Knowledge of location can support many networking and maintenance services, and more importantly map the sensed data to physical space. Since the manual recording of node positions is a difficult task even for modest sized networks, the community has invested significant effort in creating algorithms that can derive locations based on inter-node measurements.



The simplest and most common embodiment of such algorithms considers the estimation of a coordinate system from a set of pairwise distance measurements among sensor nodes. However, it is well known, that in realistic deployments obstacles and large node separations render the collection of all n2 distances infeasible. Many of the existing algorithms try to resolve this issue by providing heuristic approximations to the missing distances. The success of such techniques has invariably been measured experimentally. There is an alarming lack of simple algorithms with bounded running time complexity – either centralized or decentralized – that are able to provably localize the sensor nodes up to bounded error. The work in this paper takes a forward step in this direction, by providing a simple and provable algorithm for the accurate reconstruction of the missing pairwise distance measurements. The main contribution of this paper is to show that highly incomplete distance matrices such as the ones obtained in ad-hoc deployments, contain sufficient information to allow the accurate reconstruction of the missing distances, even in the presence of noise. To this end, we describe a provable reconstruction algorithm with bounded error and illustrate its use in conjunction with the popular Multidimensional Scaling (MDS) algorithm [12], [13], [8]. However, we emphasize that this presentation focuses on matrix distance reconstruction. We acknowledge the fact that to obtain more accurate locations an additional iterative refinement phase similar to the ones described in [13] and [14] is necessary. This presentation does not delve into the



i, i ∈ 1 . . . n. Let dij denote the Euclidean distance between nodes i and j for i, j ∈ 1 . . . n, i.e.,



details of iterative refinement. Section III gives an intuitive overview of the main results, followed by a detailed description in Sections IV and V and our evaluation results in Section VII.



d2ij = xi − xj 2 = xTi xi + xTj xj − 2xTi xj .



Let X denote the n × 2 position matrix whose ith row is xTi , and let D denote the n × n distance matrix given by Dij = d2ij . We emphasize that the entries of D are the square of the Euclidian distance dij . We assume that the sensors are distributed on a bounded domain, so dij ∈ [0, dmax ]. Estimates d˜2ij = d2ij + ij are measured for some pairs of nodes, where ij models the measurement noise. We assume that the noise is zero mean and has bounded variance. However, we do not assume that it is Gaussian. The goal of localization is to recover estimates ˜ i ∈ R2 that are “close”, up to rotation/reflection and x translation, to the xi for all i ∈ 1 . . . n. Existing algorithms for localization (e.g., the MDSMAP algorithm of [12], [13]) start by using the incomplete and noisy distance information contained in the d˜ij to first reconstruct all the distances dij . The goal of this paper is to give provably accurate algorithms for reconstructing the entire distance matrix, given a small number of noisy pairwise distances d˜2ij . In particular, we obtain estimates d¯2ij for all i, j ∈ 1 . . . n for which, modulo our assumptions,   n n 1 1  2 2 2 ¯ . (dij − dij ) = O √ n2 n



II. R ELATED W ORK Node localization has been a subject of intense study in the recent literature. The various approaches may be classified based on whether they are assisted or adhoc, centralized or distributed, or based on the type of technologies they employ. Some approaches are based on radio received signal strength [15], [13], [10], others employ more accurate distance measurement technologies [11], and others assume a combination of angle and distance measurements [4], [10]. Our work is closely related to studies that use approximations to distance measurements. These include the MDS based approaches described in [12], [13], [8]. Novel distance reconstruction techniques via SemiDefinite Programming formulations (SDP) have been recently proposed in [3], [9], [14]. Our work addresses the same problem. However, to the best of our knowledge, no explicit connection between the accuracy of the reconstruction and the number of sensor nodes in the network has been provided in existing work. There has been significant recent theoretical work in general matrix reconstruction problems, a special case of which is the Euclidean distance matrix reconstruction problem. In particular, Achlioptas and McSherry in [1], [2] proved that given randomly sampled elements of a matrix, it is possible to accurately approximate the spectral characteristics – singular values and singular vectors – of a matrix. Drineas et. al. in [5], [6] proved that it is also possible to approximate the spectral characteristics of a matrix by sampling a small constant number of rows and/or columns of a matrix. We refer the reader to the references for further details.



i=1 j=1



In words, the squared error per entry drops inversely proportional to the square root of the number of nodes in the sensor network. Thus, we lay a theoretical foundation upon which existing algorithms, such as MDS-MAP, may operate. Notation. Let 1n be the n-dimensional vector of ones, and In the n × 2n identity matrix. For any matrix A, 2 AF = i,j Aij and A2 = maxy=1 Ay. B. MDSL OCALIZE Using Exact Distances



III. D ISTANCE M ATRIX R ECONSTRUCTION



To motivate the need for accurate reconstruction of the distance matrix, we can ask whether it is possible to recover the original positions xi (up to rotation/reflection and translation), given all n2 pairwise Euclidean distances, without any measurement noise. A SemiDefinite Programing approach used in [3] shows that the answer to this question is affirmative. It has been folklore knowledge that under the same assumptions, MultiDimensional Scaling (MDS) approaches do the same. We summarize the MDS algorithm below, and give a proof of Theorem 1 in the Appendix.



A. Problem Statement In a sensor network localization problem, n sensor nodes are placed in the two (or three)1 dimensional Euclidean space. Every sensor measures its distance (up to noise) to a subset of the other sensors. Given this (incomplete) distance information, the task is to recover the positions of the individual sensor nodes. More formally, let xi ∈ R2 denote the position of node 1



In the interest of space, we only focus on the 2D case. The 3D case is a straight forward extension.



2



and intuitively, the correctness of our algorithm and the quality of our bounds. Intuitively, it states that D has a lot of structure. Roughly speaking, even though D has n2 entries, there exist only 4 linearly independent columns (or rows) in D or, equivalently, there exist only 8n degrees of freedom in D. Thus, a carefully chosen 8n entries in D should suffice to reconstruct D exactly.



Algorithm MDSL OCALIZE 1) Centering. Compute τ (D) = − 12 LDL, where L = In − (1/n)1n 1Tn . 2) SVD. Compute τ2 (D), the best rank 2 approximation to τ (D) using its Singular Value Decomposition, τ2 (D) = U2 Σ22 UT2 . ˜ = U2 Σ2 . 3) Return X



D. Sampling D At the second step of MDSL OCALIZE, U2 is an n×2 matrix of the top two left singular vectors of τ (D), and Σ2 is a 2 × 2 diagonal matrix. At the third step, the ith ˜ is the estimate x ˜ Ti . row of X Theorem 1: MDSL OCALIZE, when applied to the complete, exact distance matrix D returns estimates of the positions x˜i that are equal (up to rotation/reflection and translation) to the true positions xi for all i. The above theorem immediately suggests an approach when some of the pairwise distances are missing: replace the missing entries by estimates and run MDS on this estimate of D. Indeed, this approach has been suggested and experimentally evaluated in [12], where a missing distance between nodes i and j is approximated by its shortest path distance in the sensor network connectivity graph. The hope has always been that if the estimate of D is accurate enough, then the result of the MDSL OCALIZE procedure will mimic the statement of theorem 1. We will show here that the first step can be accomplished, namely that D can be reconstructed from partial information with provable accuracy. The analysis of running MDSL OCALIZE on this provably accurate reconstruction will be discussed in upcoming work.



As discussed, only 8n entries in D should suffice for reconstruction, and hence localization. As a motivating example, consider an idealized setting, in which we could choose which entries of D to measure. Suppose we pick 4 linearly independent rows of D, say (without loss of generality) the first 4 rows. This amounts to the unrealistic assumption that we are given all distances from the first 4 sensor nodes to all other nodes. Assume also that we are given at least 4 entries from every other row of D, i.e., every sensor is able to compute its distance to at least 4 other sensors (a realistic assumption). The 4 entries in row j (j > 4) may be used to determine the linear combination of the first 4 rows that would give the j th row, and hence determine the entire j th row. We know that this process is feasible, since D has rank at most 4. Thus, the 4 given entries in each row suffice to reconstruct the entire row. Assuming that the measurements are noiseless, the reconstruction of D is perfect. The assumption that the first 4 rows are given is clearly out of reach, since this would imply the existence of 4 extremely powerful sensor nodes, which can compute their distance to any other sensor node. In a realistic setting, we do not get to choose the entries of D that are measured. Instead, we can postulate a reasonable model under which the entries of D are “sampled”, and ask whether these “sampled” entries are sufficient to recover the structure of D, even in the presence of noise. The above discussion highlights two points. (i) D has a lot of structure, and a carefully chosen small sample of its entries will result in accurate reconstruction. Therefore, (ii) the relevant question is what realistic assumptions on the sampling of D give accurate reconstruction? We describe a general, realistic model to answer the above question. Introduce an n × n sampling matrix P whose (i, j)-th entry pij ∈ [0, 1] denotes the probability that node i successfully measured its exact distance to node j , i.e., d2ij is measured with probability pij , and is unknown with probability 1 − pij . The measurements are corrupted, thus we measure d˜2ij = d2ij + ij with



C. Inferring Missing Distances A crucial question naturally arises. Can one accurately approximate the missing distances, given a small subset of pairwise distances? Lemma 1: The rank of D is at most 4. Proof: Notice that D = 1n zT + z1Tn − 2XXT ,



(1)



where z is an n × 1 vector whose ith element is equal to xi 2 = xTi xi . To conclude, observe that D is the sum of three matrices of ranks 1, 1, and at most 2. More generally, in d dimensions, the rank of the third matrix is at most d, giving rank(D) ≤ d + 2.  This simple lemma lies at the heart of our work. The fact that D is of rank at most 4 explains, both rigorously 3



S is well defined since the pij are known and nonzero. The γij are values representing our “best guess” for the distance between nodes i and j , given that the two nodes were not able to detect their distance. These values naturally model side information that is available in practice. Our algorithm works for any choice for the γij , e.g., all γij might be set to zero. However, better choices for the γij can improve the accuracy of the reconstruction. We will quantify this in equation (4), and in Section VII we will demonstrate the experimental performance of the SVD-R ECONSTRUCT algorithm for various choices for the γij . The next step is to construct S4 , the best rank 4 approximation to S (recall that D has rank at most 4).



probability pij . Recall that ij are independent zero mean, bounded variance random variables. Our model includes the commonly assumed disk model which sets pij ≈ 1 if dij ≤ R, and pij ≈ 0 otherwise. Here R denotes the sensor radius. Our model implicitly allows for operation in obstructed environments and varying signal propagation models, by allowing more general values for pij . E. Assumptions We need to make some assumptions on the pij in order to prove that localization is, in principle, feasible. Notice that some assumptions on the pij are clearly necessary in order to give any provable guarantees for localization. For example, if all but O(1) of the pij are equal to zero, localization is impossible. We state our assumptions and defer a detailed discussion of their plausibility to Section VI, after the presentation of our reconstruction algorithm. Assumption 1: All the pij ’s are known. Even though this assumption sounds quite strong, we will argue that it is essentially implicit in existing literature. More importantly, it is actually feasible to get realistic, accurate estimates of the pij in practical settings. Assumption 2: pij ≥ p > 0, for all i, j = 1 . . . n, for some small positive constant p . In words, we assume that even far away sensors have a very small, non-zero probability of detecting their distance. This assumption might be true as sensor technology improves, or if the sensors are spread over small, bounded regions.



Algorithm SVD-R ECONSTRUCT ˜ , construct S. 1) Given D 2) Construct S4 , the best rank 4 approximation to S, using the Singular Value Decomposition of S. ˜i, 3) Run MDSL OCALIZE on S4 to obtain x i = 1 . . . n, which approximate the xi up to rotation/reflection and translation. The entries of S satisfy two important properties. Their expectation E [Sij ] is equal to d2ij for all i and j (recall that the expectation of ij is equal to zero), and their variance is bounded since the pij are bounded away from zero; see Section V for details. These two properties will allow us to use the bounds of [1], [2] to prove that S4 , the best rank 4 approximation to S, is “close” to D. More specifically, we shall obtain bounds for D − S4 2F .



IV. SVD-R ECONSTRUCT We describe the reconstruction algorithm, which we will analyze in Section V. The algorithm is tantalizingly simple, and is motivated by recent important results regarding the reconstruction of low-rank matrices [1], [2]. SVD-R ECONSTRUCT takes as input a fraction of the entries of D that are available, i.e., entries of D that correspond to pairs of nodes that were able to measure ˜ ij = d˜2 = d2 +ij their pairwise distances – recall that D ij ij is measured with (known) probability pij . Thus, the input ˜ given by to SVD-R ECONSTRUCT is the matrix D  2 ˜ ij = dij + ij with probability pij , D ? with probability 1 − pij .



V. A NALYSIS



OF



SVD-R ECONSTRUCT



The main goal of this paper is to lay a formal foundation for localization by giving provably accurate algorithms for reconstructing D from highly incomplete distance information. We now show that SVDR ECONSTRUCT is one such algorithm. Instrumental to this goal will be the fact that D has low rank (lemma 1). The following lemma is crucial to the analysis. Its essential content is that S is an unbiased estimator for D. Lemma 2: For all i, j ,



The ? denotes that the entry is unknown. The first step is to construct a new matrix S with entries  2 dij +ij −γij (1−pij ) if dij was detected (pij ), pij Sij = γij otherwise (1 − pij ).



E [Sij − Dij ] = 0. We give the proof in the Appendix. The lemma holds because of our careful choice of the scaling factors



4



where σS2 is bounded as in equation (4). Let dmax denote the maxi,j dij over all i, j ∈ 1 . . . n. Since DF ≤ ndmax , assuming that p is any small constant,



for the entries of S. We now show that S4 is close to D, which implies that SVD-R ECONSTRUCT accurately recovers D. Lemma 3 (Theorem 1, [2]): Let S4 be constructed as described in SVD-R ECONSTRUCT. Then, D − S4 F



D − S4 2F ≤ O(nd4max + n3/2 d3max ).



Thus, the average square error per entry in S4 is √ O(d4max /n + d3max / n).



≤



(D − S)4 F  + 2 (D − S)4 F DF



and also



Assuming that dmax is independent √ of n, the error decreases inversely proportional to the n.



D − S4 2 ≤ 2 (D − S)4 2 . The above lemma is essentially Theorem 1 of [2], using the fact that D − D4 F = D − D4 2 = 0. We now present a bound for (D − S)4 F . To prove this bound we first need to bound (D − S)4 2 = D − S2 . Towards that end we use Theorem 5 of [2]. Lemma 4 (Theorem 5, [2]): Let σS2 denote an upper bound for the variance of the entries of S, or equivalently, Var [Sij ] ≤ σS2 for all i, j = 1 . . . n. Then, with probability at least 1 − 1/(2n), for sufficiently large n, √ (2) D − S2 ≤ 4σS 2n, √ (D − S)4 F ≤ 12σS 2n. (3) Combining lemmas 3 and 4 we can easily derive a bound on the quality of S4 as an approximation to D. Lemma 5: S4 is a “good” approximation to D, since with probability at least 1 − 1/(2n),  √ √ D − S4 F ≤ 12σS 2n + 8 σS 2n DF √ D − S4 2 ≤ 8σS 2n. See the Appendix for a proof of the above lemma. We now bound the σS term in lemmas 4 and 5. We will use the fact that ij is zero mean and its variance is bounded by σ2 . Indeed (for details see Appendix) 2  2 Var [Sij ] ≤ (dij − γij )2 + σ2 . pij Notice that the quality of the bound improves if γij is close to dij . Overall, using pij ≥ p (Assumption 2),  2 σS2 ≤ max (d2ij − γij )2 + σ2 . (4) p i,j The following theorem summarizes our results regarding the accuracy of the reconstruction process, and argues that the average reconstruction error per entry decreases inversely proportional to the square root of the number of nodes in the sensor network. Theorem 2: Let S4 be constructed as described in the SVD-R ECONSTRUCT algorithm. Then, with probability at least 1 − 1/(2n),  √ √ D − S4 F ≤ 12σS 2n + 8 σS 2n DF ,



VI. D ISCUSSION We briefly discuss the impact of the assumptions of Section III-E in light of the SVD-R ECONSTRUCT algorithm. Consider Assumption 1. Traditionally [12], MDSL OCALIZE has been run on a reconstructed distance matrix  2 dij + ij if dij was detected, Sij = γij otherwise, where γij is the shortest path distance between i and j on the sensor network connectivity graph. In the context of constructing S, this corresponds to setting pij ≈ 1 if the distance is measured, and pij ≈ 0 otherwise. Thus, the traditional setting implicitly assumes that the pij are known, i.e., pij is closely approximated by a step function of dij . Our setting is more general, since it admits the possibility that the probability for a sensor to detect its distance to another sensor may smoothly decay. In such a situation, one needs to be more careful in selecting Sij . Specifically, the pij need to be incorporated into Sij . Note that this automatically happens in the traditional setting because of the assumed form for the pij . The drawback of this more general, and more realistic setting is that one needs to know the pij . In practice, this is a reasonable requirement, since prior to deploying the sensors, one can gather a great deal of technical information on the sensors. For example, through rigorous repeated experimentation, one can obtain near exact estimates on how a signal transmitted by a sensor degrades as a function of distance. This suffices to derive simple formulas for the probability pij based on various random models of the background noise. It turns out that such (unbiased, bounded variance) estimates of the pij suffice. A detailed discussion of relaxing the requirement that the exact pij are known is deferred to a full version of this paper. We now turn our attention to Assumption 2, which states that even far away sensors have some arbitrarily 5



small, though non-zero probability of detecting their distance. As sensor technology improves such an assumption becomes only a mild restriction. In general, pij is a continuous, non-linear, decreasing function of the distance dij between the two nodes i and j . Simple models for the detection probabilities can be derived for RF sensors [16], based on the fact that the received power decreases inversely proportional to the square of the distance from the source. Since sensors are deployed in a bounded region, the detection probability among a pair of sensors might become very small, however, it remains bounded away from zero. One may, however, encounter settings where two sensors have essentially zero probability of detecting their distance. For example, if the sensors are so far apart that the signal to noise ratio is too small, then there is no chance that the sensors will detect their distance. Our results do not strictly apply to this setting in the global sense, however they do apply in the local sense. Specifically, in any “local” region, it is certainly the case that p is bounded away from zero. Our results imply that in this local region, which corresponds to a submatrix of the full distance matrix, the distances can be reconstructed accurately. Thus for this particular local region, the positions of the sensors can be recovered in their own local coordinate system. The global localization problem then becomes equivalent to a problem of meshing together several provably accurate local “maps” into a single global map, where each local map can be in its own coordinate system.



based. We assume that each node detects nodes that are within a radius of R = 0.165 with probability one; if two nodes are at distance more than 0.165 the probability that they detect each other is p = 1/100. Thus we satisfy Assumption 2, while at the same time the connectivity of the sensor network remains essentially the same. 25
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Fig. 2: Uniform Deployment w/o noise
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VII. E VALUATION 5 1 0.9 0 100
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Fig. 3: Uniform Deployment with noise
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In the uniform scenarios nodes are randomly scattered in a 1 × 1 square field following a uniform distribution. In the corridor shaped scenarios, nodes are scattered on a 1 × 1 square using the same uniform distribution. Corridors are formed by creating two rectangular gaps inside the square field as shown in Fig 1. For each scenario, we evaluate the reconstruction trend for network sizes ranging from 100 to 500 nodes with 10 scenarios for each size. The average connectivity ranges from (roughly) 5 to (roughly) 42. We subsequently plot the average for each size. We evaluate the quality of our reconstruction
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Fig. 1: Example corridor shaped scenario We evaluate the trends of the reconstruction algorithm on two main types of deployment, uniform and corridor 6



for γij = 0, γij = R2 and γij = shortest path2 . The reconstruction trends are shown in Figs 2, 3, 4, and 5. Figures 2 and 4 show the trend when measurements are noise free. Figures 3 and 5 display the same results when distance measurements are corrupted by a noise drawn from a zero mean uniform distribution that is 63% of the actual measurement. Clearly, the plots verify the main result of our work: the accuracy of the localization drops inversely proportional to the square root of the number of nodes in the sensor network. The similarity between the theoretical error bound curve and the curves for the cases γij = 0 and γij = R2 is indeed striking. As predicted by equation (7), noise does not significantly affect the distance matrix reconstruction error, since the variance of the noise (σ2 ) is dominated by the first term of equation (7).
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where two different types of sensors S1 and S2 are deployed in adversarial environments, where even though two sensors are within range of each other they might still fail to detect and measure their pairwise distance. Let sensors of type S1 fail with probability p1 and sensors of type S2 fail with probability p2 . These probabilities may be inferred from past deployment experience. We assume that the radius of either type of sensors is R. We scatter sensor nodes of both types uniformly at random over a 1 × 1 square field.
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Fig. 6: Comparison with MDS-MAP (p1 = 3 4 , R = 0.1)
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Fig. 4: Corridor Deployment w/o noise 14 γij=0



40 γij=0 2 γij=R γ =(shortest graph path )2



35



ij



MDS−MAP [12] theoretical error



10



ij



theoretical bound |D−S4|2F/n2



30



||D−S4||2F / n2



γij=R2



12



25 20 15



8



6



4



10



2



5 0 100



0 100



150



200



250



300



350



400



450



500



150



200



250



300 nodes



350



400



450



500



nodes



Fig. 7: Comparison with MDS-MAP (p1 = 3 4 , R = 0.1)



Fig. 5: Corridor Deployment with noise Finally, we evaluate the SVD-reconstruct algorithm on the following deployment scenario. Consider a situation
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Now consider the 4 possibilities that arise in this set7



of applying the MDSL OCALIZE algorithm on the reconstructed distance matrix S4 . (iii) We investigate fully distributed, gossip-based protocols for MDSL OCALIZE and SVD-R ECONSTRUCT, with provable running time and message size guarantees. (iv) We intend to evaluate these algorithms on a real testbed at ENALAB at Yale University.
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ting. If two sensor nodes of type S1 are within distance R from each other, they will detect their distance with probability (1 − p1 )2 ; if two sensor nodes of type S2 are within distance R from each other, they will detect their distance with probability (1 − p2 )2 ; if one sensor node of type S1 and one sensor node of type S2 are within distance R from each other, they will detect their distance with probability (1 − p1 )(1 − p2 ); if two sensor nodes of any type are farther than R they will detect their distance with a small, fixed probability 1/100 (we do not account for individual failure probabilities in this case). Figures 6 and 7 show that for R = 0.1 and two different choices for the failure probabilities p1 and p2 the SVD-Reconstruct outperforms the MDS-MAP algorithm of [12]. This effect is particularly pronounced in sparse deployments, and is due to the careful rescaling of the known distances by the apriori known failure probabilities. However, as R increases (Figure 8), the comparative advantage of SVD-Reconstruct decreases; in particular, for dense deployments the MDS-MAP algorithm of [12] seems to marginally outperform SVDReconstruct. VIII. C ONCLUSIONS



AND



F UTURE W ORK



In this paper we described a first step towards provable algorithms for sensor network localization, by demonstrating that – under some assumptions – reconstruction of Euclidean distance matrices from partial information is, in principle, feasible. Clearly, many important questions remain open. Our current work focuses on four directions. (i) We seek to relax the assumptions of Section III-E. (ii) We investigate the error bounds 8



Bounding the variance of the entries of Sij (σS2 ):



A PPENDIX Proof of Theorem 1: After the first step of the algorithm, τ (D) is an n × n matrix whose (i, j)-th entry is equal to the inner product T  T xi − (1/n)1Tn X xTj − (1/n)1Tn X . In words, the (i, j)-th entry of τ (D) is equal to the inner product of the coordinate vectors corresponding to the i-th in a coordinate system and the j -th sensors, translated  whose origin is the point (1/n) ni=1 xi . Notice that D = 1n zT + z1Tn − 2XXT ,



Var [Sij ] =



  = Var [Dij − Sij ] = E (Dij − Sij )2  



2 d2ij +  − γij (1 − pij ) = Pr [ij = ] pij − d2ij pij  2  + (1 − pij ) γij − d2ij |ij =   



2 (d2ij − γij )(1 − pij )  = Pr [ij = ] pij + pij pij  2  + (1 − pij ) γij − d2ij |ij =    2 2 2 2E 2ij 2(dij − γij ) (1 − pij ) ≤ + pij pij  2 2 + (1 − pij ) γij − dij



(5)



where z is an n × 1 vector whose i-th element is equal to xi 2 . Then, 1 τ (D) = − L(1n zT + z1Tn − 2XXT )L = 2  T  = X − (1/n)1n 1Tn X X − (1/n)1n 1Tn X



Notice that τ (D) is a symmetric positive semidefinite matrix of rank at most 2 and its Singular Value Decomposition (computed at the second step of the algorithm) has the same left and right singular vectors. Thus,  ˜ = U2 Σ2 = X − (1/n)1n 1T X W, X (6) n



= ≤



orthonormal matrix W . Clearly, for some 2 × 2  (1/n)1Tn X = (1/n) ni=1 xi is the translation and W is the rotation/reflection. Thus, up to rotation/reflection and translation, we have recovered the original coordinates X. Proof of Lemma 2:



Notice that the quality of the bound improves if γij is close to dij . Overall, 2  2 σS2 ≤ max (7) (dij − γij )2 + σ2 . i,j pij



E [Sij ] = Pr [ij = ]



d2ij +  − γij pij + (1 − pij )γij |ij =  · pij = d2ij = Dij .



Proof of Lemma 4: The first part of the lemma is an instantiation of Theorem 5 of [2]. For the second part, notice that (D −



S)4 2F



= ≤



4 



σi2 ((D − S)4 )



i=1 4σ12 ((D



(d2ij − γij )2 (1 − pij )(2 − pij ) 2σ2 + pij pij 2  2 (dij − γij )2 + σ2 . pij



− S)4 )



= 4 (D − S)4 22



= 4 D − S22 ≤ 128σS2 n,



and the lemma follows by taking square roots of the two sides. 9
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