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Distributed learning in a Congestion Poisson Game Julio Rojas-Mora∗ , Habib B.A. Sidi∗ , Rachid El-Azouzi∗ , Yezekael Hayel∗ ∗ LIA/CERI,



Université d’Avignon, Avignon, France Abstract



This paper deals with a game theoretic model based on a Congestion Poisson Game. The novelty of our study is that we focus on a totally distributed mechanism that can be employed such that the system will converge to the Nash equilibrium. We are interested in observing the impact of arrivals and departures of players on the convergence metrics of the algorithm. To do this, we propose some adaptations of a basic reinforcement learning algorithm for which we carried out extensive simulations. Our main problems are first, how a player is aware of changes in the system state and second, what it should do in that case. We propose several approches to detect sytem state changes and we show that there is no need to restart the algorithm at each event to attain convergence to a Nash equilibrium in 80% of the time. Index Terms Poisson Games, Distributed Algorithms, Simulation, Performance Analysis.



I. I NTRODUCTION Game theory can be used to model and understand lots of complex systems. For example, it has been successfully used from several years in communication networks [16]. In this paper, we are interested in applying a specific class of games which are Poisson Games [9] to understand a problem which is related to a user-association problem in wireless networks. More precisely, we look at a distributed algorithm for this problem. Reinforcement learning techniques have been first applied in a wireless network for studying optimal power control mechanism in [6]. Their distributed algorithm is based on [12] in which authors propose a decentralized learning algorithm for Nash equilibrium. The advantage of that mechanism is twofold. First, the algorithm is fully distributed. Each agent doesn’t need a lot of information to update his decision, he needs only his perceived utility which depends on other players actions but which can be easily obtained. Second, it has been theoretically proved that this decentralized mechanism, if it converges, converges to a Nash equilibrium. Moreover, if the non-cooperative game has some properties like having a potential (like in [4]), then this algorithm necessary converges to a Nash equilibrium. Numerous applications of this algorithm or small variants have been proposed in the literature: spectrum sharing in a cognitive network [14], routing protocols in an ad hoc network [10], repartition of traffic between operators [1] or pricing [8]. Mainly, those studies consider fixed number of players. But, the algorithm takes a certain amount of time and depending on the system, the number of users playing the game can evolve very quickly. The aim of the paper is to understand how the dynamic of the players impact the performance of a distributed learning algorithm. Moreover, we propose some adaptations of a basic reinforcement learning algothirm in order to improve its performance in a dynamic environment. The paper is organized as follows. The section II presents the game theoretic model, we show the existence and non-uniqueness of a Nash equilibrium and also we explain the dynamic of the system. Our decentralized algorithm is introduced in sectionIII and its performances in a stochastic environment are described with several simulations and statistics in sectionIV. Finally, we conclude the paper in sectionV.



II. G AME MODEL AND STOCHASTIC ENVIRONMENT A. Game model Our system is modeled as a non-cooperative game between finite number of players. Each player has two strategies and the utility perceived by each player depends only on the number of players that choose the same strategy as him (inversely proportionnal to this number). This type of non-cooperative game is a congestion game. It has been firstly studied in [11] where it is proved that this game has almost one Nash equilibrium. A repartition (n∗ , N − n∗ ) is a Nash equilibrium of this game if any user has no interest to change unilaterally his decision. As the game is symmetric, no distinction is made between users, the two necessary and sufficient conditions for a repartition n∗ to be a Nash equilibrium are s1 s2 ≥ , (1) ∗ n N − n∗ + 1 and s1 s2 ≥ ∗ . (2) N − n∗ n +1 From [11], we know that there exists almost one Nash equilibrium in our congestion game. We have the following result saying that there are at most 2 Nash equilibria. Proposition 1: Our congestion game has at least one Nash equilibrium and at most two Nash equilibria. Proof: Combining the two necessary and sufficient conditions 1 and 2 we obtain:    s2  s1 ≥ s (N − n∗ + 1) ≥ s n∗ n∗ (s + s ) ≤ s N + s 1 2 1 2 1 1 n∗ N −n∗ +1 = =  s2 ∗ ≥ ∗s1 s2 (n∗ + 1) ≥ s2 (N − n∗ ) n∗ (s1 + s2 ) ≥ s1 N − s2 N −n



which will mean that:



n +1



s1 N + s2 s1 N − s2 ≤ n∗ ≤ . s1 + s2 s1 + s2



+s2 −s2 and β = ss1 1N+s , then β − α = 1. If α is not an integer, there is always an integer If we make α = ss1 1N+s 2 2 ∗ between α and β , which corresponds to n . If α is an integer, then α and β are both Nash equilibria.



Then we have proved the existence and the non-uniqueness of Nash equilibrium in our system. The aim of the paper is to propose a totally decentralized mechanism that converges to these Nash equilibrium, in a stochastic environment. One important remark is that any congestion game is a potential game (Proposition 3.1 in [15]). Potential games have lots of important properties but the most important one for us is that a basic distributed learning based on reinforcement always converge to a pure Nash equilibrium in a potential game (proposition 3 in [12]). Then, we know that, when our system is static (number of players fixed), we can use a basic reinforcement learning algorithm based on the one proposed in [12] and we are sure that this decentralized algorithm converges to a pure Nash equilibrium. But, our goal is to understand this decentralized algorithm in a stochastic environment: how the dynamic of the players impact the convergence of this algorithm. The, first of all, we define the metrics which will be used for evaluate the performance of our algorithm in the stochastic environment.



B. Metrics For the performance evaluation of the algorithm we will use some metrics that will allow us to compare the different mechanisms inside the algorithm in terms of both, convergence and computational cost. Convergence will be evaluated through the cumulative convergence to Nash equilibrium, defined by: N S Pt X i=1 ξij CCt = (100/N S) , (3) t j=1



where N S is number of independant runs made, t is the iteration of the algorithm and ξij is an indicator function that shows convergence to Nash equilibrium for simulation j at iteration i. This metric tells in the long run the proportion of time the repartition is a nash equilibrium. Computational cost will be evaluated through the percentage of users in each simulation that, at iteration t, have not reached individual convergence and, hence, are performing calculations: N S PPjt (p) X p=1 ζj U Ct = (100/N S) , (4) Pjt j=1



(p)



where Pjt is the number of users in simulation j at iteration t and ζj is an indicator function that shows if player p of simulation j is performing calculations at iteration t. Finally, a normalized entropy metric based on [17], will be calculated to see how the changes of state affect the performance of player p at iteration t: (p) Pw−1 Pwn=m+1 (m−n)·sign(u(p) t−m −ut−n ) (p) Qt



m=0



Pw



(m−u)



j=m+1 , (5) w−1 where w is the size of the window (number of slots) to evaluate the entropy for player p, upi is the normalized utility for player p at the beginning of slot t and:    1 if x > 0   sign(x) = 0 (6) if x = 0    −1 if x < 0 .



=



C. Dynamic Environment The main focus of our work was to adapt a totally decentralized algorithm to a stochastic environment of players. This point is very important for our networking scenario and architecture. We consider that mobiles are moving and enter in the coexisting area following a Poisson process with rate λ. Moreover, their sojourn time in this area of coexistence technologies is assumed to be exponentially distributed with average 1/µ. Note that the sojourn time of a mobile in the system does not depend on the throughput. Our system can be modeled as a M/M/∞ queue and then the number of mobiles in the system follows a Poisson process with average ρ = λ/µ. That kind of stochastic environment has been considered for auction mechanism in [7], [13] where users come into the system following a Poisson process and leave it after an exponentially distributed sojourn time. They have shown that this stochastic environment induces very different results in the auction process. Our work is related to Poisson games [9] in which the number of players is a random variable following a Poisson process. Those games have at least one Nash equilibrium by applying Kakutani fixed-point theorem when actions set and types of players are finite and utility functions are bounded. The main difference with our work is that in [9], the number of player, which is a Poisson random variable, is a common knowledge for every player.



The dynamic of our system is relatively simple as it follows a Markov process. We know that the time duration that the system stays in a state, that means the number of players is constant, follows an exponential distribution with rate λ + µ. Then, if we keep using a basic reinforcement learning algorithm like the one proposed in [12], we would like that all individual converge before any change of state. Thus, the average number of iterations that are needed for an individual to converge should be less than 1/(λ + µ). In the next section, we describe one basic reinforcement learning algorithm proposed in the literature and we present some modifications in order to adapt this algorithm to a stochastic environment. III. A LGORITHM In [12] we can found the original algorithm we are going to use as base for our work. This algorithm was proved, for a fixed number of players, that if it converges, it will always do to a Nash Equilibrium. In our model, we have considered that users arrive and depart following an exponential distribution, so the number of players (the state of the system) is dynamic. One of the main objectives is to confirm whether this algorithm, with few changes, can be used to find the Nash equilibrium in dynamic conditions or even that the system is at the Nash equilibrium as much as possible. The second one is to make it as distributed as possible, meaning that we would like to get from the base stations just the essential information on the state of the system or even no information. The result is presented in Algorithm 1, in which we use the idea of individual convergence, taken from [4]. The algorithm is based on an reinforcement of mixed strategies with utility obtained by playing pure strategies. We consider a (p) set of Nt = {nct 0 , nct 1 } players performing different actions, over the set C = {c0 , c1 } at time t. Let βt be the (p) (p) probability of each player p ∈ P choosing the pure strategy ct at step t. The choice ct performed by user p at step t will result in an individual utility given by: (p)



ut



 (p)  c = sc(p) / nt t · max (S) , t



where sc(p) is a constant in S = {sc0 , sc1 }. Then, each player updates his probability according to the rule: t   (p) (p) (p) βt = βt−1 + b · 1{c(p) =c1 } − βt−1 · upt . t



(7)



(8)



Calculations1 are carried out by each user until a threshold  on consecutive results of probability β is not surpassed, which means that the user has no incentive on changing strategies. Then, after reaching this threshold, no further calculations are carried out by this player. Nonetheless, there are cases when a player which has converged needs to restart calculating as the number of players is time evolving. In [4], even though it is not explicitly stated, it can be inferred that information about arrivals and departures is distributed to each user from a centralized entity like the base station. When this information reaches a user that has converged, his probabilities are reseted to levels that give more weight to the previously selected strategy. Instead of having this information broadcasted by the base station, two heuristic approaches which compare the utility obtained throughout a time window with a distinctive pattern were tested. This pattern will signal a change in state of the system, so, if it is found, users will restart their probability at a given distance α of their convergence side. Depending on the size of the window used, false positives are more or less frequently signaled. We also have to set the policy that establishes the amount of players to be restarted when a change of state is detected (see section IV-A). 1



Probability updating.



Algorithm 1 Dynamic Distributed Algorithm. (p)



1) Initialize βt−1 as starting probability for new players in P . 2) For each player p: a) If player p has converged and restarting conditions are met, then: (p)



(p)



i) If βt−1 ≈ 1 set βt−1 = 1 − α. (p) (p) ii) If βt−1 ≈ 0 set βt−1 = α. p b) Player p performs a choice, over C , according to βt−1 . p c) Player p updates his probability βt according to his choice using (8). (p) (p) d) If βt − βt−1 <  then player p has converged.



3) Remove players that departed, make t = t + 1 and go to step 1.



IV. S IMULATION The simulation scenario is composed of 120 simulations, one for each set of conditions. For each simulation, 25 independent runs were made. Each independent run was composed of 2500 iterations of the algorithm. The arrival and departure process can be modeled as an M/M/∞ queue, where ρ will be the average number of users in the system. For all simulations we will use ρ = 5 = 3000/600. We will start simulations with 5 users. We consider the set S = {s1 = 1, s2 = 3}. We have picked an acceleration parameter b = 0.3, a convergence threshold  = 10−4 and restarting probability α = 0.3. A. Simulation scenario This simulation scenario has the following structure: 1) Change of state detection (Case): Case 1 - Original algorithm: as control case we used the original algorithm from [12], in which changes of state are not detected and individual users never stop calculating because convergence is taken globally. Cases 2, 3, 4 and 5 - Pattern of n-iteration memory: we have used predefined patterns to detect the case of arrivals. We start from the most recent point we would like to know if there has been a drop on the performance obtained n slots before. We would like to know if this drop in performance has been recurrent. For departures we have used the same strategy, but with the mirror pattern, i.e., “lows” become “highs” and viceversa. We evaluated patterns for 1, 2, 5 and 10 iteration memory. Case 6 - No restarting after individual convergence: there is no restarting for changes of state. Case 7 - Restarting on changes of state: information about changes of state is broadcasted by the base station to each user that has converged so they can restart calculations. Case 8 - Entropy with w = 5: players that have already converged evaluate changes in the system detection (p) through (5). If Qt > τ , ∀τ ∈ [0, 1) a change of the state has been detected an the user should restart. In our simulation we have used τ = 0.8. 2) Starting probabilities for new users were set according to two strategies: a) using random values from a uniform distribution ; and b) using always 0.5. 3) Users that needed to restart calculations followed one of two strategies: a) restarting all of them; and b) restarting them with probability 1/Pjt .



CC at t=2500 3



4



30 40 50 60 70 80 90



CC at t=2500



30 40 50 60 70 80 90



2



5



1



CC at t=2500 3



4



7



8



5



Case (Restng. Conv. Users with Prob. 1/Pjt)



Fig. 1: Distribution of CC2500 for simulations of cases 2, 3, 4 and 5.
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Fig. 2: Distribution of CC2500 for simulations of cases 1, 6, 7 and 8.



B. Results and analysis In Figure 1 we plotted the distribution of cumulative convergence at t = 2500 (CC2500 ) for the independent runs made of simulation cases 2, 3, 4 and 5, with ρ = 3000/600, being this the midlevel rate we studied. On the top plot we have simulations when all the users that converged restart after a change of state detection, and on the bottom plot we have those where users only restart with probability 1/Pjt . The left (white) side of each case shows the results for random starting probability used for new players and the right (black) side those when new players use 0.5 as starting probability. The black dotted line shows the global average, while the thick black lines show the average for that particular simulation. As we can see, averages on the left (white) side of the plot are always smaller than those on the right (black) side, meaning that fixing starting probability for new users with a value of 0.5 leads to better convergence rates. Also, we can see that the bigger (case 2 is the smallest, case 5 is the biggest) the pattern used for a change of state, the better cumulative convergence levels we achieve. This plot leads us to use only case 5 for further analysis. Figure 2 shows us the same plot but with cases 1, 6, 7 and 8. Again, performance obtained when assigning new players a random starting probability is always worst than when they are assigned a fixed starting probability. This will lead us to remove the case of random starting probabilities from further consideration. On the other hand, this plot would not allow us to discard any other simulation case. In Figures 3 and 4 we present the average over the 25 independent runs for both CCt (dashed lines) and U Ct (solid lines) for cases 1, 5, 6 and 7. We have also plotted the strategies for restarting users as red lines, when we restart all converging users, or as blue lines, when they are restarted with probability 1/Pjt . As we can see, there are not significative differences in cumulative convergence for the different cases, but case 6 achieves the same level of cumulative convergence with a lower proportion of users calculating at any given time. This means that after users select one of the two technologies, they should keep their choice for as long as their call last. This can pose a problem at departures when both the service and arrival rates are small, because converging users will not



Fig. 3: Evolution of CCt (dashed lines) and U Ct (solid lines) for ρ = 3000/600 and starting probability fixed at 0.5. No restarting strategies are considered for these cases. (a) Case 1. 100 80 60 0
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Fig. 4: Evolution of CCt (dashed lines) and U Ct (solid lines) for ρ = 3000/600 and starting probability fixed at 0.5. The strategies for restarting users are shown as red lines, when we restart all converging users, or as blue lines, when they are restarted with probability 1/Pjt .
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be restarting and they could end in a partition that is not a Nash equilibrium for a long time. Nonetheless. this might be a good deal to have if arrival rates are high, as this will keep an steady flow of new users who will always move the partition to a Nash equilibrium. V. C ONCLUSIONS From our simulations we can conclude that we can follow the algorithm in [12], originally developed for a fixed state (number of players), and use it for a dynamic environment (variable number of players due to a Poisson process with exponentially distributed departures) with excellent levels of convergence to the Nash equilibrium (≈80%) and fast achievement of stability. The best strategy to follow for arrivals and departures seems to be keeping the probabilities achieved for the previous state and using them as starting probabilities for the new state, leaving players that already reached convergence in the strategy previously selected. This strategy doesn’t affect
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