









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Does Real Exchange Rate Depreciation Increase Productivity?: Analysis using Korean Firm-Level Data Bo-Young Choi† Korea Institute for International Economic Policy



Ju Hyun Pyun‡ Korea University Business School



August 2016



ABSTRACT We examine the effects of real exchange rate (RER) depreciation shocks on firm productivity. Using the firm-level data of Korean manufacturing industries for 2006–2013, we distinguish between yearly RER movement and persistent RER depreciation during 2007–2009 and analyze how each affects productivity. We find the positive effect of RER depreciation on productivity among exporters and this positive effect increases with higher export exposure. However, the positive productivity gain disappears when the depreciation persists. Our findings suggest that while immediate depreciation leads to productivity upgrade via price competitiveness and scale expansion, persistent depreciation nullifies the productivity gain by slackening the innovation effort.
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1. INTRODUCTION The literature has for long debated whether changes in real exchange rate (RER)―a measure for international price competitiveness―affect a country’s total factor productivity (TFP) and further economic growth. While one strand shows the positive effect of RER depreciation on productivity, another focuses on its negative consequences. The positive effect of RER depreciation on TFP implies that a currency depreciation shock is like a positive demand shock to the economy that results in higher productivity growth via increased factor utilization, learning-by-doing effects, or increasing returns to scale (IRS) (Verdoorn, 1949).1 Previous studies such as Eichengreen (2007) and Rodrik (2008) point out that currency undervaluation stimulates economic growth, particularly in developing countries.2 However, some studies emphasize the negative effect of RER depreciation on TFP. For instance, Porter (1990) argues that it is, in fact, counterproductive for governments to intervene in factor and currency markets hoping that the devaluation would help domestic firms to compete more effectively in international markets. This is because such intervention would discourage firms to search for more sustainable competitive advantage. In short, costs as well as benefits exist in keeping the RER low, especially if the RER depreciation persists. In this study, we attempt to find the RER depreciation effects on firm level productivity and examine the mechanism leading to such effects using rich South Korean firmlevel data for 2006–2013. The effect of external RER shocks on productivity is particularly important for Korea, because as a small open economy, a change in RER can greatly affect the
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Verdoorn’s law implies a stable and positive causal relationship between output growth and productivity growth in manufacturing firms in the long run. Faster growth in output from higher demand increases productivity due to IRS, where the intuition is learning by doing (Verdoorn, 1949). 2 Eichengreen (2007) argues that first Japan, then Hong Kong, Singapore, South Korea, and Taiwan, and now China have gained economic growth through exchange rate undervaluation.



2



profitability of many firms.3 Furthermore, we exploit the sharp and persistent depreciation of the Korean Won during 2007–2009 as a natural experiment to study the exogenous RER depreciation effects on firm productivity (see Figure 1). [Figure 1 about here] In the literature, RER changes are generally believed to affect the price of products or firm assets and this price effect has been thoroughly investigated (Berman, Martin and Mayer, 2012; Li, Ma, and Xu, 2015). In this study, however, we elucidate that the impact of RER changes is more than that of price changes and assess the channels through which RERs affect firm productivity. We also identify the heterogeneous effects of a common RER shock on productivity base on firms’ exposure to international trade. Our year-by-year analysis finds the positive effect of RER depreciation on productivity. This positive effect is more pronounced for firms with higher export exposure. However, we find that the significant productivity gain in response to immediate RER depreciation disappears when RER depreciation “persists” over time. More importantly, we dissect the channels that



RERs influence productivity differently. The immediate RER effect on productivity is greater for firms (industries) exhibiting IRS, which suggests that RER depreciation increases the TFP through the economies of scale. Yet, the nullifying effect of “persistent” depreciation is particularly observed for firms with a negative R&D growth. This implies that the persistent depreciation slackens innovation effort and discourages firms from allocating resources more efficiently, thereby reducing productivity. Several robustness checks strongly support our results. Previous studies have had mixed findings on the effect of RER changes on firm/plant 3



For example, Korea’s trade dependence on international markets is high: the total trade volume of gross domestic product was 109.9% in 2012.



3



productivity.4 Fung, Baggs and Beaulieu (2011) find that RER appreciation led Canadian plants in the manufacturing industry to decrease their shipments, resulting in a decrease in productivity. However, Ekholm, Moxnes, and Ulltveit-Moe (2012) find that a sharp and persistent RER appreciation increased Norwegian firms productivity through labor shedding. Our work contributes to the existing literature on RERs and within firm productivity in several ways. First, we find the heterogeneous effects of RER depreciation on productivity not only across firms but also “over time.” We compare and contrast the consequences of the yearby-year RER depreciation with those of persistent RER depreciation and finally reconcile somewhat contrasting findings in previous studies. Positive productivity gains from RER depreciation for exporting firms are observed in our yearly analysis, consistent with the scale effect in RER depreciation as shown in Fung, Baggs and Beaulieu (2011). However, the negative consequences of persistent RER depreciation on productivity are consistent with Ekholm, Moxnes and Ulltveit-Moe (2012) in that the persistent RER changes influence the competitive environment that firms face and lead to changes in firm productivity. Methodologically, we address the problem of revenue based TFP by controlling for the RER effect on firm markup. Because a change in RERs is closely associated with firm pricing, it is important to net out the price effect from changes in the measured TFP. We show that RER depreciation shock affects firm productivity through not only prices but also through efficiency by controlling for firm-level markups derived by using the De Loecker and Warzynski (2012) method. Finally yet importantly, this micro-study adds an interesting insight to the enduring debate on real exchange rate undervaluation and economic growth. 4



Baggs, Beaulieu, and Fung (2009) find that appreciations of Canadian currency decrease the probability of Canadian firm’s survival and that this effect is less pronounced for more productive firms. They find that the magnitude of the effect of exchange rate changes on firm survival and sales was comparable to the effect of CUSFTA-mandated tariff changes. Tomlin (2014), using dynamic structural parameter estimates, confirms the negative (positive) effect of RER appreciation (depreciation) on the probability of firm survival in the market.
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The remainder of the paper is organized as follows. Section 2 introduces the channels through which RERs affect firm-level productivity. Section 3 describes our data and empirical research design, Section 4 gives our empirical results, Section 5 presents our robustness checks, and Section 6 concludes.



2. THEORETICAL DISCUSSIONS Several studies examine the effect of RERs on firm-level productivity through the efficiency channel.5 Fung, Baggs and Beaulieu (2011), and Tomlin and Fung (2015) show that firms increase their productivity through the economies of scale during RER depreciation.6 However, Ekholm, Moxnes and Ulltveit-Moe (2012) show that productivity gains occur during persistent RER appreciation as firms are restructuring (e.g., shedding labor) in response to intense competition. In this line, if we assume the symmetric effect of RERs on firm productivity, depreciation may loosen competition and discourage a firm’s innovation effort to search for more sustainable competitive advantage (e.g., Porter, 1990). Furthermore, as RER change is a common shock across firms, previous studies have specified the following three firm or industry characteristics that identify the effect of RER shocks on productivity: (i) export shares of exporting firms, (ii) intermediate input import shares of importing firms, and (iii) import competition of import-competing domestic firms 5 While previous models such as Bernard et al. (2003) and Melitz and Ottaviano (2008) suggest that increased efficiency yields higher markups, measured productivity is correlated positively with the efficiency component. Recent workhorse models in international trade such as Bernard, Eaton, Jensen and Kortum (2003) and Melitz and Ottaviano (2008), show that RER mechanisms affect the productivity of exporters through changes in firm-level prices. In a Bertrand competition framework, Bernard, Eaton, Jensen and Kortum (2003) imply that revenue-based productivity may increase in response to RER depreciation because limit pricing may force firms to charge higher prices in export markets. Melitz and Ottaviano (2008) suggest that revenue-based productivity increases owing to higher prices (markups) in export markets but less than proportional to the depreciation. Berman, Martin, and Mayer (2012) empirically find that exporters only partially counter depreciation by increasing prices. Thus, the measured productivity may increase from price changes even when the physical units sold by firms remain unchanged. 6 Note that Fung (2008) finds the scale effect of surviving firms under RER appreciation.
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(Campa and Goldberg, 1995, 2001; Ekholm et al., 2012). We discuss each below. When RER depreciates, firms with higher export shares become more competitive on final goods prices and impose higher markups.7 In addition, they expand their output through increased factor utilization. If the firms’ technology exhibits IRS and their export shares are large enough, the productivity would increase (à la scale effect; Krugman, 1979). Thus, the positive effect of RER depreciation on productivity would be more pronounced for firms with higher export exposure. However, if RER depreciation persists, the sustainability of the positive productivity gain from the RER depreciation needs to be assessed. The persistent depreciation may affect a firm’s resource allocation, so it would rather have a negative effect on an exporting firm’s efficiency. That is, lower competition in foreign markets owing to the depreciation discourages the effective internal reallocation of resources within exporting firms (by reducing investment in innovation), leading to a decrease in firm productivity (e.g., Porter, 1990).8 Again, this negative effect may be amplified when firm’s export share increases. Secondly, the RER depreciation leads to higher prices for foreign inputs, so importing firms would not be able to afford cheaper foreign inputs they had used earlier. Thus, higher input costs due to the depreciation would lower productivity. This negative RER depreciation effect on productivity may be stronger for firms with higher intermediate input import shares. However, if the RER depreciation persists, this cost disadvantage may encourage the surviving 7 Previous studies on heterogeneous firms and endogenous markups suggest that firms with higher markups appear to be more productive, for example, Bernard, Eaton, Jenson and Kortum (2003). 8 Eckel and Neary (2010), Bernard, Redding and Schott (2011) and Mayer, Melitz and Ottaviano (2014) suggest that tougher competition encourages firm’s resource reallocation through changes in the scope of products. Tougher competition induces firms to drop their worst performing products and focus on core competencies. The effect of export market competition on firms' product mix translates into differences in measured firm productivity as firms allocate relatively more workers to the production of core competencies and raise overall sales per worker. Thus, depreciation is likely to moderate competition encouraging firms to expand their product scope further away from core competence resulting into lower firm productivity. Although the change in the scope of products is not observable in our data, the theoretical predictions of the literature justify our conjecture.



6



firms to reallocate their resources more efficiently. Again, the response of firm-level productivity to RER depreciation could vary with the firms’ input import shares. Finally, the effects of RER depreciation on firm productivity vary with the import penetration (industry wide import share) in the domestic market. The RER depreciation hurts the importing firms’ price competitiveness on their imported goods, whereas the domestic import-competing firms would enjoy relative price gains against the importing firms and expand output (scale expansion). However, if the RER depreciation persists, the domestic firms in the industry with higher import penetration would face a mild competition against the importing firms. The persistent depreciation may discourage investment in innovation or efficient resource allocation within domestic import-competing firms, affecting their efficiency negatively. Thus, the positive price gains of domestic import-competing firms from immediate depreciation may be canceled out by the efficiency loss from persistent RER depreciation. The numerous channels through which RERs affect productivity indicate that the productivity responses of firms to immediate RER depreciation shocks as well as persistent RER depreciation are indeed heterogeneous in terms of exposure to trade and industrial competition.9



3. DATA AND EMPIRICAL METHODOLOGY 3.1. Data We use firm-level data of South Korean manufacturing industries for the period 2006–



9 The last two channels could be analogous to the mechanism of how trade liberalization affects firm efficiency. Note that RER depreciation corresponds to an increase in import tariffs. Pavcnik (2002) finds that within plant productivity improves in the import-competing sector due to lower import tariffs. Schor (2004), Amiti and Konings (2007) and Topalova and Khandelwal (2011) find that both lower input tariffs and lower output tariffs leads to higher productivity gains. If we assume symmetry of the effect of RER on productivity, this implies that depreciation leads to lower productivity.



7



2013. The Statistics Korea collected firm-level data via the Survey of Business Activities from 2006. These data are collected annually from all enterprises operating in South Korea that has at least 50 regular workers and a capital of 0.3 billion Korean Won. This firm level dataset is well representative of the whole population firms in Korean manufacturing industry in that total output of all firms accounts for about 80% of total manufacturing industry output. Manufacturing industries are classified into 24 types based on the Korea Standard Industrial Classification (KSIC) system. The dataset provides rich information on sales, export activity, employees, wages, material costs, foreign capital share, assets, and so forth. We estimate the firm-level productivity by industry following Levinsohn and Petrin (2003) (hereafter LP), who proposed a method to control for the endogeneity of input choices influenced by productivity shocks. Productivity is often estimated as the residual of ordinary least squares (OLS) estimation based on the Cobb–Douglas production function. Such estimates could be biased from the simultaneity problem that may arise because simple OLS estimation does not take into account the unobserved productivity shocks, although firms choose their input levels based on the productivity shock. For instance, firms expand their output and consequently increase their inputs in response to a positive productivity shock. Here, without addressing the simultaneity issue, the input estimates of the production function would be biased upward. Olley and Pakes (1996) (hereafter OP) and LP propose a novel approach to address the simultaneity problem. While OP use investment as a proxy for an unobserved time-varying productivity shock, LP state that the OP methodology is valid only when investments respond smoothly to productivity shocks and sample observations report positive investment. In our data, since 56% of our sample reports zero investment, we choose the LP methodology for our 8



firm-level TFP estimation (See Appendix I for details). Applying Levinsohn and Petrin (2003), we estimate the production function by industry. [Table 1 about here] Table 1 presents the firm- and industry-level descriptive statistics and correlations among variables. Export/sales represent the annual total export divided by total sales. Intermediate imports/cost indicates a firm’s imported intermediate input divided by its total cost, and industry import penetration is defined as the total imports relative to total absorption in industry j in year t, where the total absorption is calculated as (production valuej) − (export valuej) + (import valuej). This measure captures industry j’s dependence on foreign imports. We include employment after taking a log as a proxy for firm size. R&D intensity is R&D expenditure divided by total sales. The Herfindahl index is calculated as



s k j



2 kt



, where skt is



the market share of firm k in industry j at time t. This is a proxy for the degree of industry concentration capturing the level of competition. The global financial crisis (GFC) dummy is included to capture the external negative shock during 2008-2009. The variable is coded as 1 if the year is 2008 or 2009. As pointed out by Bernard, Eaton, Jensen and Kortum (2003) and many other studies, comparisons of measured productivity across firms/plants may only reflect differences in their markups; thus, value-based productivity measures provide information about market power and not about underlying efficiency. The standard solution in the literature has been to deflate firmlevel sales by an industry-wide price index in the hope of eliminating price effects. However, the measured productivity is affected by the price component whenever individual firm price deviates from the average price level of the industry (i.e., in the case of imperfect
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competition).10 Thus, an increase in measured productivity implies either an increase in price or an increase in efficiency. De Loecker (2011) also points out that relying on deflated sales in the production function will generate productivity estimates that contain both the price and demand variation. Because RER changes may affect firm pricing, it suggests that a relationship between measured TFP and RER depreciation is simply through the depreciation effect on prices and demand. Hence, to identify the impact of the RER depreciation on firm efficiency, we include firm-level markups derived using the De Loecker and Warzynski (2012) method. Their empirical markup estimation method is tractable without any restrictive assumptions about the production function (i.e., returns to scale) and measuring the user cost of capital. Using the standard cost minimization conditions for variable inputs free of adjustment costs, they estimate the output elasticity of an input and recover the firm markup with the share of that input’s expenditure in total sales. We use two kinds of estimated markups: (i) value-added Cobb–Douglas production functions allowing an endogenous productivity process based on Ackerberg, Caves and Frazer (2006), and (ii) value-added translog production functions. We use the first markup measure as our baseline measure. Note that markup estimation procedures are provided in Appendix II. We use the annual industry-specific RER index published by the Research Institute of Economy, Trade and Industry (RIETI). The industry-specific RER index of Korea is classified into 13 manufacturing industries based on prices in Korea and its 26 major trade partners.11



10 This omitted price variable bias in revenue based TFP was first discussed by Klette and Griliches (1996). The coefficient of the production function is potentially biased if the choice of inputs is correlated with the deviation of firm price from industry level average prices. 11 The 26 major trade partners are Australia, Belgium, Canada, China, Germany, Spain, France, Greece, Indonesia, India, Ireland, Italy, Japan, Malaysia, the Netherlands, Norway, the Philippines, Russia, Singapore, South Africa, Sweden, Thailand, Turkey, Taiwan, the United Kingdom, and the United States.
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Because the country-level RER used by previous studies varies only through time, it is mixed with other macroeconomic shocks. Thus, the industry-level RER index is more appropriate to identify the pure RER effect on industries than the aggregate country-level RER. Although the correlation between industry RERs is high (see Table 2), we are able to exploit the industry variation of RERs. [Table 2 about here] Table 3 gives the firm dynamics in our dataset. Our sample includes the total number of firms and exporters over time. During 2006–2013, the total number of firms fluctuates, decreasing from 5,564 to 5,362 by 2010 and then increasing to 5,628 by 2013. The number of exporters is increasing from 3,093 to 3,412 during the sharp and persistent RER depreciation in 2006–2009. Thus, these firm entry and exit dynamics certainly show that the competitive environment has changed. Furthermore, the increase in the number of exporters suggests the firm dynamics influenced by persistent RER depreciation. However, the change in net number of firms entering the export market during the depreciation period is small: about 9% of total exporters. The low net entry rate during depreciation suggests that not only RER depreciation shock but also negative global financial crisis (GFC) shock hit the exporters simultaneously during the period, canceling out each other. Thus, disentangling the RER depreciation shock from the GFC shock is an important issue; we discuss this further in Section 5.2. [Table 3 about here]



3.3. Empirical specifications To study the heterogeneous effect of RER shocks on firm productivity over time, we employ year-by-year panel estimation and difference-in-difference (DID) analysis. 11



3.3.1. Year-by-year panel estimation. First, we investigate the year-by-year effect of RERs on firm productivity as follows:



ln(TFPijt )  0  1RER jt  2 RERjt  Export int.ijt 1  3 RERjt  Input dep.ijt 1



 4 RER jt  Import penet.jt 1  X ijt 1    i   ijt



(2)



where i indicates firm level, j indicates industry level, and t is a time descriptor; the dependent variable, ln(TFPijt), is the log of firm-level productivity; RERjt is the industry-level real effective exchange rate (a decrease in RER means depreciation); Export int.ijt-1 is firm i’s export share of total sales; Input dep.ijt-1 is firm i’s import share of total costs (for imported intermediate goods); Import penet.jt-1 is the import penetration measure of industry j at year t-1; and Xijt-1 is a vector of other control variables affecting productivity, such as firm size (employment), R&D intensity, Herfindahl index (HHI) and the global financial crisis dummy. To reduce potential endogeneity problem, we use a year lagged variables of all controls including three variables that convey RER shocks to productivity. As mentioned previously, a change in price as well as efficiency can influence firm productivity. To exploit the effect of RER on firm efficiency, we introduce the current firm-level markup estimates at t. By introducing markup, we isolate the RER effects on firm prices from those on firm efficiency. Lastly, we also include αi, firm fixed effects. We consider the coefficients on the interaction terms of RER with the three channels introduced in Section 2. For instance, if exporting firms with IRS technology enjoy productivity gains by expanding their sales significantly in foreign markets following the RER depreciation, then firm productivity increases. Thus, we expect a negative sign for 𝛽2, the 12



coefficient on the interaction between RERs and export to sales.12



3.3.2. Difference-in-difference (DID) analysis. To examine the effect of a sharp and persistent RER depreciation during 2007-2009 on firm productivity, we also introduce the DID approach, which is used widely to investigate the differences in outcomes between treatment and control groups. For instance, Trefler (2004) studies how Canadian firms responded to the trade liberalization following the North American Free Trade Agreement. In a similar context, Ekholm, Moxnes and Ulltveit-Moe (2012) examine the effect of a persistent currency appreciation shock on Norwegian firm productivity. Following these previous studies, we define 2006–2010 as the RER shock period and 2010– 2013 as the common period after the RER shock. The RER was relatively stable in 2010–2013, as Figure 1 shows. Note that for robustness of the results, we use a different set of shock periods. Let ΔTFPij,T be the average annual change in the outcome variable of firm i in industry j at period T. The average annual changes in the two periods are as follows:



TFPij ,S  (ln TFPij ,2010  ln TFPij ,2006 ) / (2010  2006)



(3)



TFPij ,0  (ln TFPij ,2013  ln TFPij ,2010 ) / (2013  2010)



where the period T = 0 denotes the period with stable RER movement—our reference point— and T = S denotes the period with persistent RER depreciation shock. The RER decreased



12



This would hold even for firms selling goods only in the domestic market as foreign goods in this market lose price competitiveness. The scale effect would be pronounced for exporters as they easily expand their sales in both the domestic and foreign markets during depreciation.
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sharply for three years from 2007. Then, we propose the following DID model to explain the impact of a persistent RER shock on firm productivity:



TFPij , S  TFPij ,0    (RER j , S  RER j ,0 ) 1  ij ,2006 (RER j , S  RER j ,0 )  2  Wij ,2006  vijt



(4) where θ is a constant term capturing the change in ΔTFPij,T due to any shock other than the RER shock. Firm fixed effects are differenced out. We define variable (RERjS – RERj0) as the difference in the “industry-wide” change in RER between the shock period and the common period. Note that when the countrywide RER is used, the change in RER growth between the shock and common period becomes a negative number, with no variation across industries or firms. Eij,2006 is a vector of variables measuring three channels, export sales, intermediate inputs, and import penetration in 2006. The firm or industry-level variation in Eij,2006 helps us interpret



 . A negative  means that depreciation has a greater positive impact on firm productivity with higher value of variable in Eij,2006. We also add other control variables in 2006 (Wij,2006). The choice of 2006 as the start of the RER shock period allows us to compare the year-end outcome through persistent RER change with its baseline level before the shock started. This ensures that the covariates are predetermined, minimizing concerns about reverse causality. In addition, for robustness check we report our results with 2010 as base year for all covariates. However, the results remain unchanged. Further, we include changes in markup growth (Markupj,S – Markupj,0) to address a problem in the revenue based productivity and also add (DSj,S – DSj,0), the difference in changes in total foreign demand (measured as a log of industry total export) between the shock 14



period and the common period, to control for changes in business conditions between two periods that may bias the RER effect on TFP growth. This measurement also captures the effect of the global financial crisis during the shock period.



4. EMPIRICAL RESULTS 4.1. Main results: yearly analysis vs. DID analysis Table 4 reports the effects of year-by-year RER change on firm productivity. Since our controls include markup estimates, we report clustered bootstrap standard errors at firm level. Column (1) shows the estimates for the sample including all types of firms while column (2) represents the results when restricting our sample to only exporters. Column (3) shows the estimation results by combining the first two channels, export share and foreign input share, into net exposure. Column (4) introduces an alternative markup measure estimated from the valueadded translog production function. The estimated coefficients on RERs are negative but statistically insignificant over all columns. As mentioned earlier, we include the interaction terms of RERs and the three channels to examine how firm characteristics and industry environments change the RER depreciation effect on firm productivity. The estimated coefficients on the interaction terms of RERs and export exposure are significantly negative in all columns of Table 4. This suggests that RER depreciation affects productivity positively for firms with high export exposure. Note that in the next section, we examine whether the scale effect helps to increase productivity in response to RER depreciation. The estimated coefficients on the interaction terms of RERs and the share of intermediate input import are positive, suggesting that firms that import more inputs face 15



greater productivity loss in response to RER depreciation because the depreciation increases their import costs. Following RER depreciation, foreign intermediate inputs will become expensive and the inputs may no longer be affordable for some firms. This could result in lower productivity of firms, similar to the findings of Amiti and Konings (2007), which show an increase in plant productivity from lower tariff rates on inputs via learning, variety, or quality effects.13



However, the coefficient is statistically significant only for exporting firms



in column (2). This is possibly because exporting firms are often also importers; the correlation between export dummy and import dummy is 0.476 (see Panel B of Table 1). In column (3), we consider net exposure, the difference between the export share and import input share, following Ekholm, Moxnes and Ulltveit-Moe (2012). Export share is equal to elasticity of revenue with respect to RER changes, and import input share in total costs is equal to the elasticity of costs with respect to RER changes. Thus, a positive net exposure implies that RER depreciation has a positive effect on profits.14 The coefficients on the interaction terms of RER and import penetration are significantly negative. This implies that RER depreciation leads to productivity gains for domestic firms with high industry import penetration via market expansion over foreign imported goods. Note that the coefficient of this interaction term in column (1) shows a stronger effect compared to that in column (2) which includes only exporters. This suggests that firms only operating in the domestic market are more sensitive to the depreciation effect through the import penetration channel than exporters. [Table 4 about here]



13



Goldberg, Khandelwal, Pavcnik, and Topalova (2010) also estimate that lower input tariffs lead to higher firmlevel productivity. They argue that an increase of measured TFP comes from a wider range of intermediate inputs that have become available to Indian manufacturers. 14 The theoretic proof of this relation is shown in Campa and Goldberg (1995); Ekholm et al. (2012, pp.104).
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Throughout columns (1) to (4), firm size measured as employment has ambiguous effects on productivity. R&D intensity has a negative effect on productivity, but its squared term exhibits a positive sign. This finding is consistent with Kancs and Siliverstovs (2012) in that R&D has a nonlinear effect on productivity: the R&D effect on productivity is negative for low-level R&D intensity and positive for high-level R&D intensity. Indeed, our R&D variable of Korean manufacturing firms includes many zeros (about 29.1% of firms report zero R&D expenditure). Industry competition measured as HHI has positive but statistically insignificant effects on firm productivity. During the global financial crisis (GFC), many firms faced negative demand shocks. The coefficients on GFC dummy are significant and negative, which means firm productivity decreased in response to the GFC shock. As we control for markup, we are able to net out the price effect from changes in the revenue-based TFP. Markups are correlated positively with productivity (except for column (4)) although the coefficient is statistically insignificant. In addition, the greater coefficient on markup in column (2) than in column (1) suggests that the markup gains of exporters increase more than those of firms serving only the domestic market. Table 5 presents the results for the DID estimation that identifies the effect of a sharp and persistent RER depreciation during 2007-2009 on firm-level productivity. In parallel to Table 4, Column (1) shows the estimation results when we include all types of firms while Column (2) shows the result restricting the sample to only exporting firms. Column (3) includes the net exposure term instead of the export and import exposure separately and Column (4) shows the results when alternative markup estimates are used. [Table 5 about here] While the coefficients on RER change are significantly negative in all columns, we 17



need to consider the interaction terms of RER changes together with this result to examine total effect of RER changes on productivity. Interestingly, the coefficients on the interaction terms of export share and changes in RER growth between the shock period (2006–2010) and common period (2010–2013) are no longer significant. This suggests that the positive effect of RER depreciation on exporting firms’ productivity shown in Table 4 is not sustained when RER depreciation persists. The coefficients on the interactions of RER changes and import penetration are significant and positive (except for column (3)). The result of this channel is in contrast to the yearly analysis of Table 4. This suggests that firms in the industries with higher import penetration face greater productivity loss during the persistent RER depreciation despite relatively better price conditions for domestic import competing firms than importing firms. The results of the export share and import penetration channels suggest efficiency losses in response to persistent RER depreciation. Moreover, the changes in markup growth between the shock and post-shock periods rather have negative effects on changes in TFP growth. Our finding is consistent with Harris (2001), who finds a positive RER depreciation effect on productivity in the short run but turns out to be negative in the long run, using industry-level data of 14 countries. In line with his research, our firm level results also imply a downside to exchange rate manipulation for promoting exports.



4.2. Quantification of the marginal effect of RER depreciation Using the results in both Tables 4 and 5, Figure 2 first evaluates the exact marginal effects of yearly and persistent RER depreciation shock on productivity in terms of firm export exposure. In Panel A of Figure 2, we show the marginal effect of year-by-year RER change on 18



productivity in a (thick) navy line. The dotted lines indicate the 90% confidence intervals. The results show the positive marginal effect of RER depreciation, which means that RER depreciation increases productivity over all values of export share. In addition, an upward sloping marginal effect curve indicates that firms with higher export share enjoy greater productivity gains in response to RER depreciation. Panel B of Figure 2 shows that the marginal effects of persistent RER depreciation on productivity change in terms of export exposure in the initial year, 2006. While we observe a positive and upward sloping marginal effect curve in the year-by-year analysis, the DID approach identifying the persistent RER depreciation shows opposite results. The effect of persistent RER depreciation is close to zero for non-exporters while the effect turns negative for firms over a certain threshold of export share. Considering the 90% confidence intervals, we conclude that exporting firms do not enjoy any significant productivity gains in response to persistent RER depreciation. [Figure 2 about here]



4.3. Why did immediate and persistent RER depreciations affect productivity differently? In this subsection, we attempt to examine the mechanism leading to such different effects of RER depreciation illustrated in the previous two subsections. First, we simply plot our data. Figure 3 depicts the mean values of firm revenues (domestic sales + exports) and firm exports with the RER movement during 2006–2013. Despite the negative foreign demand shock during the 2008-2009 global financial crisis, Korean manufacturing firms on average enjoyed an increase in both revenue and exports. Thus, the dramatic decline in RER of the Korean Won seems to have had stronger effects on sales of Korean firms than the negative 19



demand shock. In addition, firm revenues and exports move very closely to firm TFPs. This positive relationship between revenues and TFPs drops a hint on the existence of the scale economy, which means that firms expanding their sales were able to increase productivity. [Figure 3 about here] For a detailed investigation of efficiency gain, we reiterate our main regression in column (1) of Table 4 for the industries with IRS and non-IRS. Table 6 exhibits the estimates on industry production function. In addition, we test the null hypothesis that the firm production function exhibits constant returns to scale (CRS) and report this in the extreme right column of Table 6. Using the two-sided test, we find that the production functions of 11 industries of a total of 21 do not reject IRS, suggesting that firms in some industries indeed enjoy scale effects. In terms of estimated coefficients on output elasticities of labor and capital, the sum of coefficients are strictly greater than 1 in three industries such as Coke, refined petroleum products, Chemicals and chemical products and Pharmaceutical products. [Table 6 about here] For comparison purpose, we depict the marginal effects of yearly RER depreciation on productivity for firms in both industries together in Figure 4.15 The navy line indicates the marginal effects of RER depreciation on productivity for firms in the industries exhibiting IRS. The red line indicates those in industries exhibiting non-IRS. The dotted lines indicate the 90% confidence intervals. We also describe the distribution of firms with respect to the mean value of their export shares during the sample period. The blue and red bars indicate a fraction of firms in the IRS and non-IRS industries respectively at their value of export share (i.e., the blue bar at 0.2 means that about 60% of firms in the IRS industries have their export exposure



15



The full regression results are available from the authors upon request.
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between 0 and 0.2). The results echo our main findings in that firms with higher export share enjoy greater productivity gains in response to RER depreciation in both types of industries. More interestingly, our results reveal that firms in the industries with IRS generally have higher productivity gains than those in the industries with non-IRS. The positive marginal effect of yearly RER depreciation is greater for about 90% of the firms with IRS (export exposure less than 1) than those with non-IRS. This implies that RER depreciation increases productivity via scale expansion. This scale effect is more salient for the firms in the IRS industries. [Figure 4 about here] While the year-by-year effect of depreciation had positive effects on firm productivity through economies of scale, the positive effect is not sustained in response to persistent RER depreciation. The persistent RER depreciation will lead domestic firms to less foreign competition which in turn discourages them to innovate or to upgrade productivity. To examine this mechanism, we split our full sample into two sub-samples in terms of firm’s R&D growth because investment in R&D is one of the most important attributes for productivity upgrade (e.g., Griliches 1986, 1992, Nadiri, 1993, Hall and Mairesse, 1995, and Griffith et al. 2006). Since the median of R&D growth of total firms in our sample is zero during the RER shock period, we use a zero R&D growth as the threshold of splitting the sample. In Figure 5, the navy line indicates the marginal effects of persistent RER depreciation on productivity (growth) for firms with positive R&D growth and the red line indicates those with negative R&D growth. The dotted lines indicate the 90% confidence intervals. We again depict the distribution of firms in terms of their export shares at the initial year, 2006. The blue and red bars indicate a fraction of firms with positive and negative R&D growth respectively at 21



their value of export share in 2006 (i.e., the blue bar at 0.2 means that about 70% of firms with positive R&D growth have their export exposure between 0 and 0.2). Persistent RER depreciation has almost null effect on productivity for the firms with the positive R&D growth: The persistent RER depreciation effect turns out to be positive and becomes greater as firm’s export share increases (although it is statistically insignificant). However, the persistent depreciation has negative effects on productivity for those with the negative R&D growth and its negative RER effect is amplified when export share increases. This sub-sample result supports the idea that persistent depreciation discourages innovation effort, thereby lowering firm efficiency.



5. ROBUSTNESS CHECKS 5.1. Alternative productivity measures and alternative base year As various methods are proposed for measuring TFP, we run our yearly analysis in Table 4 on the alternative firm performance and productivity measures and present the results in Table 7. The first column shows the results with labor productivity as the dependent variable. Here, labor productivity is defined as a log of value added divided by number of workers. Column (2) presents the regression results using TFP based on system−generalized method of moments (GMM) as an alternative TFP measure to address endogeneity in TFP and factor use. Column (3) shows the estimation result when we restrict our sample to continuing firms during our sample period, 2006–2013. The first channel of export exposure appears robust through all columns (1) - (3). The results confirm our main message that the positive effect of RER depreciation on productivity is more salient among firms with higher export exposure in foreign markets. The effect of the 22



second channel gains significance in column (1) and column (3). This supports our hypothesis that firms with high foreign input shares will suffer productivity losses because the foreign inputs become more expensive precluding some firms to import high quality foreign inputs. Consistent with the main result presented in Table 4, the coefficients representing the third channel are all statistically significant and show negative signs. [Table 7 about here] Table 8 presents the robustness check of our DID analysis. First, Columns (1) and (2) introduce the alternative measures for TFP using labor productivity and TFP using system GMM. The coefficients on the interaction terms with export exposure are statistically insignificant. As the firm-level data pertain to only 2006–2013, we cannot compare the depreciation shock period with the pre-shock period as in the typical DID method. Instead, we compare the shock period with the post-shock period. To justify this methodology, we run a robustness check using different base year, 2010. The results are shown in Column (3). The results continue to support the loss of positive effect of persistent depreciation on productivity. [Table 8 about here]



5.2. RER depreciation shock vs. negative demand shock during the global financial crisis In the previous sections, we focus on the distinction between yearly RER depreciation and persistent RER depreciation. While RER depreciation shock is possibly a positive attribute for better price conditions for firms to enjoy scale expansion, contributing to an increase in productivity, persistent RER depreciation can reduce productivity by hampering investment in innovation. However, the period we study includes the 2008-2009 global financial crisis (GFC). While the overlap with the external shock period justifies that persistent RER depreciation in 23



Korea was exogenous and was driven by external factors such as capital flight, one may argue that the RER shock can be mixed with other shocks such as negative demand shock. The negative demand shock by the GFC is likely to decrease firm profitability, thereby reducing productivity. In contrast, this negative shock may also increase the competitive pressure. Surviving firms may have increased their productivity internally as low-productivity firms exited owing to deteriorating profitability. While our previous analyses control for this negative demand shock by including GFC dummies, Table 9 further compares the productivity responses of firms to two different shocks―the RER and GFC shocks―to better identify the RER shock. Panels A and B of Table 9 give the results with yearly analysis and DID analysis respectively. In column (1) of Panel A, we introduce the industry total export sales as an alternative measure for global demand shock (DS) to Korean firms. The first channel of export exposure by which yearly RERs affect productivity positively is still significant, even when we control for the negative demand shock during the GFC. Column (2) of Panel A shows the results with the net export exposure variable and its interaction terms which are comparable to column (3) of Table 5. Panel B shows the same analysis result of Table 6, including the negative demand shock, for our DID approach. Although we control for demand shocks with persistent RER depreciation shocks, our main results on the persistent RER deprecation do not alter. [Table 9 about here]



6. CONCLUSION AND DISCUSSION This study examines the effects of real exchange rate (RER) depreciation on 24



productivity using Korean firm-level data for 2006–2013. In particular, we distinguish between yearly RER movement and the sharp and persistent RER depreciation of the Korean Won from 2007 to 2009 and analyze the effect of each RER change on productivity. Our year-by-year analysis shows that firm-level productivity increases for firms with higher export exposure in foreign markets in response to RER depreciation; however, this positive gain vanishes when we examine persistent RER depreciation through difference-indifference (DID) analysis. RER depreciation leads to price competitiveness for domestic exporting firms relative to foreign firms, allowing the exporting firms to enjoy scale expansion. In contrast, persistent RER depreciation hurts firm productivity especially for firms with negative R&D growth. We also find that persistent RER depreciation affects the productivity of domestic import-competing firms negatively in the industries with high import penetration, while RER depreciation temporarily increases their productivity through price competiveness. As Porter (1990) states, our result is possibly because the competitiveness gained by domestic firms from exchange rate depreciation is different from that gained by investment and innovation induced through competitive pressure. In addition, our result questions the policies of exchange rate undervaluation. Indeed, such policies help firms increase exports and achieve higher productivity temporarily. However, the positive effects on firm productivity may disappear when RER depreciation persists because the sustained RER depreciation leads to less foreign competition and in turn discourages innovation.
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Appendix I: Estimation of firm level productivity To estimate our firm-level TFP, we specify the production function for each industry as follows:



vit  0  l lit  k kit  it it



(A1)



where 𝑣𝑖𝑡 is the logarithm of firm i’s output measured as value added, 𝑙𝑖𝑡 is the logarithm of freely variable labor input, 𝑘𝑖𝑡 is the logarithm of real capital which is a state variable. Here, value added is calculated as revenue less cost and deflated with the producer price index by industry and year, labor input is measured with the number of workers, real capital is defined as fixed assets deflated by the capital equipment price index. The deflators we use here are price indexes published by the Bank of Korea. The error term can be decomposed with the transmitted productivity component given as i ,t and an i.i.d. component i ,t . For the first stage of estimation, we have Equation (A2),



vit  l lit  t (kit , mit ) it



(A2)



where t (kit , mit )  0  k kit  t (kit , mit ) , and mit the logarithm of material cost that proxies the unobserved productivity, it . The material cost mit is measured as the expenditure on the intermediate material inputs deflated by intermediate input deflators. In this study, we are able to deflate foreign inputs and domestic inputs separately by using a foreign intermediate deflator and a domestic intermediate deflator. We can consistently estimate the parameters of  l and



t by substituting a third-order polynomial approximation in kit and mit in place of



t (kit , mit ) using OLS: 3



3 i



vit   0  l lit    ij kiti mitj  it



(A3)



i 0 j 0



The second stage identifies the coefficient  k by computing the estimated value of it 26



3



3 i



using ˆit  vˆit  ˆl lit  ˆ0   ˆij kiti mitj  ˆl lit . i 0 j 0



For any candidate value  *k , we can compute a prediction for it , using



ˆit  ˆit   *k kit .



Appendix II: Estimation of firm-level markup (De Loecker and Warzynski, 2012) Consider the cost minimization problem for a firm i at time t with value-added production technology, Qit  f ( Lit , Kit , it ) , where Lit denotes labor, which is the only variable input, Kit is capital, and it denotes firm-level efficiency. Assume that Qit (⋅) is continuous and twice



differentiable for each of its arguments. Let wit and rit be firm-specific input prices for labor and capital, respectively. Then, the first-order condition for cost minimization indicates that



Qit () 1  wit Lit it



(A4)



where λit measures the marginal cost of production. By multiplying both sides of Equation (A4) by labor share to output Lit/Qit and rearranging it, we obtain



Qit () Lit 1 wit Lit  Lit Qit () it Qit The markup, μit is simply defined as it 



Pit



it



(A5)



, where Pit denotes output price for a firm i at



time t. Then, we can rearrange Equation (A5) as follows



it 



Qit Lit wit Lit itL /  Lit Qit Pit Qit  itL



(A6)



where itL denotes the output elasticity of labor input and itL is the share of expenditure on 27



labor input in total sales ( Pit Qit ). The latter can be obtained directly from the data and, thus,



itL only needs to be estimated to obtain the markup measure, it for a firm i at time t. In order to estimate the output elasticity, De Loecker and Warzynski (2012) introduce a detailed procedure of production function estimation. In addition, they consider production functions with a scalar Hicks-neutral productivity term and with common technology parameters across the set of producers. According to these two conditions, they express the production function as follows



Qit  f (Lit , Kit ; L )exp(it )



(A7)



where a set of time-invariant coefficients βL govern the transformation of labor to units of output, combined with the firm’s productivity, ωit. De Loecker and Warzynski (2012) argue that the main advantage of assuming production technologies of (A7) is its reliance on the proxy methods suggested by OP, LP, and Ackerberg, Caves and Frazer (2006) to obtain consistent estimates of βL. Hence, by estimating the log version of Equation (A4), they recover the output elasticity of labor, itL =



 ln Q() . Refer to De Loecker and Warzynski (2012) for  ln Lit



details of the estimation procedure of the production function parameters.
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Figure 1. Real effective exchange rate in Korea 110
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Note: A decrease in RER index indicates currency depreciation.
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Figure 2. Marginal effect of RER depreciation on TFP in export exposure Panel A. Year-by-year RER depreciation Marginal Effect of RER depreciation on TFP
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Panel B. Persistent RER depreciation Marginal Effect of RER depreciation on TFP
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Note: The marginal effect of RER on TFP is given on the Y-axis in terms of firm’s export exposure. Positive marginal effect indicates that RER depreciation increases TFP. The dashed lines indicate the 90% confidence intervals. 33



Figure 3. Changes in revenue, export and TFP 300
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Figure 4. Yearly RER deprecation: IRS vs Non-IRS 2.5
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Note: The marginal effect of RER depreciation on TFP is given on the Y-axis in terms of export exposure. Positive marginal effect indicates that RER depreciation increases TFP. The dashed lines indicate the 90% confidence intervals. IRS industries indicate the industries that cannot reject the null hypothesis the sum of coefficients on labor and capital is greater than 1, otherwise non-IRS industries. The blue and red bars indicate a fraction of firms in the IRS and non-IRS industry respectively at their value of export share



35



4.0



1



3.0



0.9 0.8



2.0



High R&D growth (>=0)



1.0



0.7 0.6



0.0 0.5 -1.0



Low R&D growth (


Firm density (fraction)



Marginal Effect of persistent RER depreciation on TFP growth



Figure 5. Persistent RER depreciation: R&D intensity growth
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Note: The marginal effect of persistent RER depreciation on TFP growth is given on the Y-axis in terms of export exposure at the initial year, 2006. Positive marginal effect indicates that RER depreciation increases TFP. The dashed lines indicate the 90% confidence intervals. The median and mean values of R&D growth of firms during 2006-2010 are 0 and -0.002 respectively. High R&D growth indicates firms with R&D growth greater than and equal to zero during the RER shock period and low R&D growth indicates those with R&D growth less than zero. The blue and red bars indicate a fraction of firms with positive and negative R&D growth respectively at their value of export share in 2006.
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Table 1. Descriptive statistics Panel A. Summary Variable



Obs.



Mean



Std.



Min.



Max.



ln TFP (LP)



36146



3.745



1.279



-4.703



9.025



Labor productivity (VA/L)



36146



3.853



0.982



-4.259



9.307



ln TFP (System GMM)



28134



4.234



7.901



-74.288



40.267



ln Industry RER



36146



4.477



0.150



4.074



4.737



Export/Sales (t-1)



28139



0.205



0.317



0



2



Intermediate import/Cost (t-1)



28139



0.018



0.087



0



1.774



Net exposure (t-1)



28139



0.187



0.314



-1.670



2



Import penetration (t-1)



28139



0.291



0.283



0.034



1.479



Export dummy (t-1)



28827



0.604



0.489



0



1



Import dummy (t-1)



28827



0.449



0.497



0



1



Size (Employment) (t-1)



28139



4.931



0.862



2.485



10.999



R&D intensity (t-1)



28139



0.017



0.043



0



3.721



HHI (t-1)



28827



0.075



0.084



0



0.526



GFC dummy (t-1)



36146



0.241



0.428



0



1



Markup (t-1)



28134



1.816



8.159



0.0009



1352.799
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Panel B. Correlation matrix ln TFP (LP)



Labor prod.



ln TFP (System GMM)



ln (Ind. RER)



Export/ Sales (t-1)



Inter. input import/ Cost (t-1)



Net exp. (t-1)



Import penetration (t-1)



Export dummy (t-1)



Import dummy (t-1)



Employ ment (t1)



R&D intensity (t-1)



HHI (t-1)



GFC dummy (t-1)



ln TFP (LP)



1.000



Labor productivity



0.645



1.000



ln TFP (S-GMM)



0.186



-0.137



1.000



ln Industry RER



0.200



-0.025



-0.044



1.000



Export/Sales (t-1)



0.012



0.090



0.003



-0.107



1.000



import/Cost (t-1)



0.056



0.115



-0.033



-0.055



0.179



1.000



Net exposure (t-1)



-0.003



0.059



0.012



-0.093



0.962



-0.096



1.000



Import penetration(t-1)



-0.140



-0.067



0.038



-0.114



0.159



0.054



0.146



1.000



Export dummy (t-1)



0.032



0.151



-0.061



-0.061



0.507



0.133



0.476



0.075



1.000



Import dummy (t-1)



0.104



0.201



-0.075



-0.066



0.282



0.223



0.224



0.073



0.485



1.000



Employment (t-1)



0.227



0.227



-0.013



0.017



0.198



0.092



0.175



0.034



0.241



0.240



1.000



R&D intensity (t-1)



-0.107



0.009



-0.022



-0.080



0.080



-0.011



0.084



0.147



0.098



0.072



0.005



1.000



HHI (t-1)



-0.125



-0.112



0.059



-0.198



0.108



0.039



0.099



0.689



0.029



0.015



0.022



0.059



1.000



GFC dummy (t-1)



-0.010



-0.021



0.001



-0.254



-0.005



0.016



-0.010



-0.022



0.000



0.021



-0.010



-0.001



-0.017



1.000



0.040



0.062



-0.019



-0.029



0.004



0.004



0.003



-0.015



0.008



0.023



0.027



-0.009



-0.020



-0.003



Markup (t-1)
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Markup (t-1)



1.000



Table 2. Correlation table of industry-level RER Food Food (10,11,12)



Textile



Wood



Paper



Petrol.



Chemical



Rubber



Nonmetal



General Machinery



Metal



Electrical Machinery



Optical Instrument



1



Textile (13,14,15) Wood (16,32) Paper (17)



0.931



1



0.9614



0.9491



1



0.9001



0.8188



0.9547



1



Petroleum (19)



0.9367



0.9784



0.9417



0.8124



1



Chemical (20,21)



0.9624



0.9276



0.9935



0.9697



0.9166



1



Rubber (22)



0.9703



0.9632



0.9966



0.9393



0.9542



0.99



1



Nonmetal (23)



0.9299



0.9978



0.9437



0.811



0.9692



0.92



0.9585



1



Metal (24,25)



0.7696



0.6618



0.826



0.8794



0.7174



0.8303



0.8067



0.6409



1



0.9641



0.9878



0.9787



0.8781



0.9785



0.9638



0.9875



0.9835



0.7578



1



0.803



0.9548



0.8263



0.6275



0.9274



0.7826



0.8493



0.9553



0.5049



0.9134



1



0.8075



0.9518



0.8269



0.628



0.9334



0.7818



0.8509



0.9512



0.5292



0.9157



0.9981



1



0.9605



0.9652



0.9699



0.8728



0.9629



0.9516



0.9768



0.9633



0.7916



0.9908



0.8938



0.9017



General Machinery (26,29,33) Electrical Machinery (28) Optical Instruments (27) Transport Equipment (30,31)



Transport Equipment



Note: The table shows the correlation of the industry-level RER of RIETI classified by 13 subsectors of manufacturing
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Table 3. Firm dynamics (total firms observed: 8440)



Year



N



2006



5564



2007



5605



394



353



2008



5711



757



2009



5490



2010



No. of new firms



No. of shut down firms



Exporters



Entry



Exit



3327



606



372



651



3345



564



546



120



341



3412



262



195



5362



148



276



3231



358



539



2011



5677



740



425



3317



480



394



2012



5863



560



374



3513



458



262



2013



5628



652



887



3532



535



516



3093
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Table 4. Main result I: The effects of year-by-year RER changes on TFPs Dependent variable



ln(TFPijt)



Exporters



ln(RERjt) ln(RERjt)×Export Exposure (t-1) ln(RERjt)×Inter.input import/Cost (t-1)



(1) -0.034 (0.095) -0.337*** (0.130) 0.578 (0.402)



(2) -0.154 (0.133) -0.301** (0.144) 0.807** (0.403)



ln(RERjt)×Net Exposure (t-1) ln(RERjt)×Import penetration (t-1) Export Exposure (t-1) Intermediate input import/Cost (t-1)



-0.584*** (0.214) 1.501*** (0.574) -2.433 (1.764)



-0.437* (0.246) 1.357** (0.629) -3.417* (1.747)



Net exposure (t-1) Import penetration (t-1) Export dummy (t-1) Import dummy (t-1) Employment (t-1) R&D intensity (t-1) Squared R&D intensity (t-1) HHI (t-1) GFC dummy Markup



2.461*** (0.938) -0.003 (0.015) 0.018* (0.010) 0.030 (0.025) -0.908*** (0.333) 0.586 (0.511) 0.098 (0.163) -0.052*** (0.010) 0.011 (0.023)



Firm fixed effects



1.794* (1.078)



0.012 (0.016) -0.033 (0.030) -1.135*** (0.410) 1.496 (1.067) 0.222 (0.204) -0.048*** (0.015) 0.021 (0.032)



w/ Net exposure (3) -0.031 (0.089)



-0.347*** (0.111) -0.586** (0.228)



1.538*** (0.482) 2.471** (0.994) 0.000 (0.016) 0.021* (0.011) 0.030 (0.023) -0.908*** (0.305) 0.586 (0.554) 0.095 (0.153) -0.052*** (0.011) 0.012 (0.025)



Markup from translog production (4) -0.043 (0.105) -0.329*** (0.111) 0.624 (0.393)



-0.587*** (0.224) 1.471*** (0.485) -2.636 (1.708)



2.470** (0.976) -0.004 (0.015) 0.020* (0.012) 0.021 (0.025) -0.915*** (0.334) 0.416 (0.516) 0.103 (0.156) -0.051*** (0.010) -0.017 (0.023)



Included Included Included Included 28,134 17,775 28,134 27,037 Observations 0.894 0.901 0.894 0.895 R-squared Note: Clustered bootstrap standard errors at firm level are reported in parentheses. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. A constant term is included but not reported.
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Table 5. Main result II: Persistent RER depreciation (TFPjS – TFPj0)



Dependent variable



(RERjS – RERj0) (RERjS – RERj0) ×Export Exposure (RERjS – RERj0) ×Input import/Cost



Exporters



w/ Net exposure



Markup from translog production



(1)



(2)



(3)



(4)



-0.945** (0.394) 0.330 (0.760) 0.957 (2.469)



-1.118* (0.584) -0.316 (0.809) 0.671 (3.076)



-0.902** (0.414)



-0.958** (0.391) 0.311 (0.750) -0.127 (2.238)



(RERjS – RERj0) ×Net Exposure (RERjS – RERj0) ×Import penetration Export Exposure (Export/Sales) Intermediate input import/Cost



2.848* (1.506) 0.406 (0.252) 0.548 (0.919)



4.597** (2.032) 0.221 (0.261) 0.553 (1.154)



Net exposure Import penetration Export dummy Import dummy Employment R&D intensity HHI (Markupj,S – Markupj,0) (DSj,S – DSj,0)



1.061** (0.522) 0.030 (0.020) 0.013 (0.048) -0.021 (0.050) 0.572 (0.691) 0.082 (0.441) -0.083** (0.034) -0.023 (0.016) 2,573



1.709** (0.712) 0.044* (0.025)



-0.039 (0.050) 0.627 (1.034) -0.679 (0.606) -0.084* (0.050) 0.001 (0.025) 1,585



0.160 (0.793) 2.745 (1.672)



0.304 (0.262) 1.031* (0.582) 0.033 (0.022) 0.028 (0.047) -0.002 (0.040) 0.492 (0.662) 0.133 (0.431) -0.081* (0.042) -0.022 (0.016) 2,573



2.993* (1.716) 0.411* (0.242) 0.061 (0.796)



1.124* (0.599) 0.039 (0.024) -0.007 (0.046) -0.040 (0.043) 0.500 (0.729) 0.093 (0.457) -0.129*** (0.036) -0.011 (0.017) 2,464



Observations (# of Firms) Note: Bootstrap standard errors are reported in parentheses. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. All controls used are values at base year, 2006.
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Table 6. Estimates of production functions for 21 manufacturing industries Industry



KSIC Estimated coeff. Test of constant returns TFP (S.D.) Code Labor to scale: Capital



Food



10



0.55



0.09



5.26 (1.08)



30.65 (p=0.0000)



Beverage



11



0.66



0.16



4.94 (0.91)



0.66 (p = 0.4157)*



Textiles



13



0.51



0.15



4.13 (0.95)



4.87 (p = 0.0273)



Wearing apparel



14



0.75



0.16



4.639 1.049



1.01 (p = 0.3152)*



Wood products (excl. furniture) Manufacture of pulp, paper, and paper products



16



0.18



0.44



3.454 1.255



0.55 (p = 0.4571)*



17



0.64



0.13



4.457 0.798



4.66 (p = 0.0309)



Coke, refined petroleum products



19



0.97



0.46



0.308 1.058



1.11 (p = 0.2912)*



Chemicals and chemical products



20



0.77



0.24



3.258 0.863



0.01 (p = 0.9367)*



Pharmaceutical products



21



1.04



0.18



2.554 0.669



3.54 (p = 0.0598)*



Rubber and plastic products



22



0.4



0.41



2.66 0.756



5.08 (p = 0.0242)



Nonmetalic and mineral products



23



0.3



0.29



4.46 0.938



12.95 (p = 0.0003)



Basic metals Manufacture of fabricated metal products (excl. machinery and furniture) Manufacture of electronic components, boards, and computers Manufacture of watches and clocks, optical instruments, and photographic equipment Electrical equipment



24



0.48



0.14



5.266 0.982



30.00 (p = 0.0000)



25



0.5



0.23



4.013 0.802



19.63 (p = 0.0000)



26



0.3



0.39



3.502 1.062



25.09 (p = 0.0000)



27



0.6



0.4



2.223 0.846



0.00 (p = 0.9931)*



28



0.65



0.32



2.506 0.833



0.05 (p = 0.8217)*



Other machinery and equipment Manufacture of bodies for motor vehicles, trailers, and semitrailers Manufacture of other transport equipment n.e.c. Manufacture of furniture



29



0.4



0.28



4.123 0.845



29.80 (p = 0.0000)



30



0.4



0.35



3.14 0.833



11.96 (p = 0.0005)



31



0.37



0.4



3.048 0.919



2.12 (p = 0.1455)*



32



0.43



0.3



3.987 0.89



1.07 (p = 0.3014)*



Other manufacturing



33



0.44



0.26



4.12 1.018



2.65 (p = 0.1038)*



Note: The table reports a two-sided test. For one side of the test for IRS, the p-value can be obtained by dividing the reported p-value in half. * denotes the industry with production function not rejecting IRS. Using this two-sided test, we find that the production functions of 11 industries of a total of 21 do not reject IRS, suggesting that firms in some industries indeed enjoy scale effects. In terms of estimated coefficients on output elasticities of labor and capital, the sum of coefficients are strictly greater than 1 in three industries in bold such as Coke, refined petroleum products, Chemicals and chemical products and Pharmaceutical products.
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Table 7. Robustness I: Y-b-Y analysis with alternative TFP measures Dependent variable



Labor productivity



ln(TFP) (system GMM)



(1)



(2)



Continuing firms since 2006 (3)



-0.114 (0.100) -0.380*** (0.117) 0.805** (0.325) -0.417** (0.209) 1.689*** (0.514) -3.473** (1.424) 1.772* (0.910) 0.002 (0.015) 0.008 (0.012) 0.082*** (0.021) -0.763** (0.321) 0.446 (0.638) 0.011 (0.156) -0.059*** (0.010) 0.020 (0.025)



-0.177** (0.075) -0.223** (0.091) 0.108 (0.283) -0.550*** (0.129) 1.007** (0.404) -0.498 (1.239) 2.287*** (0.566) 0.001 (0.011) 0.003 (0.009) 0.168*** (0.033) -0.449 (0.387) -0.184 (0.679) 0.098 (0.106) -0.075*** (0.007) 0.132*** (0.024)



-0.025 (0.105) -0.350*** (0.126) 0.742* (0.387) -0.611*** (0.230) 1.563*** (0.556) -3.147* (1.687) 2.582** (1.006) -0.005 (0.018) 0.022 (0.014) 0.020 (0.028) -0.959*** (0.322) 0.466 (0.609) 0.054 (0.176) -0.048*** (0.010) 0.011 (0.027)



Yes



Yes



Yes



32,582 0.801



28,134 0.998



22,781 0.890



Full sample



ln(RERjt) ln(RERjt)×Export Exposure (t-1) ln(RERjt)×Inter.input import/Cost (t-1) ln(RERjt)×Import penetration (t-1) Export Exposure (t-1) Intermediate input import/Cost (t-1) Import penetration (t-1) Export dummy (t-1) Import dummy (t-1) Employment (t-1) R&D intensity (t-1) Squared R&D intensity (t-1) HHI (t-1) GFC dummy Markup



Firm fixed effects Observations R-squared



ln(TFPijt)



Note: Clustered bootstrap standard errors at firm level are reported in parentheses. *, **, and *** are significance at the 10%, 5%, and 1% levels, respectively. A constant term is included but not reported.
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Table 8. Robustness II: DID analysis with alternative TFP measures and base year (TFPjS – TFPj0) Dependent variable



Labor productivity



TFP (System GMM)



TFP (Levinshon and Petrin) Alternative base year=2010



(RERjS – RERj0) (RERjS – RERj0) ×Export Exposure (RERjS – RERj0) ×Input import/Cost (RERjS – RERj0) ×Import penetration Export Exposure (Export/Sales) Intermediate input import/Cost Import penetration Export dummy Import dummy Employment R&D intensity HHI (Markupj,S – Markupj,0) (DSj,S – DSj,0) Observations (# of Firms)



(1)



(2)



(3)



-0.628 (0.383) 0.136 (0.671) 1.106 (2.647) 1.841 (1.635) 0.350 (0.222) 0.520 (0.973) 0.668 (0.569) 0.021 (0.016) 0.023 (0.050) -0.034 (0.043) 0.407 (0.701) 0.531 (0.493) -0.078* (0.043) -0.028* (0.015) 2573



-0.379 (0.693) -0.414 (0.665) -2.369 (2.473) 0.092 (4.228) 0.094 (0.204) -0.709 (0.717) 0.185 (1.287) -0.012 (0.018) 0.054 (0.038) -0.026 (0.028) 0.234 (0.426) 0.407 (0.430) 0.051 (0.036) -0.021 (0.015) 2573



-0.663 (0.446) -0.475 (0.663) 2.131 (2.756) 1.525 (1.714) 0.055 (0.232) 0.863 (0.921) 0.808 (0.598) 0.018 (0.023) 0.034 (0.057) 0.037 (0.042) -3.716*** (0.635) -0.307 (0.361) -0.103** (0.043) -0.030* (0.018) 2573



Note: Bootstrap standard errors are reported in parentheses. *, **, and *** are significance at the 10%, 5%, and 1% levels, respectively. A constant term is included but not reported.
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Table 9. RER depreciation shock vs negative demand shock Panel A. Year-by-year analysis



Panel B. DID analysis



Dependent variable ln(RERjt) Demand shock (DS) ln(RERjt) × Export Exposure (t-1) DS × Export Exposure (t-1) ln(RERjt) × Int.inp.import/Cost (t-1) DS × Int.inp. import/Cost (t-1)



ln (TFPijt) (1) 0.110 (0.108) -0.009 (0.016) -0.416*** (0.152) 0.014 (0.016) 0.897** (0.394) 0.058 (0.044)



ln(RERjt) × Net Exposure (t-1) DS × Net Exposure (t-1) ln(RERjt) × Import penetration (t-1) DS × Import penetration (t-1) Export Exposure (Export/Sales) (t-1) Intermediate input import/Cost (t-1)



-0.743*** (0.213) 0.133*** (0.048) 1.604** (0.708) -4.852*** (1.818)



Net exposure (t-1) Import penetration (t-1) Export dummy (t-1) Import dummy (t-1) Employment (t-1) R&D intensity (t-1) Squared R&D intensity (t-1) HHI (t-1) Markup Firm fixed effects Observations



0.737 (1.244) 0.001 (0.015) 0.025* (0.013) 0.033 (0.028) -0.657* (0.347) -0.003 (0.808) -0.047 (0.178) 0.019 (0.027) Included 23,686



Dependent variable (2) 0.120 (0.198) -0.007 (0.045)



(RERjS – RERj0) (DSj,S – DSj,0) (RERjS – RERj0) ×Export Exposure (DSj,S – DSj,0) ×Export Exposure (RERjS – RERj0) ×Input import/Cost (DSj,S – DSj,0) ×Input import/Cost



-0.433** (0.153) 0.012 (0.016) -0.743*** (0.182) 0.132 (0.142)



(RERjS – RERj0) ×Net Exposure (DSj,S – DSj,0) × Net Exposure (RERjS – RERj0) ×Import penetration (DSj,S – DSj,0) ×Import penetration Export Exposure (Export/Sales) Intermediate input import/Cost



1.711** (0.645) 0.754 (3.156) 0.004 (0.024) 0.028 (0.021) 0.032 (0.041) -0.660** (0.257) 0.002 (0.596) -0.050 (0.407) 0.019 (0.056) Included 23,686



Import penetration Export dummy Import dummy Employment R&D intensity HHI (Markupj,S – Markupj,0) Observations (# of Firms)



(TFPjS – TFPj0) (1) (2) -0.662 -0.652 (0.465) (0.463) -0.053* -0.047 (0.032) (0.032) 0.194 (0.835) 0.011 (0.059) -0.439 (2.228) 0.405* (0.246) 0.291 (0.806) -0.020 (0.050) 1.574 1.322 (2.149) (2.186) 0.134 0.159 (0.178) (0.180) 0.376 (0.277) -0.057 (0.754) 0.349 (0.264) 0.784 0.722 (0.649) (0.629) 0.030 0.033* (0.021) (0.019) 0.006 0.026 (0.050) (0.048) -0.019 -0.001 (0.049) (0.039) 0.533 0.469 (0.613) (0.686) 0.108 0.144 (0.488) (0.502) 2,573 2,573



Note: DS indicates industry total foreign export that is a proxy for foreign demand. In Panel B, all controls are those in 2006. Bootstrap clustered standard errors are reported in parentheses. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively.



46



























[image: Real Exchange Rate Misalignments]
Real Exchange Rate Misalignments












[image: The Consumption-Real Exchange Rate Anomaly]
The Consumption-Real Exchange Rate Anomaly












[image: Real Exchange Rate Adjustment In European ...]
Real Exchange Rate Adjustment In European ...












[image: Real Exchange Rate, Monetary Policy and Employment]
Real Exchange Rate, Monetary Policy and Employment












[image: Real exchange rate dynamics in sticky wage models]
Real exchange rate dynamics in sticky wage models












[image: The Real Exchange Rate and Economic Growth]
The Real Exchange Rate and Economic Growth












[image: Large Devaluations and the Real Exchange Rate]
Large Devaluations and the Real Exchange Rate












[image: Real exchange rate and employment performance in ...]
Real exchange rate and employment performance in ...












[image: Real Exchange Rate Adjustment In European ...]
Real Exchange Rate Adjustment In European ...












[image: (Asymmetric) Trade Costs, Real Exchange Rate ...]
(Asymmetric) Trade Costs, Real Exchange Rate ...












[image: Demand and Real Exchange Rate Determination in ...]
Demand and Real Exchange Rate Determination in ...












[image: Real Exchange Rate Volatility and Mean Reversion]
Real Exchange Rate Volatility and Mean Reversion












[image: Does Easing Monetary Policy Increase Financial Instability?]
Does Easing Monetary Policy Increase Financial Instability?












[image: The Exchange Rate]
The Exchange Rate












[image: The Real Exchange Rate, Real Interest Rates, and the ...]
The Real Exchange Rate, Real Interest Rates, and the ...












[image: Survey-based Exchange Rate Decomposition ...]
Survey-based Exchange Rate Decomposition ...












[image: Core, Periphery, Exchange Rate Regimes, and Globalization]
Core, Periphery, Exchange Rate Regimes, and Globalization












[image: Expectations and Exchange Rate Dynamics]
Expectations and Exchange Rate Dynamics












[image: Expectations and Exchange Rate Dynamics]
Expectations and Exchange Rate Dynamics












[image: Equilibrium Sovereign Default with Endogenous Exchange Rate ...]
Equilibrium Sovereign Default with Endogenous Exchange Rate ...















Does Real Exchange Rate Depreciation Increase ...






Analysis using Korean Firm-Level Data. *. Bo-Young Choi .... Our year-by-year analysis finds the positive effect of RER depreciation on productivity. ...... of Economics, Simon Fraser University, Canadian Institute for Advanced Research. Kancs ... 






 Download PDF 



















 810KB Sizes
 0 Downloads
 376 Views








 Report























Recommend Documents







[image: alt]





Real Exchange Rate Misalignments 

appreciated regime have higher persistence than the depreciated one. .... without taking into account the particular behavior of each exchange rate series. .... international interest rate, whose impact on the equilibrium RER is discussed below.














[image: alt]





The Consumption-Real Exchange Rate Anomaly 

In the data, real exchange rates tend to move in opposite directions with respect to the ... Keywords: Non-traded goods, incomplete markets, distribution services.














[image: alt]





Real Exchange Rate Adjustment In European ... 

Sep 13, 2007 - tests with mis-specified equations correctly reject the unit-root null, ... countries suggest using Perron and RodrÃguez's (2003) approach to ...














[image: alt]





Real Exchange Rate, Monetary Policy and Employment 

Feb 19, 2006 - ... been central to countless stabilization packages over the decades, ..... Empty Sources of Growth Accounting, and Empirical Replacements Ã  ...














[image: alt]





Real exchange rate dynamics in sticky wage models 

c Graduate School of Economics, Kyoto University, Japan highlights. â€¢ Real exchange ... shocks driving the real exchange rate: shocks to nominal interest rates ...














[image: alt]





The Real Exchange Rate and Economic Growth 

measure of real exchange rate undervaluation (to be defined more precisely below) against the countryms economic growth rate in the corresponding period.














[image: alt]





Large Devaluations and the Real Exchange Rate 

apples, aspirin, bananas, band-aid, batteries, bedsheets, Big Mac, bic pen, .... USA st. dev RERCPI / st.dev. S. 1.04. 1.04. 1.06. 1.11. 0.95. 1.00. 1.13. 0.98. 1.10.














[image: alt]





Real exchange rate and employment performance in ... 

one of the leading forces behind the business cycle.1 The hypothesis gained ..... where Lt is the log of employment; RERt is the log of the real exchange rate; ...














[image: alt]





Real Exchange Rate Adjustment In European ... 

This paper presents unit-root test results for real exchange rates in ten ..... current float and rejects the unit-root null with significance levels from the 0.5% to 15% .... BM3 for quarterly real GDP, and BM4 for common stock prices and real wages














[image: alt]





(Asymmetric) Trade Costs, Real Exchange Rate ... 

Sep 15, 2017 - rate risk is negligible because multiple trade partners act as a ... A stream of general equilibrium (GE) research in international macro-finance has ... redistributive shocks to the share of financial income relative to total output.














[image: alt]





Demand and Real Exchange Rate Determination in ... 

CM. FA. BE. International Transmission. MATLAB Code. The Setup of the Model ... CH and CF are substitutes if the marginal utility of one good is decreasing in.














[image: alt]





Real Exchange Rate Volatility and Mean Reversion 

Adopting such working hypothesis, we implement panel data methods of East Asian versus Latin .... Koray (2001) use data from the Bretton Woods and the modern floating periods and find that real ...... HL takes into account the b (1) correction factor














[image: alt]





Does Easing Monetary Policy Increase Financial Instability? 

Annual Meeting of the International Banking and Finance Association. The information and ... rate implied by the Taylor rule is well above the actual federal funds rate, starting from ..... taking into account the elasticity of demand for their varie














[image: alt]





The Exchange Rate 

Automotive's Car Specifications and Prices and pre-tax sticker .... percent for the automobile industry, in the long .... But, of course, you can find European cars in ...














[image: alt]





The Real Exchange Rate, Real Interest Rates, and the ... 

Dec 16, 2010 - I have benefited from support from the following organizations at ... Hong Kong Institute for Monetary Research, Central Bank of Chile, and ...














[image: alt]





Survey-based Exchange Rate Decomposition ... 

understanding the dynamics of the exchange rate change. The expectational error is assumed to be mean zero and uncorrelated with variables in the information set used to form exchange rate expectations in period t. To further delve into this expectat














[image: alt]





Core, Periphery, Exchange Rate Regimes, and Globalization 

access to foreign capital they may need a hard peg to the core country currencies ..... For data sources see appendix to Flandreau and Riviere ..... to be that the only alternatives in the face of mobile capital are floating or a hard fix such .... d














[image: alt]





Expectations and Exchange Rate Dynamics 

We use information technology and tools to increase productivity and facilitate new forms of scholarship ..... p = [c1/(c) + u)]e + [a/()AR + c)]m + [A/(bA + a)][u + (1 -.














[image: alt]





Expectations and Exchange Rate Dynamics 

We use information technology and tools to increase productivity and facilitate new forms ... Massachusetts Institute of Technology ..... de/dm = 1 + l/fl = 1 1+.














[image: alt]





Equilibrium Sovereign Default with Endogenous Exchange Rate ... 

Jul 8, 2010 - REER is the change of real effective exchange rate. Sergey V. Popov .... Is trade channel penalty a good default deterrent? .... It has interest rate of R. Lenders have ... Based on INDEC and European Bank data, regressions of.


























×
Report Does Real Exchange Rate Depreciation Increase ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















