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Abstract Most priority-based assignment problems are solved using the deferred acceptance algorithm. Kojima (2010) shows that stability and nonbossiness are incompatible. We show that the deferred acceptance algorithm satisfies a weaker notion of nonbossiness for every substitutable priority structure. We also discuss the multiplicity of dominant strategy equilibria of the preference revelation game induced by the deferred acceptance algorithm. We show that even untruthful dominant strategy equilibria lead to the truthful equilibrium outcome. In other words, the deferred acceptance algorithm is dominant strategy implementable.
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Introduction



The priority-based assignment problem is the allocation problem in which agents are allocated at most one indivisible object. Each agent has strict preferences over objects and being ∗
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2 unassigned. There are types on each object, and each object type is endowed with a strict priority ranking over subsets of the set of agents.1 The best examples are school choice, National Residency Matching Program, and roommate assignment in a dormitory.2 The deferred acceptance algorithm introduced by Gale and Shapley (1962) is the most widely used method for obtaining the stable assignment in priority-based assignment problems. An assignment is stable if it is not blocked by any individual agent or any agent-object pair. Roth and Sotomayor (1990) show that the deferred acceptance algorithm finds the agentoptimal stable assignment which is a stable assignment that any agent weakly prefers to any other stable assignment. We consider the class of priorities called substitutable, first introduced by Kelso and Crawford (1982), which is the maximum domain for the existence of a stable assignment in our model.3 This paper discusses whether the agent-optimal stable assignment generated by some algorithm is implemented in dominant strategies in a preference revelation game. A (single-valued) algorithm is said to be implementable in dominant strategies if the outcome that the algorithm generates is the unique dominant strategy equilibrium outcome in the preference revelation game. Our main result is that when the priority structure satisfies substitutability and cardinal monotonicity the deferred acceptance algorithm is dominant strategy implementable, and furthermore it is the unique dominant strategy implementable stable algorithm. Our results build on Mizukami and Wakayama (2007) and Saijo et al. (2007), who prove that dominant strategy implementability is equivalent to the combination of strategy-proofness and weak nonbossiness. Strategy-proofness says that truthful revelation is a dominant strategy. Hatfield and Milgrom (2005) show that the deferred acceptance algorithm is strategy-proof when the priority structure satisfies substitutability and cardinal monotonicity.4 In their paper, cardinal monotonicity is called the law of aggregate demand. In addition, Alcalde and Barber`a (1994) and Sakai (2010) prove that the deferred acceptance algorithm is the unique strategyproof algorithm among stable ones. However, Dasgupta et al. (1979) and Repullo (1985) provide examples that strategy-proofness does not imply dominant strategy implementation. The bottom line is, strategy-proofness merely says that “truthtelling is a dominant strategy” for every agent, and it is not enough to guarantee the uniqueness of the dominant strategy equilibrium outcome. If there were untruthful dominant strategies for an agent (we will provide an example in which there is an untruthful equilibrium in the preference revelation game induced by 1
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Coarse priorities may capture real life well, but since there is no strategy-proof and constrained efficient stable rule under coarse priorities, we restrict our attention to the class of strict priorities. For more reference, see Abdulkadiroˇglu et al. (2009) and Erdil and Ergin (2007). In case of school choice, if a school has two seats, then each seat is thought of as an object, and the school is as their type. Kelso and Crawford (1982) and Hatfield and Milgrom (2005) show that substitutability is sufficient for the existence of a stable assignment. Hatfield and Kojima (2008) show that substitutability is also necessary for the existence of stable assignment. Dubins and Freedman (1981) and Roth (1982) show that it is a dominant strategy for agents to list their preferred matchings in the deferred acceptance algorithm in a one-to-one assignment problem. Hatfield and Milgrom (2005) generalize this result to a many-to-one problem.
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the deferred acceptance algorithm) and he follows his untruthful dominant strategy instead of his truthful one, then it may affect assignments of others even though there is no effect on his own assignment. Such an unintended action may make someone worse off in the sense that the corresponding outcome might end up with a different assignment than one obtained by truthful revelation. As noted earlier, strategy-proofness implies dominant strategy implementation provided an additional condition, weak nonbossiness, holds. Standard nonbossiness, which is introduced by Satterthwaite and Sonnenschein (1981), says that any agent cannot change the entire assignment unless he changes his own assignment. Weak nonbossiness modifies this by requiring that if an agent does not change his own assignment in any cases then the entire assignment stays the same. Kojima (2010) shows that stability and nonbossiness are incompatible; since the deferred acceptance algorithm is stable, this implies it violates standard nonbossiness. Our main contribution is that, nevertheless, the deferred acceptance algorithm is weakly nonbossy for every substitutable priority structure. Hence, we conclude that the deferred acceptance algorithm is dominant strategy implementable, and therefore it is immune to manipulation. This observation supports the use of the deferred acceptance algorithm as an appropriate candidate among stable assignment procedures. 2 Model We denote by A the finite set of indivisible object types. Let q = (qa )a∈A , where qa ∈ Z++ , be the number of available objects of type a. Denote by N the finite set of agents. A preference profile is a vector of linear orders R = (Ri )i∈N , where Ri denotes the preference of agent i defined over Xi = A ∪ {∅}. The symbol ∅ stands for being assigned to oneself. The asymmetric ∏ part of Ri is denoted by Pi . An object a is acceptable to agent i if a Pi ∅. Let R = i∈N Ri be the set of all preference profiles. A priority structure is a vector of linear orders ≽ = (≽a )a∈A , where ≽a is defined over the power set of N . The asymmetric part of ≽a is denoted by ≻a . For each object a, define Xa = {S ⊆ N | #S 6 qa }. For each object a, denote a choice function of Ca of the power set of N into Xa such that for every S ⊆ N , Ca (S) ⊆ S and Ca (S) ≽a T for every T ⊆ S with T ∈ Xa . A choice function Ca (·) is substitutable if Ca (T ) ∩ S ⊆ Ca (S) for every pair (S, T ) of subsets of N with S ⊆ T .5 A priority structure is substitutable is every object has a substitutable choice function. Substitutability is discussed in a labor market model by Kelso and Crawford (1982). This condition simply says that if the set of agents expands and an agent is admitted by an object from a larger set of agents, then he must be admitted by the same object from any subset of agents including him. The following notion is discussed in Alkan (2001) and Alkan and Gale (2003). A choice function Ca (·) is cardinally monotonic if #Ca (S) 6 #Ca (T ) 5



A stronger notion of substitutability, called responsiveness, is commonly used in the existing literature. We focus on substitutable priorities because priorities may be non-responsive but substitutable in applications.
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for every pair (S, T ) of subsets of N with S ⊆ T . A priority structure is cardinally monotonic if every object has a cardinally monotonic choice function. 2.1 The Deferred Acceptance Algorithm and its Strategy-Proofness An assignment is a function µ : N → A ∪ {∅} satisfying: (i) for every agent i, µ(i) ∈ Xi and (ii) for every object a, #{i ∈ N | µ(i) = a} 6 qa . We denote the set of assignments by X. A rule g is a function of R into X. If g(R) = µ for some R ∈ R, then denote gi (R) = µ(i) for every agent i. An assignment µ is stable for R if it satisfies the following conditions: (i) for every agent i, µ(i) Ri ∅ and (ii) there does not exist (i, a) ∈ N × A such that a Pi µ(i) and i ∈ Ca ({k ∈ N | µ(k) = a} ∪ {i}).6 We denote the set of stable assignments for R by φS (R). A rule g is stable if g(R) ∈ φS (R) for every R ∈ R. The relation φS of R into X is referred to as the stable correspondence. In our model, the stable correspondence is non-empty valued for every substitutable priority structure. A rule g is strategy-proof if for every R ∈ R, every agent i and every Ri′ ∈ Ri , we have gi (R)Ri gi (R−i , Ri′ ). Gale and Shapley (1962) propose the following assignment procedure, called the deferred acceptance algorithm. At the first step, each agent applies to his most preferred acceptable object. The set of agents applying to object a at the first step is Na1 . Object a tentatively accepts Ca (Na1 ) and rejects the remaining. At the rth step, each agent who was rejected at step r − 1 applies to his next preferred acceptable object. The set of agents applying to object a at step r is Nar . Object a tentatively accepts Ca (Ca (Nar−1 ) ∪ Nar ) and rejects the remaining. The algorithm terminates when every agent is held tentatively by some object or has been rejected by every object that is acceptable for him. If an agent is tentatively held by an object at the last step, he is assigned that object. Otherwise he is assigned nothing.7 It is known that under any substitutable priority structure, the deferred acceptance algorithm produces a unique stable assignment Pareto dominating any other stable assignment, called the agent-optimal stable assignment (see Roth and Sotomayor, 1990, Theorem 6.8). We denote by f the deferred acceptance algorithm. Abdulkadiro˘glu (2005) shows that substitutability of choice functions itself is not sufficient for the existence of a strategy-proof stable rule. Hatfield and Milgrom (2005) show that substitutability coupled with cardinal monotonicity (the law of aggregate demand) are sufficient for strategy-proofness of the deferred acceptance algorithm in our setting. Therefore, the deferred acceptance algorithm is strategy-proof in the paper. Remark 1. For every substitutable and cardinally monotonic priority structure, the deferred acceptance algorithm is strategy-proof. 6 7



Condition (i) is the individual rationality and condition (ii) is the pairwise stability. The above explanation can be found in Roth and Sotomayor (1990, Chapter 5, pp. 134-5).
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2.2 Weak Nonbossiness The second desirable property of rules is nonbossiness, discussed by Satterthwaite and Sonnenschein (1981). Intuitively, non-bossiness implies that no agent can change the assignments of others without changing his own assignment.8 Kojima (2010) shows that nonbossiness and stability are incompatible. Our finding is that a weaker notion of nonbossiness and stability are compatible as long as the agent-optimal stable assignment is well-defined.9 Definition 1. A rule g is weakly nonbossy if for every agent i, every R ∈ R, and every Ri′ ∈ Ri , ′′ ′′ ′′ if gi (R−i , Ri ) = gi (R−i , Ri′ ) for every R−i ∈ R−i , then g(R) = g(R−i , Ri′ ). Theorem 1. For every substitutable priority structure, the deferred acceptance algorithm is weakly nonbossy. Proof. Consider any preference profile R ∈ R. Consider any agent i and Ri′ ∈ Ri . Suppose ′′ ′′ ′′ ∈ R−i . We shall show that f (R) = f (R−i , Ri′ ). , Ri ) = fi (R−i , Ri′ ) for every R−i that fi (R−i We introduce some notation. Let Yi = {b ∈ Xi | i ∈ Cb ({i})}. For each a ∈ Xi and each ˜ i ∈ Ri , denote by Ui (a, R ˜ i ) = {b ∈ Yi | b R ˜ i a} the upper contour set of agent i at a under R ˜ i restricted to Yi . Since Ri is a linear order over Xi , there exists an element of R∗ ∈ R−i R −i ′′ ∗ ′′ ∗ such that fi (R−i , Ri ) Ri fi (R−i , Ri ) for every R−i ∈ R−i . In other words, the preferences R−i ′′ maximize the size of the upper contour set of agent i at fi (R−i , Ri ) under Ri with respect to ′′ ∗ ∗ ′ R−i ∈ R−i . By our hypothesis, fi (R−i , Ri ) = fi (R−i , Ri ). We denote that object by a. Firstly, note that under any substitutable priority structure, every object a ∈ Xi \ Yi is redundant for agent i in the sense that he has no chance to be held tentatively by an object in Xi \Yi at any step under the deferred acceptance algorithm.10 This fact also yields that including any object in Xi \ Yi in Ri and Ri′ does not affect the assignments of other agents.11 Case 1. Ui (a, Ri ) = Ui (a, Ri′ ), and the rank orders under Ri and Ri′ are the same within the two sets. Proof of Case 1. It suffices to show that Ui (fi (R), Ri ) = Ui (fi (R−i , Ri′ ), Ri′ ). By the construc∗ ∗ tion of R−i , fi (R)Ri fi (R−i , Ri ) = a, that is, fi (R) ∈ Ui (a, Ri ). The hypothesis in this case Formally, a rule g is nonbossy if for every agent i, every R ∈ R, and every Ri′ ∈ Ri , if gi (R) = gi (R−i , Ri′ ), then g(R) = g(R−i , Ri′ ). 9 Mizukami and Wakayama (2007) and Saijo et al. (2007) also discuss weak nonbossiness. Mizukami and Wakayama (2007) call this quasi-strong nonbossiness. 10 We shall show that for every substitutable priority structure, if i ̸∈ Ca ({i}), then i ̸∈ Ca (S ∪ {i}) for every S ⊆ N . Consider any pair (i, a) ∈ N × A such that i ̸∈ Ca ({i}). Suppose, by way of contradiction, that i ∈ Ca (S ∪ {i}) for some S ⊆ N . Since the priority structure is substitutable, it follows from that Ca (S ∪ {i}) ∩ {i} ⊆ Ca ({i}), which implies that i ∈ Ca ({i}), a contradiction. 11 An intuitive explanation is as follows. Consider any object a ∈ Xi \ Yi and assume that i ∈ Nat . Divide step t into two substeps: only agent i applies to object a first and then the remaining agents Nat \ {i} apply to object a. At any rate, the deferred acceptance algorithm produces the same assignment. 8
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yields that fi (R) ∈ Ui (a, Ri′ ). Then, fi (R−i , Ri′ ) ∈ Ui (a, Ri′ ). We have seen that the two preferences Ri and Ri′ have the same rank order, and result in the same object fi (R) = fi (R−i , Ri′ ). Therefore, due to the definition of the deferred acceptance algorithm, both Ri and Ri′ produce the same entire assignment, that is, f (R) = f (R−i , Ri′ ). This establishes the case. Case 2. Otherwise. Proof of Case 2. Note that Ui (a, Ri ) is non-empty because a ∈ Ui (a, Ri ). If Ui (a, Ri ) is a proper subset of Ui (a, Ri′ ), then set Rja : b Pja ∅ for every agent j ∈ {µb | b ∈ Ui (a, Ri )}, ( ) and Rja : ∅ for every agent j ∈ N \ {µb | b ∈ Ui (a, Ri )} ∪ {i} . In this case, we have a a , Ri′ ) is the top object in Ui (a, Ri′ ) \ Ui (a, Ri ) with respect to Ri′ , , Ri ) = a and fi (R−i fi (R−i distinct from a. This is a contradiction. It remains to consider the case that Ui (a, Ri ) is not a proper subset of Ui (a, Ri′ )12 . Denote Ui (a, Ri ) = {b1 , · · · , bk , a}, where b1 Pi · · · Pi bk Pi a. Then we take the smallest index ℓ ∈ {1, · · · , k} such that Ui (bℓ , Ri ) ̸= Ui (bℓ , Ri′ ). For every b ∈ Ui (a, Ri ) such that b Pi bℓ , set Rja : ( ) b Pja ∅ for every agent j ∈ µb . For every agent j ∈ N \ {µb | b ∈ Ui (a, Ri ) and b Pi bℓ } ∪ {i} , ∗ set Rja : ∅. Then, since i ̸∈ Cb (µb ∪ {i}) for every b ∈ Ui (a, Ri ) by stability for (R−i , Ri ), ℓ a ℓ it follows from the fact b ∈ Yi that fi (R−i , Ri ) = b . On the other hand, it is the case that a fi (R−i , Ri′ ) is the ℓth element of Ui (a, Ri′ ) from the top with respect to Ri′ , distinct from bℓ . This is a contradiction. This establishes the case. Cases 1 and 2 establish the theorem. 3 Preference Revelation Game The mechanism designer aims to achieve socially desirable outcomes but does not know preferences that are private information of the agents. The task of the mechanism designer is to construct a procedure independent of private information in order to achieve the prescribed desirable assignments. An ordered pair (M, h) is called a mechanism if h is a function of M into ∏ X, and M = i∈I Mi , where Mi is a non-empty set for each agent i. The Cartesian product M is called the strategy space. Each element m ∈ M is called a strategy profile. A triplet (M, h, R) is called a game if (M, h) is a mechanism and R ∈ R. We restrict our attention to the class of mechanisms, where Mi = Ri for every agent i. The resulting games are referred to as preference revelation games. An element mi ∈ Mi is a dominant strategy for agent i of (M, h) at Ri if for every m−i ∈ i (Ri ) the set of dominant M−i and every m′i ∈ Mi , hi (m−i , mi )Ri hi (m−i , m′i ). Denote by D(M,h) ∏ i strategies for agent i of (M, h) at Ri . Let D(M,h) (R) = i∈N D(M,h) (Ri ) the set of dominant strategy equilibria of (M, h) at R. Given a mechanism (M, h), we want to identify the composite correspondence h ◦ D(M,h) of R into M as the actual market outcomes, where the solution concept is a dominant strategy 12



Note that since a ∈ Ui (a, Ri′ ), there must be b ∈ Ui (a, Ri ), other than a. Otherwise, it either contradicts that Ui (a, Ri ) is not a proper subset or reduces to case 1.
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equilibrium: (h ◦ D(M,h) )(R) = h(D(M,h) (R)) = {h(m) | m ∈ D(M,h) (R)}. The following figure depicts this formulation. ϕ(R) = (h ◦ D(M,h) )(R) X



R∈R D(M,h) (R)



h(m) m∈M



Figure 1: Implementation of φ in dominant strategy equilibria



Definition 2. A mechanism (M, h) implements the relation φ of R into X in dominant strategy equilibria if h(D(M,h) (R)) = φ(R) for every R ∈ R. In particular, for each rule g, the ordered pair (R, g) is called the associated direct mechanism. Given a preference profile R ∈ R, the ordered pair (R, g) induces a preference revelation game. If a rule g is dominant strategy implementable by (R, g), then we say that g is dominant strategy implementable by the associated direct mechanism. It is well-known that the concept of dominant strategy implementation does not preclude agents having untruthful dominant strategies. There is no need to rule out untruthful dominant strategies as long as those lead to the same assignment as the truthful one. 3.1 Multiple Equilibria in Dominant Strategies Under any substitutable and cardinally monotonic priority structure, truth-telling is merely a dominant strategy equilibrium of the preference revelation game induced by the deferred acceptance algorithm in our setting, that is, R ∈ D(R,f ) (R). Hence f (R) ∈ f (D(R,f ) (R)). The question raised here is whether truth-telling is the unique dominant strategy equilibrium. The answer is negative. Long ago, the literature on implementation theory argued that there is nothing that guarantees that agents always choose the truth-telling dominant strategies when they have alternative untruthful dominant strategies (see Dasgupta et al., 1979; Repullo, 1985). Suppose that there are two agents, N = {1, 2}, and two objects, A = {a, b}. The true preferences and the priority structure are the following: Each agent has 5 possible strategies. We put ui (m1 , m2 ) = r if fi (m1 , m2 ) is the rth ranked assignment with respect to the true preference Ri . The payoffs (u1 (m1 , m2 ), u2 (m1 , m2 )) of the preference revelation game induced by the deferred acceptance algorithm is given by the following:



3 PREFERENCE REVELATION GAME ≽= (≽a , ≽b ) ≽a : {1} ≻a {2} ≻a ∅ ≽b : {1} ≻b {2} ≻b ∅



R = (R1 , R2 ) R1 : a P1 b P1 ∅ R2 : ∅ P2 a P2 b



M1 aP2 bP2 ∅ ∗ aP1 bP1 ∅ (2, 0) aP1 ∅ (2, 0) bP1 aP1 ∅ (1, 1) bP1 ∅ (1, 1) ∅ (0, 1) ∗
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aP2 ∅ (2, 2) (2, 2) (1, 1) (1, 1) (0, 1)



M2 bP2 aP2 ∅ (2, 0) (2, 0) (1, 1) (1, 1) (0, 0)



bP2 ∅ (2, 0) (2, 0) (1, 2) (1, 2) (0, 0)



∗



∅ (2, 2) (2, 2) (1, 2) (1, 2) (0, 2)



The asterisks stand for the true preferences.



Agent 2 does not care how he ranks unacceptable objects.13 On the other hand, agent 1 has two non-trivial dominant strategies at R1 , a P1 b P1 ∅ and a P1 ∅. In addition to the true preferences, there is another dominant strategy equilibrium. One remark is that even though there are multiple dominant strategy equilibria, any dominant strategy equilibrium leads to the unique stable assignment with respect to the true preferences in this example. In the next subsection, we will prove this observation. However, it must be emphasized that, in general, the implementability of strategy-proof rules in dominant strategies is not straightforward because it might end up with f (R′ ) ̸= f (R) for some untruthful equilibrium R′ ∈ D(R,f ) (R).14 3.2 Dominant Strategy Implementation of the Deferred Acceptance Algorithm Restricting the class of mechanisms, Saijo et al. (2007) and Mizukami and Wakayama (2007) show that any rule or any social choice function is dominant strategy implementable by the associated direct mechanism if and only if it is strategy-proof and weakly nonbossy. Remark 2. The deferred acceptance algorithm is dominant strategy implementable by the associated direct mechanism if and only if it is strategy-proof and weakly nonbossy. We obtain the following observation. Corollary 1. For every substitutable and cardinally monotonic priority structure, the deferred acceptance algorithm f is dominant strategy implementable by the associated direct mechanism (R, f ).15 Proof. Immediate from Remarks 1 and 2, and Theorem 1. Precisely speaking, agent 2 has two dominant strategies: ∅ P2 a P2 b and ∅ P2 b P2 a. It is possible to construct a strategy-proof rule that is not dominant strategy implementable by the associated direct mechanism in the context of social choice. An example is available upon request. 15 Under substitutable and quota-filling priority structure, as a subclass of our model, Kumano and Watabe (2011) directly show dominant implementability of the deferred acceptance algorithm. 13



14
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Proposition 1. For every substitutable priority structure, the deferred acceptance algorithm is dominant strategy implementable if and only if it is strategy-proof. Proof. Immediate from the fact that weak nonbossiness is automatically satisfied for every substitutable priority structure. Let us go back to Figure 1. The possibility of multiple equilibria implies that the equilibrium correspondence D(R,f ) is set-valued. Strategy-proofness merely guarantees that the equilibrium correspondence is non-empty-valued. We have verified that the composite f ◦ D(R,f ) is eventually single-valued, which is identical with the deferred acceptance algorithm itself. If the society wants to achieve the agent-optimal stable assignment with respect to the true preferences, it suffices to use the deferred acceptance algorithm as the actual matching procedure. 3.3 Uniqueness of Dominant Strategy Implementable Stable Rule Among stable rules, Alcalde and Barber`a (1994) show that only the (agent-proposing) deferred acceptance algorithm is strategy-proof for a special case of substitutable and cardinally monotonic priority structure. Sakai (2010) shows their result for substitutable and cardinally monotonic priority structures. Remark 3. For every substitutable and cardinally monotonic priority structure, the deferred acceptance algorithm is the unique strategy-proof stable rule. This observation, together with the fact that strategy-proofness is a necessary condition for dominant strategy implementation, yields the following. Corollary 2. For every substitutable and cardinally monotonic priority structure, the deferred acceptance algorithm is the unique dominant strategy implementable stable rule. Proof. By Remark 3, any other stable rules are not dominant strategy implementable by any mechanisms by Theorem 4.1.1 in Dasgupta et al. (1979). The assertion is immediate from Corollary 1. 4 Discussion The literature has paid attention only to strategy-proofness or dominant strategy incentive compatibility of the deferred acceptance algorithm. Hatfield and Milgrom (2005) show that the combination of substitutability and cardinal monotonicity (the law of aggregate demand) is sufficient and almost necessary for strategy-proofness of the deferred acceptance algorithm. We can interpret strategy-proofness as the existence of a dominant strategy equilibrium in the preference revelation game induced by the deferred acceptance algorithm. We showed that it is possible to identify the set of equilibrium outcomes, without imposing any further restriction to
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priority structures. There is no need to eliminate untruthful equilibria in dominant strategies to implement the agent-optimal stable matching with respect to the true preferences. In order to obtain our result, priorities of objects cannot be private information. In the context of two-sided matching problems, in which both preferences of agents and priorities of objects are private information, strategy-proof stable mechanisms do not exist due to the results by Roth (1982) and S¨onmez (1999). Alcalde and Barber`a (1994) study some preference domain restrictions to guarantee the existence of strategy-proof stable mechanism. We argued the existence of multiple equilibria in dominant strategies. The literature on implementation theory often drops the requirement that agents adopt dominant strategies, as it seems natural that we need to check all equilibrium outcomes in Nash equilibria. Haeringer and Klijn (2009) show that a further restriction on priorities, the so-called Ergin-acyclicity, is necessary and sufficient for Nash implementation of the stable correspondence by the deferred acceptance algorithm in a special case of our model. Finally, Kara and S¨onmez (1996, 1997) show that it is possible to implement the stable correspondence in Nash equilibria by some indirect mechanism. References Abdulkadiro˘glu, A., 2005. College admissions with affirmative action. International Journal of Game Theory 33 (4), 535–549. Abdulkadiroˇglu, A., Pathak, P. A., Roth, A. E., 2009. Strategy-proofness versus efficiency in matching with indifferences: Redesigning the nyc high school match. The American Economic Review 99 (5), 1954–78. Alcalde, J., Barber`a, S., 1994. Top dominance and the possibility of strategy-proof stable solutions to matching problems. Economic Theory 4 (3), 417–35. Alkan, A., 2001. On preferences over subsets and the lattice structure of stable matchings. Review of Economic Design 6 (1), 99–111. Alkan, A., Gale, D., 2003. Stable schedule matching under revealed preference. Journal of Economic Theory 112 (2), 289 – 306. Dasgupta, P., Hammond, P., Maskin, E., 1979. The implementation of social choice rules: Some general results on incentive compatibility. The Review of Economic Studies 46 (2), 185–216. Dubins, L. E., Freedman, D. A., 1981. Machiavelli and the Gale-Shapley algorithm. The American Mathematical Monthly 88 (7), 485–494. Erdil, A., Ergin, H. I., 2007. What’s the matter with tie-breaking? improving efficiency in school choice. The American Economic Review 98 (3), 669–689.
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