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Introduction



This chapter provides a taxonomy of Model-Based Testing (MBT) based on the approaches that are presented throughout this book as well as in the related literature. The techniques for testing are categorized using a number of dimensions to familiarize the reader with the terminology used throughout the chapters that follow. In this chapter, after a brief introduction, a general deﬁnition of MBT and related work on available MBT surveys is provided. Next, the various test dimensions are presented. Subsequently, an extensive taxonomy is proposed that classiﬁes the MBT process according to the MBT foundation (referred to as MBT basis), deﬁnition of various test generation techniques, consideration of test execution methods, and the speciﬁcation of test evaluation. The taxonomy is an extension of previous work by Zander and Schieferdecker (2009) and it is based on contributions of Utting, Pretschner, and Legeard (2006). A summary concludes the chapter with the purpose of encouraging the reader to further study the contributions of the collected chapters in this book and the speciﬁc aspects of MBT that they address in detail. 3
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1.2



Model-Based Testing for Embedded Systems



Deﬁnition of Model-Based Testing



This section provides a brief survey of the selected deﬁnitions of MBT available in the literature. Next, certain aspects of MBT are highlighted in the discussion on test dimensions and their categorization is illustrated. MBT relates to a process of test generation from models of/related to a system under test (SUT) by applying a number of sophisticated methods. The basic idea of MBT is that instead of creating test cases manually, a selected algorithm is generating them automatically from a model. MBT usually comprises the automation of black-box test design (Utting and Legeard 2006), however recently it has been used to automate white-box tests as well. Several authors such as Utting (2005) and Kamga, Hermann, and Joshi (2007) deﬁne MBT as testing in which test cases are derived in their entirety or in part from a model that describes some aspects of the SUT based on selected criteria. Utting, Pretschner, and Legeard (2006) elaborate that MBT inherits the complexity of the domain or, more speciﬁcally, of the related domain models. Dai (2006) refers to MBT as model-driven testing (MDT) because of the context of the model-driven architecture (MDA) (OMG 2003) in which MBT is proposed. Advantages of MBT are that it allows tests to be linked directly to the SUT requirements, which renders readability, understandability, and maintainability of tests easier. It helps ensure a repeatable and scientiﬁc basis for testing. Furthermore, MBT has been shown to provide good coverage of all the behaviors of the SUT (Utting 2005) and to reduce the eﬀort and cost for testing (Pretschner et al. 2005). The term MBT is widely used today with subtle diﬀerences in its meaning. Surveys on diﬀerent MBT approaches are provided by Broy et al. (2005), Utting, Pretschner, and Legeard (2006), and the D-Mint Project (2008), and Schieferdecker et al. (2011). In the automotive industry, MBT describes all testing activities in the context of Model-Based Design (MBD), as discussed for example, by Conrad, Fey, and Sadeghipour (2004) and Lehmann and Kr¨ amer (2008). Rau (2002), Lamberg et al. (2004), and Conrad (2004a, 2004b) deﬁne MBT as a test process that encompasses a combination of diﬀerent test methods that utilize the executable model in MBD as a source of information. As a single testing technique is insuﬃcient to achieve a desired level of test coverage, diﬀerent test methods are usually combined to complement each other across all the speciﬁed test dimensions (e.g., functional and structural testing techniques are frequently applied together). If suﬃcient test coverage has been achieved on the model level, properly designed test cases can be reused for testing the software created based on or generated from the models within the framework of backto-back tests as proposed by Wiesbrock, Conrad, and Fey (2002). With this practice, the functional equivalence between the speciﬁcation, executable model, and code can be veriﬁed and validated (Conrad, Fey, and Sadeghipour 2004). The most generic deﬁnition of MBT is testing in which the test speciﬁcation is derived in its entirety or in part from both the system requirements and a model that describe selected functional and nonfunctional aspects of the SUT. The test speciﬁcation can take the form of a model, executable model, script, or computer program code. The resulting test speciﬁcation is intended to ultimately be executed together with the SUT so as to provide the test results. The SUT again can exist in the form of a model, code, or even hardware. For example, in Conrad (2004b) and Conrad, Fey, and Sadeghipour (2004), no additional test models are created, but the already existing functional system models are utilized for test purposes. In the test approach proposed by Zander-Nowicka (2009), the system models are exploited as well. In addition, however, a test speciﬁcation model (also
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called test case speciﬁcation, test model, or test design in the literature (Pretschner 2003b, Zander et al. 2005, and Dai 2006) is created semi-automatically. Concrete test data variants are then automatically derived from this test speciﬁcation model. The application of MBT is as proliferate as the interest in building embedded systems. For example, case studies borrowed from such widely varying domains as medicine, automotive, control engineering, telecommunication, entertainment, or aerospace can be found in this book. MBT then appears as part of speciﬁc techniques that are proposed for testing a medical device, the GSM 11.11 protocol for mobile phones, a smartphone graphical user interface (GUI), a steam boiler, smartcard, a robot-control application, a kitchen toaster, automated light control, analog- and mixed-signal electrical circuits, a feeder-box controller of a city lighting system, and other complex software systems.



1.2.1



Test dimensions



Tests can be classiﬁed depending on the characteristics of the SUT and the test system. In this book, such SUT features comprise, for example, safety-critical properties, deterministic and nondeterministic behavior, load and performance, analog characteristics, network-related, and user-friendliness qualities. Furthermore, systems that exhibit behavior of a discrete, continuous, or hybrid nature are analyzed in this book. The modeling paradigms for capturing a model of the SUT and tests combine diﬀerent approaches, such as history-based, functional data ﬂow combined with transition-based semantics. As it is next to impossible for one single classiﬁcation scheme to successfully apply to such a wide range of attributes, selected dimensions have been introduced in previous work to isolate certain aspects. For example, Neukirchen (2004) aims at testing communication systems and categorizes testing in the dimensions of test goals, test scope, and test distribution. Dai (2006) replaces the test distribution by a dimension describing the diﬀerent test development phases, since she is testing both local and distributed systems. Zander-Nowicka (2009) refers to test goals, test abstraction, test execution platforms, test reactiveness, and test scope in the context of embedded automotive systems. In the following, the speciﬁcs related to test goal, test scope, and test abstraction (see Figure 1.1) are introduced to provide a basis for a common vocabulary, simplicity, and a better understanding of the concepts discussed in the rest of this book. Nonfunctional



Test goal



Test scope System Functional



Dynamic Integration



Structural Component Static Abstract



FIGURE 1.1 Selected test dimensions.
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Model-Based Testing for Embedded Systems



1.2.1.1



Test goal



During software development, systems are tested with diﬀerent purposes (i.e., goals). These goals can be categorized as static testing, also called review, and dynamic testing, where the latter is based on test execution and further distinguishes between structural, functional, and nonfunctional testing. After the review phase, the test goal is usually to check the functional behavior of the system. Nonfunctional tests appear in later development stages. • Static test: Testing is often deﬁned as the process of ﬁnding errors, failures, and faults. Errors in a program can be revealed without execution by just examining its source code (International Software Testing Qualiﬁcation Board 2006). Similarly, other development artifacts can be reviewed (e.g., requirements, models, or the test speciﬁcation itself). • Structural test: Structural tests cover the structure of the SUT during test execution (e.g., control or data ﬂow), and so the internal structure of the system (e.g., code or model) must be known. As such, structural tests are also called white-box or glass-box tests (Myers 1979; International Software Testing Qualiﬁcation Board 2006). • Functional test: Functional testing is concerned with assessing the functional behavior of an SUT against the functional requirements. In contrast to structural tests, functional tests do not require any knowledge about system internals. They are therefore called black-box tests (Beizer 1995). A systematic, planned, executed, and documented procedure is desirable to make them successful. In this category, functional safety tests to determine the safety of a software product are also included. • Nonfunctional test: Similar to functional tests, nonfunctional tests (also called extrafunctional tests) are performed against a requirements speciﬁcation of the system. In contrast to pure functional testing, nonfunctional testing aims at assessing nonfunctional requirements such as reliability, load, and performance. Nonfunctional tests are usually black-box tests. Nevertheless, internal access during test execution is required for retrieving certain information, such as the state of the internal clock. For example, during a robustness test, the system is tested with invalid input data that are outside the permitted ranges to check whether the system is still safe and operates properly. 1.2.1.2



Test scope



Test scopes describe the granularity of the SUT. Because of the composition of the system, tests at diﬀerent scopes may reveal diﬀerent failures (Weyuker 1988; International Software Testing Qualiﬁcation Board 2006; and D-Mint Project 2008). This leads to the following order in which tests are usually performed: • Component: At the scope of component testing (also referred to as unit testing), the smallest testable component (e.g., a class in an object-oriented implementation or a single electronic control unit [ECU]) is tested in isolation. • Integration: The scope of integration test combines components with each other and tests those as a subsystem, that is, not yet a complete system. It exposes defects in the interfaces and in the interactions between integrated components or subsystems (International Software Testing Qualiﬁcation Board 2006). • System: In a system test, the complete system, including all subsystems, is tested. Note that a complex embedded system is usually distributed with the single subsystems
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connected, for example, via buses using diﬀerent data types and interfaces through which the system can be accessed for testing (Hetzel 1988).



1.2.1.3



Test abstraction



As far as the abstraction level of the test speciﬁcation is considered, the higher the abstraction, the better test understandability, readability, and reusability are observed. However, the speciﬁed test cases must be executable at the same time. Also, the abstraction level should not aﬀect the test execution in a negative way. An interesting and promising approach to address the eﬀect of abstraction on execution behavior is provided by Mosterman et al. (2009, 2011) and Zander et al. (2011) in the context of complex system development. In their approach, the error introduced by a computational approximation of the execution is accepted as an inherent system artifact as early as the abstract development stages. The beneﬁt of this approach is that it allows eliminating the accidental complexity of the code that makes the abstract design executable while enabling high-level analysis and synthesis methods. A critical enabling element is a high-level declarative speciﬁcation of the execution logic so that its computational approximation becomes explicit. Because it is explicit and declarative, the approximation can then be consistently preserved throughout the design stages. This approach holds for test development as well. Whenever the abstract test suites are executed, they can be reﬁned with the necessary concrete analysis and synthesis mechanisms.



1.3



Taxonomy of Model-Based Testing



In Utting, Pretschner, and Legeard (2006), a broad taxonomy for MBT is presented. Here, three general classes are identiﬁed: model, test generation, and test execution. Each of the classes is divided into further categories. The model class consists of subject, independence, characteristics, and paradigm categories. The test generation class consists of test selection criteria and technology categories. The test execution class contains execution options. Zander-Nowicka (2009) completes the overall view with test evaluation as an additional class. Test evaluation refers to comparing the actual SUT outputs with the expected SUT behavior based on a test oracle. Such a test oracle enables a decision to be made as to whether the actual SUT outputs are correct. The test evaluation is divided into two categories: speciﬁcation and technology. Furthermore, in this chapter, the test generation class is extended with an additional category called result of the generation. Also, the semantics of the class model is diﬀerent in this taxonomy than in its previous incarnations. Here, a category called MBT basis indicates what speciﬁc element of the software engineering process is the basis for MBT process. An overview of the resulting MBT taxonomy is illustrated in Figure 1.2. All the categories in the presented taxonomy are decomposed into further elements that inﬂuence each other within or between categories. The “A/B/C” notation at the leaves indicates mutually exclusive options. In the following three subsections, the categories and options in each of the classes of the MBT taxonomy are explained in depth. The descriptions of the most important options are endowed with examples of their realization.
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Model-Based Testing for Embedded Systems Classes:



Categories:



Options:



Model



MBT basis



System model Test model Coupled system model and test model



Properties



+



Test selection criteria



Test generation



Test execution



Mutation-analysis based Structural model coverage Data coverage Requirements coverage Test case speciﬁcation Random and stochastic Fault-based



Technology



Automatic/manual Random generation Graph search algorithm Model checking Symbolic execution Theorem proving Online/oﬄine



Result of the generation



Executable test models Executable test scripts Executable code



Execution options



MiL / SiL / HiL / PiL (simulation) Reactive/nonreactive Generating test logs



Speciﬁcation



Reference signal-feature based Reference signal based Requirements coverage Test evaluation speciﬁcation



Technology



Automatic/manual Online/oﬄine



Test evaluation



FIGURE 1.2 Overview of the taxonomy for Model-Based Testing.



1.3.1



Model



The models applied in the MBT process can include both system-speciﬁc and test-speciﬁc development artifacts. Frequently, the software engineering practice for a selected project determines the basis for incorporating the testing into the process and thus, selecting the MBT type. In the following, selected theoretical viewpoints are introduced and join points between them are discussed. To specify the system and the test development, the methods that are presented in this book employ a broad spectrum of notations such as Finite State Machines (FSM) r (e.g., Chapter 2), Uniﬁed Modeling Language (UML ) (e.g., state machines, use cases), UML Testing Proﬁle (UTP) (see OMG 2003, 2005), SysML (e.g., Chapter 4), The Model Language (e.g., Chapter 5), Extended FSM, Labeled State Transition System notation, r Java (e.g., Chapter 6), Lustre, SCADE  (e.g., Chapter 7), B-Notation (e.g., Chapter 8), Communication Sequence Graphs (e.g., Chapter 9), Testing and Test Control Notation, version 3 (TTCN-3) (see ETSI 2007), TTCN-3 embedded (e.g., Chapter 12), Transaction r Level Models, Property Speciﬁcation Language, SystemC (e.g., Chapter 22), Simulink (e.g., Chapter 12, Chapter 19, or Chapter 20), and so on.
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Model-Based Testing basis In the following, selected options referred to as the MBT basis are listed and their meaning is described. • System model : A system model is an abstract representation of certain aspects of the SUT. A typical application of the system model in the MBT process leverages its behavioral description for derivation of tests. Although this concept has been extensively described in previous work (Conrad 2004a; Utting 2005), another instance of using a system model for testing is the approach called architecture-driven testing (ADT) introduced by Din and Engel (2009). It is a technique to derive tests from architecture viewpoints. An architecture viewpoint is a simpliﬁed representation of the system model with respect to the structure of the system from a speciﬁc perspective. The architecture viewpoints not only concentrate on a particular aspect but also allow for the combination of the aspects, relations, and various models of system components, thereby providing a unifying solution. The perspectives considered in ADT include a functional view, logical view, technical view, and topological view. They enable the identiﬁcation of test procedures and failures on certain levels of detail that would not be recognized otherwise. • Test model: If the test cases are derived directly from an abstract test model and are decoupled from the system model, then such a test model is considered to constitute the MBT basis. In practice, such a method is rarely applied as it requires substantial eﬀort to introduce a completely new test model. Instead, the coupled system and test model approach is used. • Coupled system and test model: UTP plays an essential role for the alignment of system development methods together with testing. It introduces abstraction as a test artifact and counts as a primary standard in this alignment. UTP is utilized as the test modeling language before test code is generated from a test model. Though, this presupposes that an adequate system model already exists and will be leveraged during the entire test process (Dai 2006). As a result, system models and test models are developed in concert in a coupled process. UTP addresses concepts, such as test suites, test cases, test conﬁguration, test component, and test results, and enables the speciﬁcation of diﬀerent types of testing, such as functional, interoperability, scalability, and even load testing. Another instantiation of such a coupled technique is introduced in the Model-in-theLoop for Embedded System Test (MiLEST) approach (Zander-Nowicka 2009) where Simulink system models are coupled with additionally generated Simulink-based test models. MiLEST is a test speciﬁcation framework that includes reusable test patterns, generic graphical validation functions, test data generators, test control algorithms, and an arbitration mechanism all collected in a dedicated library. The application of the same modeling language for both system and test design brings about positive eﬀects as it ensures that the method is more transparent and it does not force the engineers to learn a completely new language. A more extensive illustration of the challenge to select a proper MBT basis is provided in Chapter 2 of this book.



1.3.2



Test generation



The process of test generation starts from the system requirements, taking into account the test objectives. It is deﬁned in a given test context and results in the creation of test cases. A number of approaches exist depending on the test selection criteria, generation technology, and the expected generation results. They are reviewed next.
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Model-Based Testing for Embedded Systems



1.3.2.1



Test selection criteria



Test selection criteria deﬁne the facilities that are used to control the generation of tests. They help specify the tests and do not depend on the SUT code. In the following, the most commonly used criteria are investigated. Clearly, diﬀerent test methods should be combined to complement one another so as to achieve the best test coverage. Hence, there is no best suitable solution for generating the test speciﬁcation. Subsequently, the test selection criteria are described in detail. • Mutation-analysis based: Mutation analysis consists of introducing a small syntactic change in the source of a model or program in order to produce a mutant (e.g., replacing one operator by another or altering the value of a constant). Then, the mutant behavior is compared to the original. If a diﬀerence can be observed, the mutant is marked as killed. Otherwise, it is called equivalent. The original aim of the mutation analysis is the evaluation of a test data applied in the test case. Thus, it can be applied as a foundational technique for test generation. One of the approaches to mutation analysis is described in Chapter 9 of this book. • Structural model coverage criteria: These exploit the structure of the model to select the test cases. They deal with coverage of the control-ﬂow through the model, based on ideas from the ﬂow of control in computer program code. Previous work (Pretschner 2003) has shown how test cases can be generated that satisfy the modiﬁed condition/decision coverage (MC/DC) coverage criterion. The idea is to ﬁrst generate a set of test case speciﬁcations that enforce certain variable valuations and then generate test cases for them. Similarly, safety test builder (STB) (GeenSoft 2010a) or Reactis Tester (Reactive Systems 2010; Sims and DuVarney 2007) generate test sequences covering a set of r test objectives (e.g., transitions, states, junctions, actions, MC/DC coverStateﬂow age) and a set of Simulink test objectives (e.g., Boolean ﬂow, look-up tables, conditional subsystems coverage). • Data coverage criteria: The idea is to decompose the data range into equivalence classes and select one representative value from each class. This partitioning is usually complemented by a boundary value analysis (Kosmatov et al. 2004), where the critical limits of the data ranges or boundaries determined by constraints are selected in addition to the representative values. r Automated Testing Tool (MATT 2008) that enables An example is the MATLAB black-box testing of Simulink models and code generated from them by Real-Time r Workshop (Real-Time Workshop 2011). MATT furthermore enables the creation of custom test data for model simulations by setting the types of test data for each input. Additionally, accuracy, constant, minimum, and maximum values can be provided to generate the test data matrix.



Another realization of this criterion is provided by Classiﬁcation Tree Editor for Embedded Systems (CTE/ES) implementing the Classiﬁcation Tree Method (Grochtmann and Grimm 1993; Conrad 2004a). The SUT inputs form the classiﬁcations in the roots of the tree. From here, the input ranges are divided into classes according to the equivalence partitioning method. The test cases are speciﬁed by selecting leaves of the tree in the combination table. A row in the table speciﬁes a test case. CTE/ES provides a way of ﬁnding test cases systematically by decomposing the test scenario design process into steps. Visualization of the test scenario is supported by a GUI.
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• Requirements coverage criteria: These criteria aim at covering all informal SUT requirements. Traceability of the SUT requirements to the system or test model/code aids in the realization of this criterion. It is targeted by almost every test approach (ZanderNowicka 2009). • Test case deﬁnition: When a test engineer deﬁnes a test case speciﬁcation in some formal notation, the test objectives can be used to determine which tests will be generated by an explicit decision and which set of test objectives should be covered. The notation used to express these objectives may be the same as the notation used for the model (Utting, Pretschner, and Legeard 2006). Notations commonly used for test objectives include FSMs, UTP, regular expressions, temporal logic formulas, constraints, and Markov chains (for expressing intended usage patterns). A prominent example of applying this criterion is described by Dai (2006), where the test case speciﬁcations are derived from UML models and transformed into executable tests in TTCN-3 by using MDA methods (Zander et al. 2005). The work of Pretschner et al. (2004) is also based on applying this criterion (see symbolic execution). • Random and stochastic criteria: These are mostly applicable to environment models because it is the environment that determines the usage patterns of the SUT. A typical approach is to use a Markov chain to specify the expected SUT usage proﬁle. Another example is to use a statistical usage model in addition to the behavioral model of the SUT (Carter, Lin, and Poore 2008). The statistical model acts as the selection criterion and chooses the paths, while the behavioral model is used to generate the oracle for those paths. As an example, Markov Test Logic (MaTeLo) (All4Tec 2010) can generate test suites according to several algorithms. Each of them optimizes the test eﬀort according to objectives such as boundary values, functional coverage, and reliability level. Test cases are generated in XML/HTML format for manual execution or in TTCN-3 for automatic execution (Dulz and Fenhua 2003). Another instance, Java Usage Model Builder Library (JUMBL) (Software Quality Research Laboratory 2010) (cf. Chapter 5) can generate test cases as a collection of test cases that cover the model with minimum cost, by random sampling with replacement, by interleaving the events of other test cases, or in order by probability. An interactive test case editor supports creating test cases by hand. • Fault-based criteria: These rely on knowledge of typically occurring faults, often captured in the form of a fault model. 1.3.2.2



Test generation technology



One of the most appealing characteristics of MBT is its potential for automation. The automated generation of test cases usually necessitates the existence of some form of test case speciﬁcations. In the proceeding paragraphs, diﬀerent technologies applied to test generation are discussed. • Automatic/Manual technology: Automatic test generation refers to the situation where, based on given criteria, the test cases are generated automatically from an information source. Manual test generation refers to the situation where the test cases are produced by hand.
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• Random generation: Random generation of tests is performed by sampling the input space of a system. It is straightforward to implement, but it takes an undeﬁned period of time to reach a certain satisfying level of model coverage as Gutjahr (1999) reports. • Graph search algorithms: Dedicated graph search algorithms include node or arc coverage algorithms such as the Chinese Postman algorithm that covers each arc at least once. For transition-based models, which use explicit graphs containing nodes and arcs, there are many graph coverage criteria that can be used to control test generation. The commonly used are all nodes, all transitions, all transition pairs, and all cycles. The method is exempliﬁed by Lee and Yannakakis (1994), which speciﬁcally addresses structural coverage of FSM models. • Model checking: Model checking is a technology for verifying or falsifying properties of a system. A property typically expresses an unwanted situation. The model checker veriﬁes whether this situation is reachable or not. It can yield counterexamples when a property is falsiﬁed. If no counterexample is found, then the property is proven and the situation can never be reached. Such a mechanism is implemented in safety checker blockset (GeenSoft 2010b) or in EmbeddedValidator (BTC Embedded Systems AG 2010). The general idea of test case generation with model checkers is to ﬁrst formulate test case speciﬁcations as reachability properties, for example, “eventually, a certain state is reached or a certain transition ﬁres.” A model checker then yields traces that reach the given state or that eventually make the transition ﬁre. Wieczorek et al. (2009) present an approach to use Model Checking for the generation of Integration Tests from Choreography Models. Other variants use mutations of models or properties to generate test suites. • Symbolic execution: The idea of symbolic execution is to run an executable model not with single input values but with sets of input values instead (Marre and Arnould 2000). These are represented as constraints. With this practice, symbolic traces are generated. By instantiation of these traces with concrete values, the test cases are derived. Symbolic execution is guided by test case speciﬁcations. These are given as explicit constraints and symbolic execution may be performed randomly by respecting these constraints. Pretschner (2003) presents an approach to test case generation with symbolic execution built on the foundations of constraint logic programming. Pretschner (2003a and 2003b) concludes that test case generation for both functional and structural test case speciﬁcations reduces to ﬁnding states in the state space of the SUT model. The aim of symbolic execution of a model is then to ﬁnd a trace that represents a test case that leads to the speciﬁed state. • Theorem proving: Usually theorem provers are employed to check the satisﬁability of formulas that directly occur in the models. One variant is similar to the use of model checkers where a theorem prover replaces the model checker. r For example, one of the techniques applied in Simulink Design VeriﬁerTM (The r  MathWorks , Inc.) uses mathematical procedures to search through the possible execution paths of the model so as to ﬁnd test cases and counterexamples.



• Online/oﬄine generation technology: With online test generation, algorithms can react to the actual outputs of the SUT during the test execution. This idea is exploited for implementing reactive tests as well. Oﬄine testing generates test cases before they are run. A set of test cases is generated once and can be executed many times. Also, the test generation and test execution can
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be performed on diﬀerent machines, at diﬀerent levels of abstractions, and in diﬀerent environments. If the test generation process is slower than test execution, then there are obvious advantages to minimizing the number of times tests are generated (preferably only once). 1.3.2.3



Result of the generation



Test generation usually results in a set of test cases that form test suites. The test cases are expected to ultimately become executable to allow for observation of meaningful verdicts from the entire validation process. Therefore, in the following, the produced test cases are described from the execution point of view, and so they can be represented in diﬀerent forms, such as test scripts, test models, or code. These are described next. • Executable test models: Similarly, the created test models (i.e., test designs) should be executable. The execution engine underlying the test modeling semantics is the indicator of the character of the test design and its properties (cf. the discussion given in, e.g., Chapter 11). • Executable test scripts: The test scripts refer to the physical description of a test case (cf., e.g., Chapter 2). They are represented by a test script language that has to then be translated to the executables (cf. TTCN-3 execution). • Executable code: The code is the lowest-level representation of a test case in terms of the technology that is applied to execute the tests (cf. the discussion given in, e.g., Chapter 6). Ultimately, every other form of a test case is transformed to a code in a selected programming language.



1.3.3



Test execution



In the following, for clarity reasons, the analysis of the test execution is limited to the domain of engineered systems. An example application in the automotive domain is recalled in the next paragraphs. Chapters 11, 12, and 19 provide further background and detail to the material in this subsection. Execution options In this chapter, execution options refer to the execution of a test. The test execution is managed by so-called test platforms. The purpose of the test platform is to stimulate the test object (i.e., SUT) with inputs and to observe and analyze the outputs of the SUT. In the automotive domain, the test platform is typically represented by a car with a test driver. The test driver determines the inputs of the SUT by driving scenarios and observes the reaction of the vehicle. Observations are supported by special diagnosis and measurement hardware/software that records the test data during the test drive and that allows the behavior to be analyzed oﬄine. An appropriate test platform must be chosen depending on the test object, the test purpose, and the necessary test environment. In the proceeding paragraphs, the execution options are elaborated more extensively. • Model-in-the-Loop (MiL): The ﬁrst integration level, MiL, is based on a behavioral model of the system itself. Testing at the MiL level employs a functional model or implementation model of the SUT that is tested in an open loop (i.e., without a plant model) or closed loop (i.e., with a plant model and so without physical hardware) (Sch¨ auﬀele and Zurawka 2006; Kamga, Herrman, and Joshi 2007; Lehmann and Kr¨ amer 2008). The test purpose is prevailingly functional testing in early development phases in simulation environments such as Simulink.
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• Software-in-the-Loop (SiL): During SiL, the SUT is software tested in a closed-loop or open-loop conﬁguration. The software components under test are typically implemented in C and are either handwritten or generated by code generators based on implementation models. The test purpose in SiL is mainly functional testing (Kamga, Herrmann, and Joshi 2007). If the software is built for a ﬁxed-point architecture, the required scaling is already part of the software. • Processor-in-the-Loop (PiL): In PiL, embedded controllers are integrated into embedded devices with proprietary hardware (i.e., ECU). Testing on the PiL level is similar to SiL tests, but the embedded software runs on a target board with the target processor or on a target processor emulator. Tests on the PiL level are important because they can reveal faults that are caused by the target compiler or by the processor architecture. It is the last integration level that allows debugging during tests in an inexpensive and manageable manner (Lehmann and Kr¨ amer 2008). Therefore, the eﬀort spent by PiL testing is worthwhile in most any case. • Hardware-in-the-Loop (HiL): When testing the embedded system on the HiL level, the software runs on the target ECU. However, the environment around the ECU is still simulated. ECU and environment interact via the digital and analog electrical connectors of the ECU. The objective of testing on the HiL level is to reveal faults in the low-level services of the ECU and in the I/O services (Sch¨auﬀele and Zurawka 2006). Additionally, acceptance tests of components delivered by the supplier are executed on the HiL level because the component itself is the integrated ECU (Kamga, Herrmann, and Joshi 2007). HiL testing requires real-time behavior of the environment model to ensure that the communication with the ECU is the same as in the real application. • Vehicle: The ultimate integration level is the vehicle itself. The target ECU operates in the physical vehicle, which can either be a sample or be a vehicle from the production line. However, these tests are expensive, and, therefore, performed only in the late development phases. Moreover, conﬁguration parameters cannot be varied arbitrarily (Lehmann and Kr¨ amer 2008), hardware faults are diﬃcult to trigger, and the reaction of the SUT is often diﬃcult to observe because internal signals are no longer accessible (Kamga, Herrmann, and Joshi 2007). For these reasons, the number of in-vehicle tests decreases as MBT increases. In the following, the execution options from the perspective of test reactiveness are discussed. Reactive testing and the related work on the reactive/nonreactive are reviewed. Some considerations on this subject are covered in more detail in Chapter 15. • Reactive/Nonreactive execution: Reactive tests are tests that apply any signal or data derived from the SUT outputs or test system itself to inﬂuence the signals fed into the SUT. As a consequence, the execution of reactive test cases varies depending on the SUT behavior. This contrasts with the nonreactive test execution where the SUT does not inﬂuence the test at all. Reactive tests can be implemented in, for example, AutomationDesk (dSPACE GmbH 2010a). Such tests react to changes in model variables within one simulation step. Scripts that capture the reactive test behavior execute on the processor of the HiL system in real time and are synchronized with the model execution. The Reactive Test Bench (SynaptiCAD 2010) allows for speciﬁcation of single timing diagram test benches that react to the user’s Hardware Description Language (HDL) design ﬁles. Markers are placed in the timing diagram so that the SUT activity is
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recognized. Markers can also be used to call user-written HDL functions and tasks within a diagram. Dempster and Stuart (2002) conclude that a dynamic test generator and checker are not only more eﬀective in creating reactive test sequences but also more eﬃcient because errors can be detected immediately as they happen. • Generating test logs: The execution phase can produce test logs on each test run that are then used for further test coverage analysis (cf. e.g., Chapter 17). The test logs contain detailed information on test steps, executed methods, covered requirements, etc.



1.3.4



Test evaluation



The test evaluation, also called the test assessment, is the process that relies on the test oracle. It is a mechanism for analyzing the SUT output and deciding about the test result. The actual SUT results are compared with the expected ones and a verdict is assigned. An oracle may be the existing system, test speciﬁcation, or an individual’s expert knowledge. 1.3.4.1



Speciﬁcation



Speciﬁcation of the test assessment algorithms may be based on diﬀerent foundations depending on the applied criteria. It generally forms a model of sorts or a set of ordered reference signals/data assigned to speciﬁc scenarios. • Reference signal-based speciﬁcation: Test evaluation based on reference signals assesses the SUT behavior comparing the SUT outcomes with the previously speciﬁed references. An example of such an evaluation approach is realized in MTest (dSPACE GmbH 2010b, r Conrad 2004b) or SystemTestTM (MathWorks , 2010). The reference signals can be deﬁned using a signal editor or they can be obtained as a result of a simulation. Similarly, test results of back-to-back tests can be analyzed with the help of MEval (Wiesbrock, Conrad, and Fey 2002). • Reference signal-feature-based speciﬁcation: Test evaluation based on features of the reference signal∗ assesses the SUT behavior by classifying the SUT outcomes into features and comparing the outcome with the previously speciﬁed reference values for those features. Such an approach to test evaluation is supported in the time partitioning test (TPT) (Lehmann 2003, PikeTec 2010). It is based on the scripting language Python extended with some syntactic test evaluation functions. By the availability of those functions, the test assessment can be ﬂexibly designed and allow for dedicated complex algorithms and ﬁlters to be applied to the recorded test signals. A library containing complex evaluation functions is available. A similar method is proposed in MiLEST (Zander-Nowicka 2009), where the method for describing the SUT behavior is based on the assessment of particular signal features speciﬁed in the requirements. For that purpose, an abstract understanding of a signal is deﬁned and then both test case generation and test evaluation are based on this ∗ A signal feature (also called signal property by Gips and Wiesbrock (2007) and Schieferdecker and Großmann (2007) is a formal description of certain deﬁned attributes of a signal. It is an identiﬁable, descriptive property of a signal. It can be used to describe particular shapes of individual signals by providing means to address abstract characteristics (e.g., increase, step response characteristics, step, maximum) of a signal.
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Model-Based Testing for Embedded Systems concept. Numerous signal features are identiﬁed, and for all of these, feature extractors, comparators, and feature generators are deﬁned. The test evaluation may be performed online because of the application of those elements that enable active test control and unlock the potential for reactive test generation algorithms. The division into reference-based and reference signal-feature-based evaluation becomes particularly important when continuous signals are considered.



• Requirements coverage criteria: Similar to the case of test data generation, these criteria aim to cover all the informal SUT requirements, but in this case with respect to the expected SUT behavior (i.e., regarding the test evaluation scenarios) speciﬁed during the test evaluation phase. Traceability of the SUT requirements to the test model/code provides valuable support in realizing this criterion. • Test evaluation deﬁnition: This criterion refers to the speciﬁcation of the outputs expected from the SUT in response to the test case execution. Early work of Richardson, O’Malley, and Tittle (1998) already describes several approaches to speciﬁcation-based test selection and extends them based on the concept of test oracle, faults, and failures. When a test engineer deﬁnes test scenarios in a certain formal notation, these scenarios can be used to determine how, when, and which tests will be evaluated. 1.3.4.2



Technology



The technology selected to implement the test evaluation speciﬁcation enables an automatic or manual process, whereas the execution of the test evaluation occurs online or oﬄine. Those options are elaborated next. • Automatic/Manual technology: The execution option can be interpreted either from the perspective of the test evaluation deﬁnition or its execution. Regarding the speciﬁcation of the test evaluation, when the expected SUT outputs are deﬁned by hand, then it is a manual test speciﬁcation process. In contrast, when they are derived automatically (e.g., from the behavioral model), then the test evaluation based on the test oracle occurs automatically. Typically, the expected reference signals/data are deﬁned manually; however, they may be facilitated by parameterized test patterns application. The test assessment itself can be performed manually or automatically. Manual speciﬁr cation of the test evaluation is supported in Simulink Veriﬁcation and ValidationTM  (MathWorks 2010), where predeﬁned assertion blocks can be assigned to test signals deﬁned in a Signal Builder block in Simulink. This practice supports veriﬁcation of functional requirements during model simulation where the evaluation itself occurs automatically. • Online/Oﬄine execution of the test evaluation: The online (i.e., “on-the-ﬂy”) test evaluation happens already during the SUT execution. Online test evaluation enables the concept of test control and test reactiveness to be extended. Oﬄine means that the test evaluation happens after the SUT execution, and so the verdicts are computed after analyzing the execution test logs. Watchdogs deﬁned in Conrad and H¨ otzer (1998) enable online test evaluation. It is also possible when using TTCN-3. TPT means for online test assessment are limited and are used as watchdogs for extracting any necessary information for making test cases reactive (Lehmann and Kr¨ amer 2008). The oﬄine evaluation is more sophisticated in TPT. It oﬀers means for more complex evaluations, including operations such as comparisons with external reference data, limit-value monitoring, signal ﬁlters, and analyses of state sequences and time conditions.
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Summary



This introductory chapter has extended the Model-Based Testing (MBT) taxonomy of previous work. Speciﬁcally, test dimensions have been discussed with pertinent aspects such as test goals, test scope, and test abstraction described in detail. Selected classes from the taxonomy have been illustrated, while all categories and options related to the test generation, test execution, and test evaluation have been discussed in detail with examples included where appropriate. Such perspectives of MBT as cost, beneﬁts, and limitations have not been addressed here. Instead, the chapters that follow provide a detailed discussion as they are in a better position to capture these aspects seeing how they strongly depend on the applied approaches and challenges that have to be resolved. As stated in Chapter 6, most published case studies illustrate that utilizing MBT reduces the overall cost of system and software development. A typical beneﬁt achieves 20%–30% of cost reduction. This beneﬁt may increase up to 90% as indicated by Clarke (1998) more than a decade ago, though that study only pertained to test generation eﬃciency in the telecommunication domain. For additional research and practice in the ﬁeld of MBT, the reader is referred to the surveys provided by Broy et al. (2005), Utting, Pretschner, and Legeard (2006), Zander and Schieferdecker (2009), Shaﬁque and Labiche (2010), as well as every contribution found in this collection.
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