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Abstract The task of natural language analysis requires background knowledge in order to understand the meaning of text. Building a knowledge base of this background knowledge necessitates the acquisition of information from dierent sources, the most practical one being electronic texts that are so abundant. So this task of knowledge acquisition is dependent on the processing of electronic texts, with the processing being dependent on acquired knowledge. The entire process can be viewed as a spiral of increased knowledge acquisition and increased language analysis. We focus on the origin of the spiral, and develop design principles for building a dynamic lexical knowledge base (LKB), concentrating on the LKB's content, representation formalism and structure. A dynamic LKB must be modular, with easy access and comparison mechanisms for evaluating new information, and with modi cation mechanisms for updating information. We examine the role of the LKB in sentence understanding, which encompasses disambiguation as well as modi cation of the LKB. Finally, the actual construction process of a particular LKB is presented, and some results are provided that make use of a children's dictionary as a starting point for the spiral.
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1 Introduction A lexical knowledge base (LKB) can incorporate the linguistic and domain knowledge required by a natural language processing (NLP) system to perform its task. Additionally, this information can be structured in a manner relevant to its task. We are interested in the design and construction process of a LKB optimal for a speci c task of \sentence understanding" that we shall de ne. Natural language processing can incorporate numerous possible tasks that can be combined to achieve a variety of ultimate goals. The processing associated with the tasks can be at dierent levels including syntactic, semantic and pragmatic. One speci c NLP task we wish to focus on is the \understanding" of a sentence, where the sentence is often part of a larger unit (paragraph). This task is required for dierent applications, including machine translation, and question-answering. Let us be more precise in de ning the expectations associated with the \understanding" of sentences. As the starting point or input, we assume a text containing an inde nite number of grammatically correct sentences in English. We assume that a single sentence will be processed at a time, and that the meaning of each sentence will be constructed based on previously acquired background knowledge. As the goal or output, we want to obtain a (fully or partially) disambiguated description of each sentence using a particular representation formalism. Our hypothesis of a sentence being \understood" is that the chosen representation formalism will allow the information contained in the sentence to be represented, and allow the representation to be further processed (or used) by an application. For example, the representation of a sentence could be incorporated into a LKB, it could be translated into a dierent language, or used to search for information within a LKB. Thus, the \understanding" of a sentence is dependent on the formalism and on the context of use of the sentence (the application or task which involves the language processing). Having speci ed our goal as the understanding of sentences, our needs can be described in terms of the external resources (knowledge) required to achieve this task. The LKB should provide the information necessary for the syntactic and semantic analysis and disambiguation of natural language sentences. Section 2 identi es and describes important aspects of LKBs aimed as support for the understanding of sentences. Section 3 describes the design of a particular LKB, responding to each point made in section 2. Section 4 gives more details about the implementation of the design proposed in section 3. Parts of the ARC-Concept (Acquisition, Representation, Clustering of Concepts) system, developed by Barriere (1997), are presented. We emphasize the dynamic nature of the LKB; its construction is an iterative process. The LKB is used in the processing of text, and then the processed text can be used to augment and re ne the LKB. This is in the spirit of the spiraling view proposed by other researchers as a solution to the interdependence between LKB construction and natural language processing. In section 5, the dynamic and cyclical nature of LKB use and construction are examined in more detail. In section 6, we present some results obtained using the ARC-Concept system for LKB construction starting
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from a children's rst dictionary. A qualitative description of these results is given. Section 7 then provides some concluding comments.



2 The Lexical Knowledge Base Let us consider three aspects of the LKB to investigate its usefulness with respect to the speci ed NLP task of sentence understanding. 1. its content, speci cally the type of information that should be included in the LKB and where this information should be obtained from; 2. the expressivity of its representation formalism; 3. its structure, speci cally how the information is structured for easy retrieval and manipulation.



2.1 Content Given that the one principal task is to understand sentences, and that our dynamic view of the LKB will require that it be augmented with information from the understood sentences, it will be necessary to infer or extract the implicit information contained within individual sentences. Such an approach in some sense models a human reader in relating the new information read from each sentence of these texts to information that is already known. This \known information" or world knowledge allows human readers to make sense of new information, to actually build a meaning from the words. For automatic natural language processing, this world knowledge should be encoded in the LKB. If the LKB is to be built by automatic extraction of information from texts, these texts must state explicitly the background information required for the basic understanding of sentences. These \special" texts used to build the initial LKB must make explicit information that is implicit in sentences to be understood later. An alternative to this view is have the content of the LKB be designed and programmed explicitly by humans. Such an approach has been advocated in the CYC project for instance (Guha and Lenat 1994). The human designer and programmer would make use of introspection and have access to written text content, like dictionaries (which had at one time been developed by a human). However, if information exists in written form, it can then be made accessible in a machine readable form. Our focus is on automatic acquisition, but we are mostly interested in the dynamic aspect of the LKB, on the possibility of constant change and re nement, and we believe that this spiraling view can be taken very close to the beginning; with a small amount of manually encoded knowledge, most acquisition should be automatic (or semi-automatic). A wide range of texts are presently available in machine readable form. With the WWW growing larger every day, the amount of textual information is becoming harder and harder to manage. Given our concern with the construction of a lexical knowledge base, containing the \known" and the \obvious," then clearly a machine readable dictionary that already incorporates the essential world knowledge would be a preferred starting point for an LKB.
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Table 1: Noun de nitions from adult's AHD and AHFD WORD air



AHD a colorless, odorless, tasteless gaseous mixture chie y nitrogen (78%) and oxygen (21%)



bear



any of various usually large mammals having a shaggy coat and a short tail. a warm-blooded, egg-laying, feathered vertebrate with forelimbs modi ed to form wings.



bird boat



A relatively small, usually open water craft.



bottle



A container, usually made of glass, with a narrow neck and a mouth that can be capped.



AHFD Air is a gas that people breath. Air is all around us. We cannot see it, but we can feel it when the wind blows. A bear is a large animal. It has thick fur and strong claws. Many bears sleep all winter. A bird is a kind of animal. It has two wings and is covered with feathers. Robins, chickens, eagles, and ostriches are all birds. Most birds can y. A boat carries people and things on the water. Boats are made of wood,metal, or plastic. Most boats have engines to make them move. Some boats have sail. A bottle is used to hold liquids. It is made of glass or plastic. Al got a bottle of juice at the store.



Still, dictionaries are the largest available repositories of organized knowledge about words, and it is only natural of computational linguists to turn to them in the hope that this knowledge can be extracted, formalized and made available to NLP systems. (Boguraev 1991)



What many dictionaries have in common is the style of their de nitions, which typically consist of general facts and speci c examples. Figure 1 contains two de nitions from the American Heritage First Dictionary (AHFD published by Houghton Miin Company), along with an annotation of whether a sentence is a fact or an example. cereal Cereal is a kind of food. [fact] Many cereals are made from corn, wheat, or rice. [fact] Most people eat cereal with milk in a bowl. [fact] ash Ash is what is left after something burns. [fact] It is a soft gray powder. [fact] Ray watched his father clean the ashes out of the replace. [example]



Figure 1: Example of de nitions from AHFD The language used in dierent dictionaries can vary dramatically. This contrast is illustrated in table 1, which compares some de nitions found in the AHFD with corresponding de nitions from the adult American Heritage Dictionary (also from Houghton Miin Company). In a children's dictionary, like the AHFD, a very restricted vocabulary and syntax is used. Words are de ned only in terms of other words also being de ned in the dictionary. A dictionary such as the LDOCE (Longman Dictionary Of Contemporary English) also uses a restricted vocabulary, and has been a favorite choice of NLP researchers because of its structure (added subject codes for example). More standard dictionaries like the Webster 7 contain de nitions which use a wide range of vocabulary and a wide range of language syntax. Actually, a major dierence exists between the AHFD and the LDOCE when talking about limited vocabulary. In the AHFD, the total vocabulary is limited, there is no such thing as a subset of primitive words assumed. All words are de ned in terms of each other. In contrast,
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a set of primitive words was de ned for the LDOCE, and its 40000 entries are all de ned using uniquely that subset of words (about 2000 words). Work by Guo (1995) was done to manually encode the de nitions of the primitive words as a rst step before trying to automatically acquire knowledge from the other de nitions. A two step process was considered instead of a continuous spiralling process (Wilks, Slator, and Guthrie 1995). Their research led to very interesting results, but problems arose due to inconsistencies found within the dictionary.1 The diculty of designing a system to perform automatic extraction of information from a dictionary will depend on how the dictionary was constructed. But from a content perspective, it is the target audience, which will have in uenced what information is actually put in the dictionary, that will in uence the resulting content of the LKB. Again, the goal is to have the dictionary content express the obvious and the implicit. Learner's dictionaries will contain more interesting information in that perspective than adult dictionaries. A learner's dictionary can target children acquiring their rst language, or adults acquiring their second language. Dictionaries are not the only sources of information containing descriptive texts which give facts and examples that would be useful to incorporate in the LKB. Such text is also encountered in instruction manuals, documentaries, and semi-technical texts (Meyer 1992). What is important about this style of text is that it is very rich in providing relationships between dierent words. One thing though that dictionaries alone provide is a tentative division of a word into word senses, and a de nition for each particular sense. In a text, words are used by the writer in the sense that he/she intended, but that sense might not be so obvious to the reader, and it will de nitely not be obvious to an automatic interpretation procedure. This division into word senses given by the dictionary gives a human the possibility of distinguishing between word senses, and would allow a knowledge acquisition system to perform a correctly guided acquisition of the de nitions of the dierent word senses. Word sense disambiguation is an important aspect of the understanding task, and therefore it is crucial that the LKB encodes the multiple senses of a word.



2.2 Representation Given our desired task of sentence understanding and our goal of extracting knowledge from text by analyzing sentences, it is not surprising that we will be concerned with the representation of the meaning of sentences. A sentence expresses more than the sum of the meanings of each word that it contains. The relations of each word in the sentence to the other words contribute to the meaning, as well as the relation of each word to related words in the background knowledge. Let us look at the two types of relations between words, provided originally by de Saussure (1916) and discussed by Cruse (1986). Saussure contrasts the observable relations in the discourse that he names syntagmatic to the associative ones that can be revealed only if one looks into the language system. The term paradigmatic has been preferred in the literature instead of associative. The two types of relations are viewed as orthogonal, with both being equally important. 1 Boguraev and Briscoe (1989) report on research using the LDOCE as a resource. Jansen et al. (1987) analyse the LDOCE controlled vocabulary and give a report on the inconsistencies they found.
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Both types of relations should be incorporated in a LKB which aims at helping sentence understanding. Examples of syntagmatic relations are case roles (such as agent, object, experiencer, instrument) and relations involving time and locations. Examples of paradigmatic relations are synonymy, antonymy, hyponymy/hypernymy and meronymy/holonymy. They are very useful for establishing links to entities referred to in a text but not explicitly mentioned, or links between sentences (for anaphora resolution for example). The distinction between syntagmatic and paradigmatic relations can also be seen in association experiments Evens et al. (1980) performed in psychology. A response of type paradigmatic would provide a possible substitute for a cue word, as in mother/father or orange/fruit, where as the response of type syntagmatic would represent a precedence or following relation as in mother/love or orange/eat. Our choice of knowledge representation is directed toward a formalism allowing the expression of both syntagmatic and paradigmatic relations between concepts. The paradigmatic relations will be useful in nding \implicit" connections between the words used in the sentence and the syntagmatic relations will be useful to con rm (act as default) explicit information or infer implicit information about the relations between the words in the sentence. A semantic network style of formalism would be adequate. We actually see dierent avors of semantic networks in large projects such as WordNet(Miller 1990) and MindNet(Richardson, Dolan, and Vanderwende 1998). Semantic networks allow a set of concepts to be related through semantic relations. The concepts will be the vocabulary words (content words) used in sentences. The semantic relations must encompass all possible syntagmatic and paradigmatic relations. Researchers have used dierent sets of relations within their semantic networks. In WordNet, for example, the set of relations is restricted to the paradigmatic relations, such as synonymy, antonymy, hyponymy/hypernymy and meronymy/holonymy. In MindNet, on the other hand, a set of 25 relations is used, ranging from TypSubj (Typical subject) to instr (instrument) to part-of (meronymy). It forms a blend of syntagmatic and paradigmatic relations. But why 25? Where do they come from? While we do not provide an immediate response to the above questions, we will look brie y at the literature to see how researchers in need of semantic relations have decided on them. In fact, much of the work on semantic relations, from a perspective of extraction of information from a dictionary, is done via the analysis of de ning formulas (Ahlswede and Evens 1988; Dolan et al. 1993), also called knowledge rich contexts (Davidson et al. 1998). De ning formulas correspond to phrasal patterns that often occur throughout the dictionary suggesting particular semantic relations. For example, the relations part-of, made-of, instrument between words X1 and X2 can be respectively found via the de ning formulas , , and . The nouns part, made, use are called function nouns (Nakamura and Nagao 1988). Typically in a dictionary, if X1 is the head noun being de ned, the de nition will either start with a genus term and lead to an is-a relation, or will start with a function noun leading to another type of relation. Klavans et al. (1990) ran a concordance program to nd a list of function nouns. These words would occur
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Table 2: Formulas of type  N of AHFD kind of 164 part of 85 amount of 34 piece of 34 group of 25 month of 12 day of 8 set of 3 side of 3 before of in the structure  among the 7 rst words of the de nition. Tests were performed on the Webster's Seventh New Collegiate Dictionary (W7) and on LDOCE. We ran a similar test on the 1117 nouns in the AHFD, and we show in Table 2 the structures occurring more than twice among the noun de nitions. On the children's dictionary, we obtain a very small fraction of all the function nouns obtained by (Klavans et al.) on the adult dictionaries. Another important work on relating de ning formulas to semantic relations is by Ahlswede and Evens (1988) who extracted a relation lexicon by discovering de ning formulas in the dictionary W7. Some of the relations and their associated function nouns are: AMOUNT (amount of), PART (a branch of, a portion of, a part of), SET (class of), and METHOD (means of). The work by Montemagni and Vanderwende (1992) and by Dolan et al. (1993) also involves extracting semantic relations through the use of de ning formulas. They recognize about 25 relation types for verbs and nouns, some of which are: location, part-of, purpose, hypernym, time, (typical) subject, (typical) object, instrument, food, human, location, made-of, caused-by, causes, measure, and means. Another example of a set of semantic relations is the Appendix B of (Sowa 1984) which presents 37 relations used throughout the examples in the book. This set overlaps with the set from (Montemagni and Vanderwende 1992), and overlaps with the set in (Ahlswede and Evens 1988), but they are all slightly dierent, giving dierent number of relations. So who is right and who is wrong? Who has the magic set? In our opinion, it would be a useless debate, as even if researchers agree on some basic relations, the total number of relations that someone could include in their LKB is simply arbitrary. Each group works with a dierent dictionary (in Sowa's case he works from made up examples) in which multiple examples must be tted into their model. The model grows and adjusts as more examples are seen. But while we acknowledge that the number of relations might be arbitrary, we note a need for structuring these relations and we suggest an organization into a hierarchy. This possibility of creating a relation hierarchy had been discussed in (Sowa 1984) but with a dierent goal in mind. The comparison among dierent relation sets (if each was organized into a hierarchy) would then resemble the comparison between the taxonomy of dierent languages. Although not an easy task, it at least gives some references for comparing (dierentiating, merging) relations used in dierent systems.
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2.3 Structure The issues of content and representation have now been discussed. First, the LKB should contain information extracted from special texts that state explicitly what other texts will assume as implicit (background knowledge). Second, the content of the LKB should be expressed using a semantic network formalism able to represent syntagmatic and paradigmatic relations between content words. At this point, we lack the speci cations for the organization of the information at a higher level: what should be the overall structure of the LKB? As we argued for using a Machine Readable Dictionary as our source of information, we intend to perform knowledge acquisition from the de nitions presented, but we have no obligation to preserve the overall dictionary structure. Respecting our choice of semantic networks as our representation formalism, we see two options: localist and distributed. The localist approach is based on the book model and gives an alphabetical list of words, each one having a de nition, or actually each one having its own semantic network. The information known about a word is only available if we perform an actual look up of that word and it is not re ected elsewhere. The information is local to the word de ned. The distributed approach has all the words in the dictionary with all the information in their de nition become part of a large semantic network. This approach has the opposite but not better eect of losing the local information. Losing the context in which a statement is made and from which a subset of concepts and relations was extracted is actually quite problematic. The choice of a large distributed network makes sense if we only look at paradigmatic relations (such as in WordNet) if we assume (but this is quite debatable) that these relations are independent of context. As soon as syntagmatic relations are introduced, some form of context must be present in the LKB, and the distributed approach has its limitations2 . Instead of choosing between the localist versus distributed approaches, perhaps a compromise is possible. In Quillian's (1968) seminal work on semantic memories, he introduces the idea of a \larger word context." The meaning of a word goes beyond its de nition, it is also the de nitions of all the words used to de ne it, and then all the de nitions of the words used in those de nitions and so on. This raises an interesting point: the information about a word taken from that word's de nition is quite limited. There is more to know about that word, and the information must be somewhere else in the dictionary. One drawback of Quillian's view is that the de nition of a word becomes very large. If this view were re ected in an algorithm for determining the meaning of a word, then there would be no stopping condition speci ed. Actually, the search space for including more information to a word's meaning gets larger and larger. It is a beam search. In our view, a circular search would be more appropriate. There is information related to word X not only in the de nitions of the words included in the de nition of word X (forward search), but also in the de nitions of the words that are de ned using word X (backward search). This idea of backward search is shared 2 MindNet(Richardson et al. 1998) is a large scale project in which large semantic networks are being built from information extracted from dictionaries and encyclopedias. The context loss problem although is never addressed.
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by Vanderwende (1995) in her work on the MindNet project. Therefore, we propose a compromise between the localist and distributed structures which is inspired from Quillian's idea of a \larger de nition." The larger de nitions should de ne contexts and be found through automatic procedures of circular searches through the dictionary. We see the LKB as a modular repository, where information is given around dierent themes (contexts). This idea is also close to Fillmore's frames or schemas (Fillmore 1978). In this view, the LKB becomes a large set of overlapping semantic networks, each one expressing a certain \theme", and each theme being formed by a group of semantically related word senses, where each word sense's de nition expresses some aspects of the common theme. The semantic networks would give the relations between a group of concepts that are part of that theme. By having contexts for expressing relations between concepts, we avoid the problems of totally distributed networks. This modular structure of the LKB would allow for easy retrieval, comparison with new information and update of the LKB. Those are important processes for a dynamic LKB.



3 Design of a Lexical Knowledge Base In the previous section, important characteristics of the LKB were de ned with respect to providing help for an NLP task of sentence understanding. We looked at the content, the representation formalism, and the structure of the LKB. In the present section, we present a design of a speci c LKB, in the context of the requirements previously speci ed. The design is described at a high level, and the details of the implementation are given in section 4. Earlier, we introduced the problem of circularity between knowledge extraction from text to build a knowledge base and text analysis using information contained in a knowledge base. A \spiraling" view was proposed, starting with very little and processing text to acquire more information that would help process more text and so on3 . For the design described in this section, a place close to the origin of the spiral is chosen. The initial LKB will contain a minimal amount of information manually encoded. >From there, the system will be able to acquire a small amount of knowledge that will be incorporated into the LKB and used later on to process more text and acquire more knowledge. Where we position ourselves on the spiral does not aect the representation formalism, nor the structure of the LKB, but mainly its content.



3.1 Content The adequacy of the initial information will depend on the type of text we use as our source of knowledge. This will be especially true for deciding on word senses if we do not have any previous knowledge of word senses and de nitions. This is why we suggest that the initial LKB starts from a dictionary, and not any type of dictionary 3



The idea of the spiral was proposed by Nicoletta Calzolari in an invited talk at Euralex 1996.
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but a very simple dictionary. Simple words and simple de nitions should be used to build a lexical knowledge base. Then the LKB can go on to learn more and more words with more complex de nitions based on the simpler knowledge that has been learned so far (see section 5). The dictionary is a children's rst dictionary, designed for young English learners, that carefully describes the relationships between words in ordinary but restricted English in terms of de nitions and examples. Barriere and Popowich (1996b) presented the idea of using a children's rst dictionary for the purpose of clustering information. The information from the book version of the American Heritage First Dictionary (AHFD)4, which is augmented with parts of speech, is ideal to initiate the bootstrapping process. It contains 1800 entries and is designed for children of ages six to eight. There are multiple reasons to favor the AHFD as an initial source of knowledge. 1. Although it is quite limited in size, the AHFD contains a lot of knowledge about basic daily tasks and simple world generalizations. This kind of information is useful for building a LKB as it states some facts that might not normally be stated because they are considered too obvious. This necessity of expressing the \obvious" information as part of the LKB has been discussed earlier (see section 2.1). 2. The AHFD describes a closed world of small size. Almost all de ned words in the AHFD use in their de nition other words that are themselves de ned in the AHFD. This means that after the knowledge acquisition process, we have a self-contained LKB that can become a core for an expansion phase. 3. The sentence structures used are simple. The simplicity of the sentences (limited length, limited number of relative clauses) will facilitate the syntactic analysis which is a necessary step in the knowledge acquisition from sentences as we will see in section 4. 4. The AHFD gives a limited number of senses to each word. Due to our position near the origin of the spiral (which means we have almost no previous knowledge), this will be an advantage. A small number of word senses are possible for each word and therefore word disambiguation will be easier. The dierence between word senses is based on more obvious criteria. When a large number of word senses are available, it is very hard (even for human readers) to distinguish all the subtleties. Word disambiguation is an important part of sentence understanding.



3.2 Formalism: conceptual graphs A particular type of semantic network is favored in our research: the conceptual graph (CG) formalism. Here are some characteristics of Conceptual Graphs: 1. Knowledge is expressed by concepts and relations; 2. Concepts are typed allowing selectional restriction; a relation's signature de nes what concept types it can relate; 3. Concepts allow referents to specify an individual or a set of individuals of a certain type; 4. A hierarchy can be de ned on concepts and relations;



4 An electronic version of The American Heritage First Dictionary has been produced. Copyright c 1994 by Houghton Miin Company. Reproduced by permission from THE AMERICAN HERITAGE FIRST DICTIONARY.
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5. Dierent graphs can be related through a coreference link on an identical concept; 6. Manipulation algorithms are de ned: maximal join, graph generalization, which make use of the type hierarchy to determine concept similarity for nding common information between graphs; 7. Quanti ers are dealt with; 8. Concepts and relations can be themselves de ned using CGs; A few of these characteristics are of major importance to our design, speci cally items 1, 2, 4, 6 and 8. Let us now consider these speci c characteristics in more details, and give some larger design issues or considerations linked to each aspect.



3.2.1 Item 1: concepts and relations The LKB must store information about concepts and their relations. By concepts, we simply mean word senses. The acquisition of knowledge is performed using a dictionary, and therefore the dierent possible senses for a word are explicitly speci ed. The acquisition of a concept means the understanding of a newly de ned word sense with respect to its relations to all the concepts used in its de nition. There are two problems with this task. First, de nitions use words and not concepts. Second, where do we start the knowledge acquisition process in the dictionary? The answer to the rst question is that words used in a de nition should be disambiguated to their appropriate word sense based on the context. This will not be an easy task, and not always possible. There is a need to represent \ambiguous concepts", which could later be (when more information has been acquired) disambiguated to a speci c concept. An ambiguous concept is simply a word form, it is a merge (or the common denominator) of all its possible senses. The answer to the second question is that it doesn't really matter. Whether the dictionary is processed from the word zoo to airplane or from airplane to zoo, the same problems arise. At any time, a word sense being de ned can refer to concepts that haven't be acquired in the LKB. By acquired we mean that their own de nition has not been processed yet. It is therefore very important that our representation allows for mixed-depth information (see (Hirst and Ryan 1992)). A word not yet de ned, will be represented as its word form, as we have no way to decide on word sense. We will not require a \bootstrapping schedule" as in (Guo 1995). Therefore, even within the acquisition process of the information in the AHFD, multiple iterations will be required, re ning at each iteration the speci city of concepts and relations. Ambiguous concepts and relations might be disambiguated only after a few iterations. If knowledge were acquired from freeform text instead of a dictionary, a word never before seen would be assigned to a new concept and de ned with respect to its relations to the words in the sentence. The diculty arises when a known word seems to be used in a dierent context. Some monitoring is needed to decide whether any of the previously de ned concepts (word senses for that word form) are valid or if a new concept should be created for a dierent sense of the word. Interesting work on vocabulary acquisition is given in (Ehrlich and Rapaport 1997). This will be of our concern when we start to supplement the LKB with text after the AHFD is
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all processed. We will not look into this problem at this stage, in this article. By relations, we mean semantic relations, including paradigmatic and syntagmatic relations. For example, isa, part-of, goal, instrument. The set of relations chosen for this design contains a dierent number of relations than the sets used in previously mentioned work (see section 2.2). Actually, 51+ relations are de ned. The + stands for all the words in the closed set that are allowed as relations but that will hopefully get changed (disambiguated at a later stage) into some other semantic relation. This includes conjunctions (and, or), prepositions (in, at, with, ...), and some adverbs (where, when, how). A mixed-depth representation is used here with the relations (to combine surface and deeper semantic relations) as well as before with the concepts (to allow word forms and word senses). Ambiguous relations and concepts must coexist with more speci c relations and concepts. The size of the chosen dictionary (AHFD) is too small to base the choice of relations solely on the analysis of the frequency of de ning formulas (as presented before for (Ahlswede and Evens 1988; Klavans et al. 1990)). As conceptual graphs is the chosen formalism for this design, the set of relations proposed by Sowa (1984) is taken as a starting set, and expanded to add more relations, some based on de ning formulas, others based on working with examples.



3.2.2 Item 2: selectional restrictions In the conceptual graph formalism, each relation has its signature expressed in terms of type restrictions. For example, the signature of the relation location, expressed as X1->location->X2[place] restricts X2 to be a subtype of place. The type restrictions do not apply to paradigmatic relations. They take their importance with syntagmatic relations. Type restrictions rely on the type hierarchy, and therefore there is a need for that external structure to be part of the LKB. The CG formalism allows for a type hierarchy to be de ned, as we will see in the next item. The selectional restrictions will play an important role in the transformation from surface relations to deeper semantic relations. An ambiguous surface relation like with can correspond to dierent deeper semantic relations, such as part-of, accompaniment, instrument. from an ambiguous (surface level) conceptual graph: [go]->(agent)->[John] ->(with)->[Mary] ->(to)->[restaurant]



3.2.3 Item 4: concept and relation hierarchies The CG formalism allows the construction and use of a type hierarchy. It is usually a tangled hierarchy as it allows for multiple inheritance, and it would probably be more correct to talk about concept lattice. It is an important structure for the processes of comparison or specialization/generalization. When two graphs are compared to establish whether they express similar information, the concept lattice is used as an external source
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Figure 2: Small part of relation taxonomy. for determining similarity between concepts. Dierent ways of measuring similarity based on the concept lattice have been proposed in the literature (Foo et al. 1992; Resnik 1995). The set of relations should also be organized in a relation hierarchy which allows possible correspondence between surface propositions and deeper semantic relations to be found. The selectional restrictions will help identify a limited set of deeper semantic relations from those expressed in the relation hierarchy. Figure 2 shows a small part of the relation hierarchy.



3.2.4 Item 6: manipulation algorithms The CG formalism de nes manipulation algorithms that are essential for our proposed LKB design. We aim at an overall structure that is a hybrid between a localist and a distributed view. We want to automatically build large conceptual graphs organized by themes. These larger graphs will emerge from the combination of other smaller graphs. Therefore, procedures are needed to compare CGs from dierent de nitions, to establish their similarity and to decide if they should be merged, and if so, to merge them. The CG formalism has a projection procedure which determines if a graph is a subgraph of another graph, it has maximal common subgraph (MCS) procedure which nds the common subgraph between two graphs, and it has a maximal join procedure to merge two graphs around their MCS. The projection procedure (used in the MCS procedure) is based on nding similarity between
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concepts and relations. The type and relation hierarchies will be used intensively for that task.



3.2.5 Item 8: de nition of concepts and relations using CGs A very interesting, and unique aspect of the CG formalism (compared to other semantic network formalism), is the possibility of building relations and concepts from CGs. Therefore, CGs become building blocks for larger CGs, making the whole thing decomposable, and very modular, and allowing information to be expressed at dierent levels of detail. Not all concept types need to be primitives, nor do all relations need to be primitives, as they can be constructed from other relations and concepts. With that in mind, a graph is viewed as being composed of concepts and relations. Each concept can be a subgraph of the larger graph, and each relation can hide more complex interactions between concepts. This is very important for transforming natural language sentences into CGs. Let us look at a sentence taken from the de nition of alligators in the AHFD: Alligators live in rivers and swamps where the weather is warm.



[live]->(agent)->[alligators] ->(location)->[ [river]->(and)->[swamp]]->(temperature)->[warm] The relative clause where the weather is warm must apply on the conjunction river and swamp. A new unnamed concept is expressed by a subgraph. The relation temperature(X,Y) is de ned as [X](attribute)->[Y]. This possibility of building larger blocks from smaller ones at the concept and relation level is extremely useful and is considered a major advantage to the CG formalism.



3.3 Structure The AHFD is our source of information that will give an adequate content to our LKB. Conceptual graphs is the chosen representation formalism that will allow an adequate representation of the content in the LKB. It should be all part of an overall structure, which we present hereafter. We will talk brie y about the type hierarchy and then present in more detail the idea of clusters allowing a view of the LKB mid-way between a localist and distributed approach.



3.3.1 Type hierarchy - Concept lattice As it is the case in most research on LKBs, the is-a relation is favored among all relations and a separate structure is built containing all nouns and verbs organized into a lattice of subclasses/superclasses. The concept lattice is the main source of information to establish the similarity between concepts. This is not completely adequate as the concept lattice expresses the generalization/specialization of concepts based on a limited number of characteristics. As noted by Collins and Quillian (1972), from human experiments, each concept is \accessible"
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in a person's memory via certain characteristics. The type hierarchy tries to put together concepts sharing some characteristics, but it has some biases. In (Barriere and Popowich 1996a), we proposed a method for discovering covert categories (groups of related words not based on a common genus in their de nition) and integrating them in the concept lattice, to expand the search space for nding similarities between concepts. We will not address this issue here and consider the concept lattice (as is, built from automatic extraction) as an important part of the LKB, although we are aware of its limitations in its usage for establishing concept similarity.



3.3.2 De nitions and clusters An initial structure for our LKB consists of a list of all nouns and verbs with their graph de nitions. This type of structuring follows a localist view of the LKB. It will serve as our base to incorporate a secondary structure of clusters. We concentrate on nouns and verbs as they account for more than three quarters of the de nitions in the American Heritage First Dictionary (AHFD). This observation was made for the W7 as well (Amsler 1980). A secondary structure based on word clusters allows the gathering of information about speci c subjects. The clusters are like \micro-worlds" in which the relations among multiple participants and actions are described (Barriere and Popowich 1996b). Each concept used in the microworld points back to its de nition in the linear structure. Our idea of clustering is quite dierent from the many recent eorts in nding words that are semantically close. These other approaches involve mostly statistical techniques (Church and Hanks 1989; Wilks et al. 1989; Brown et al. 1992; Pereira et al. 1995) to determine word clusters based on co-occurrences of words in text corpora or dictionaries. Note that the term conceptual clustering has also been used to nd groups of objects with similar features (Mineau and Allouche 1995; Anquetil and Vaucher 1994; Bournaud and Ganascia 1995). Our work on word clusters is in some respect similar to the work of Schank (1986), where he introduces the idea of a Situational Memory (SM) containing information about speci c situations. In his understanding process, information found in SM is used to provide the overall context for a situation, as well as the rules and standard experiences associated with a given situation in general. Schank calls his memory structures at the situational memory level, Memory Organization Packets (MOPs). A MOP is a bundle of memories organized around a particular subject that can be brought in to aid in the processing of new inputs. The key to understanding is the continual creation of MOPs which record the essential parts of the similarities in the experience of dierent episodes. A MOP can help in the processing of a new event and it is itself aected by the new event. In some sense, we attempt to automatically construct MOPs, which we call concept clusters. We will nd groups of word sense de nitions centered around a theme and bring them together in a large graph representation. The individual de nitions will contain redundant and complementary information. The redundant information allows access to related word senses, and the complementary information allows the speci cation of a larger context around a word sense (or group of word senses).
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The concept clusters will be helpful when we further analyze text and refer to the LKB (to nd implicit information for example). The process of building the concept clusters is very important in itself as well. The gathering of information plays an important role in disambiguating information contained in the LKB. Keeping in mind our envisaged task of sentence understanding, the clusters will be the most important structure in the LKB to support that task. Each cluster is represented by a list of concepts, and also by a large graph showing all the relations between all the concepts in the cluster. We assume that a sentence in a text gives some information that is valid as part of one (or a few) particular theme or domain. To understand the sentence, retrieving the proper theme would be a rst step. In fact, the list of concepts can be used as a lter to establish which cluster should be used for a particular sentence or a set of sentences. The vocabulary words in the sentence can be matched against the dierent clusters lists to decide on the most probable one. We assume that the active cluster could change in a text as we process the sentences sequentially. At any particular time, there would probably be one or a few active clusters. When analyzing a text, if a few concepts in the text can be associated to one cluster, that particular cluster will explicitly give some information that is implicit in the text. By implicit, we mean that a text is directed toward a human reader, and much of that reader's life experience helps him/her understand that particular text which may contain references to actions or concepts not explicitly mentioned. The understanding is now performed by the LKB, which has for experience its set of clusters.



4 The Construction Process In this section, we look at the dierent processes required to actually extract the information from the AHFD and use the CG formalism to represent the information. The hypothesis is that one sentence is processed at a time, and then transformed into a CG representation. But before examining the sentence analysis processes, we rst look at the a priori knowledge, what is known before the knowledge acquisition process even starts. As we mentioned earlier, the process described is at the beginning of the spiral, and therefore little is assumed, and what is known has been manually entered. We will then look at the structure of the LKB, giving some details about the organization into the 3 dierent components presented in the earlier section: CG de nitions, clusters and the type hierarchy.



4.1 What is known to start with We now brie y describe the a priori knowledge. This knowledge is not necessarily for the speci c task of LKB construction. Much of it would be appropriate for other NLP tasks as well. 1. morphological and grammar rules The rst step in the analysis of a sentence will be to perform tagging and parsing. Therefore a list of words is needed, as well as a set of morphological rules, and a collection of grammar rules.5 5



So the lexical and syntactic information is assumed to be known from the start, and the learning (acquisition of information) in our
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2. parse to graph transformation rules Each parse tree (or multiple parse trees) obtained for a sentence represent the result of the syntactic analysis. The semantic analysis requires a transformation of the parse tree into a conceptual graph. To do so, some transformation rules are required and must be encoded. These rules are usually based on small subtrees (1 or 2 levels), and are applied recursively through the whole parse tree. Here are two examples of such rules: Grammar rules S -> NP(active) VP VP -> VT PP PP -> prep NP



Conceptual graph [VP]->(agent)->[NP] [VT]->(prep)->[NP]



3. some de ning structures (knowledge rich contexts) The link between syntax and semantics often lies in the usage of phrasal patterns that are indicative of semantic relations. These patterns have been called \de ning formulas" (Ahlswede and Evens 1988; Byrd et al. 1987; Calzolari 1984), or \knowledge-rich patterns" (Meyer et al. 1999). As we are working at the graph level, the patterns to be discovered are subgraphs and CG manipulation algorithms (projection) are useful to see if a \de ning graph" (a CG corresponding to a de ning formula) is a subgraph of another graph. Here is an example: Relation \Instrument" De ning formula De ning graph Graph to look at Reduced graph



- Y is used to X - [use]->(to)->[X] ->(object)->[Y] [use]->(to)->[cut]->(object)->[wood] ->(object)->[ax] [cut]->(object)->[wood] ->(instrument)->[ax]



4. relations and their signatures But a pattern is often not as obvious as a proposition of a few words, such as X is a part of Y, or X is used to do Y, that can be transformed into a de ning graph. In fact, most \patterns" for semantic discovery are reduced to a single preposition, such as at, to, by. Until it is known what X and Y are, the meaning of X is in Y cannot be understood. For example: The sh is in the water. Ted's birthday is in August. The dragon is in the story. The simple preposition in is an indicator of a deep semantic relation that can be identi ed if knowledge of the concepts mentioned in the sentence is available. The relation signatures, combined with the LKB is done solely at the semantic level. It is outside the scope of our research, which concentrates on semantic aspects, to investigate the possibilities of automatic acquisition (learning) of syntactic information.
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type hierarchy will be used to perform disambiguation in some cases. In the previous example, knowing that August is a month, and that a month is a measure of time can allow us to conclude (birthday-time-August) from (birthday-in-August) having a relation signature associated with the relation time. In many cases, though, this will not be sucient. The type hierarchy can give (imaginary) character as a superclass of dragon, and collection (of words) as a superclass of story, but we can hardly imagine a selectional restriction on the relation about, to be able to disambiguate the surface relation in in this context. In the design section (see 3), the need for a hierarchy of relations was mentioned, each one being given a signature. This information is manually coded.



4.2 Sentence analysis: a multi-stage process We consider several stages in the conversion of a sentence into a corresponding formal representation. The whole process has one main goal: obtain a single conceptual graph for each sentence with all its concepts and relations disambiguated. 1. Convert Sentence to CG Representation This is for the most part syntactic analysis, consisting of subprocesses for tagging, parse tree construction and CG construction. Syntactic rules allow the construction of a set of parse trees for each sentence, then transformation rules are used to obtain sets of corresponding CGs. At this stage, the relations appearing in the CGs are surface semantic relations. Structurally, the CGs are very closely related to the parse trees. 2. Structural Disambiguation Syntactic ambiguities in parse trees result in corresponding structural ambiguities in the CGs. The two main causes of structural ambiguity are prepositional attachment and conjunctional attachment. A few heuristics are used to reduce the number of CGs. Structural disambiguation aims at nding a unique parse tree or a unique graph per sentence. 3. Semantic Disambiguation Assuming the representation of a sentence has been reduced to a single graph by structural disambiguation, the concepts and relations in the CG must also be disambiguated. The disambiguation process is based on the principle of redundancy. If a word B is de ned using an ambiguous word A in its de nition (with word senses A1-A2), then we can go look at the de nitions of A1 and A2, to see which one seems to have the most in common (share the most words) with the de nition of B. This idea of overlap was used in (Lesk 1987; Veronis and Ide 1990). The clustering approach, described later in this section, gathers information from dierent de nitions sharing some information. Therefore, the semantic disambiguation process will be integrated with this clustering process. For more details about the use of redundancy for disambiguation, see (Barriere 1998).



19



Word sense disambiguation is a very important process, as part of our goal of understanding a sentence. As we mentioned earlier, the \understanding" implies two major aspect, word sense disambiguation and relation disambiguation. Details into the word sense disambiguation aspect will be given in the clustering section. As for the relation disambiguation, we had presented earlier the idea of relation signatures, based on the type hierarchy. Semantic Relation Transformation Graphs (SRTGs) are used to transform the surface semantic relations into deeper semantic relations. They look at the relation signatures to decide if the transformations can be performed or not.



4.3 LKB structure The key components of the LKB are the the CG de nitions, the clusters and the type hierarchy. We now look at each of them in turn.



4.3.1 CG de nitions The linear structure, the list of words with their de nitions, is restricted to the set of all nouns and verbs in the AHFD. Each one has its corresponding list of de ning sentences, and to each sentence is associated one or multiple graphs resulting from the process (sentence-to-graph) just described above. If full disambiguation has been achieved, there will be one graph per sentence, and each graph would have all its concepts and relations disambiguated. The CG de nitions are then processed to extract the type hierarchy. They are also investigated and compared to build the clusters.



4.3.2 Clusters The idea of clustering, is a central one to the whole development of our LKB. We have presented the idea and details of the algorithm elsewhere (Barriere 1998; Barriere and Fass 1998; Barriere and Popowich 1996b), but will brie y look at the construction process again here. Each de nition has been transformed into a CG representation. A maximal common subgraph operation can be performed between any two CGs to see if they share a common part. In a way it is similar to nding the number of overlapping words as in (Klavans et al. 1991), except that we also consider the relations in which the words are involved. Clustering aims at merging not only two, but multiple de nitions together. The large graph that will result from this merge of information coming from multiple de nitions is a Concept Cluster Knowledge Graph (CCKG) which has the role of structuring as much information as possible about a particular topic. Each CCKG will start as a CG representation of a trigger word and will expand following a search algorithm (going forward and backward in the dictionary) to incorporate the CGs of related words. The list of all concepts within the CCKG is called the concept cluster.
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The idea of a concept cluster is interesting in itself as it identi es a set of related words. Such sets have been used in other research for tasks such as information retrieval or word sense disambiguation. Here the CCKG gives more to that cluster as it shows how the words are related. If the clustering process is done for the whole dictionary, we would obtain an LKB divided into multiple clusters of words, each represented by a CCKG. Then during text processing for example, a portion of text could be analyzed using the appropriate CCKG to nd implicit relations and help understand the text. Not only do we think the clusters will help further text analysis, but they also play an important role within the construction of the LKB as they allow for some semantic disambiguation as they gather more information from dierent CG de nitions on the same subject. The type hierarchy is also very useful in this disambiguation process. For example, if clustering is performed around the word post-oce, the de nitions of mail(1) and stamp will be put together. The word letter used in the de nition of stamp can have two meanings, the symbol or the written paper. MAIL(1) : Many people send messages through the mail. STAMP : People buy stamps to put on letters and packages they send through the mail. The shared subgraph: [send]->(through)->[mail] ->(object)->[message/letter] can be found, with the type hierarchy giving letter(2) as a subclass of message. This allows the clustering algorithm, to disambiguate letter to its proper sense.



4.3.3 Type hierarchy The type hierarchy is not know beforehand, but is constructed as de nitions are being analyzed. Initially a shallow taxonomy is constructed, with three superclasses based on syntactic information: something, attribute, and act, corresponding to nouns, adjectives and verbs, respectively. Some de ning structures (see section 4.1) are based on these high-level classes. Also we manually assign a supertype to some pronouns often used in de nitions, such as you, we, someone, somebody. Pronoun de nitions are not analyzed, therefore we cannot discover their superclass automatically. The taxonomy is then re ned in dierent steps: 1. Words with multiple senses have their individual senses put under the word form. In our mixed-depth representation, the word form is an ambiguous concept, a merge of all its possible senses. Example 4.1 shows the de nition of the word arrow and its corresponding nodes in the type hierarchy.
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arrow 1.n. An arrow is a stick with a point at one end. You can shoot arrows from a bow. 2.n. An arrow is a symbol. It is used to point in one direction. arrow



stick arrow 1



symbol arrow 2



2. Use the is-a relations found in the graphs to re ne the noun and verb taxonomy. Relation \is-a" De ning formula De ning graph Graph to look at Reduced graph



- Y is a X - [be]->(agent)->[X] ->(object)->[Y] [be]->(agent)->[apple] ->(object)->[fruit] [apple]->(is-a)->[fruit]



The is-a relation is identi ed by a de ning graph. From there, the concepts involved in the is-a relation are extracted to become part of the type hierarchy. Both concepts can have multiple senses. For the headword being de ned, the appropriate word sense is known, but for the genus used in the de nition that becomes the superclass for that headnoun, we do not know. This is the problem of genus disambiguation. Even if the AHFD seldom gives multiple senses to a word, it often gives two senses, and it is important to be sure that when we build any network of relations, we actually put the correct word senses in relation with each other. Especially in an is-a relationship with inheritance along the links, we would not want one node to inherit from the word senses it is not related to (Klavans et al. 1991). In example 4.2, dam should not be related to the more speci c sense of wall as a side of a room, but instead to the more general sense; a wall being a separation between two things.



Example 4.2 DAM A dam is a wall across a river. WALL 1 A wall is a side of a room. WALL 2 A wall is something that is built to keep one place apart from another.
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Genus disambiguation, has been a research subject by itself, and we refer the interested reader to Guthrie et al. (1990) and to Bruce and Guthrie (1992) who developed a Genus Disambiguator, working on the LDOCE dictionary. Klavans et al. (1991) worked with the Webster's Seventh, and proposed two approaches of disambiguating the genus of words for building their taxonomy. Both are based on nding common words between the dierent possible genus sense de nitions and the headword's de nition. Inspired from the work of Klavans, but wanting to nd a general procedure, not restricted to disambiguating the genus of the de nition but any vocabulary word used in the de nition, we investigate a graph matching approach. That method was described in section 4.3.2 as semantic disambiguation is performed within the clustering process. The same idea of nding common subgraphs can be used outside the clustering process, only trying to nd similarity between the de nition of the headword, and the de nitions of the dierent possible senses of the genus.



5 A dynamic LKB The previous section gave some details on the construction process of the LKB, presenting it as a series of steps leading to a static entity. In this section, we want to bring forward the dynamic nature of the LKB. First, the construction of the LKB, using only the AHFD as its source of information is dynamic in itself, as many of the operations to construct the LKB require access to the LKB being constructed. It is the beginning of the spiral; even this initial construction must be performed iteratively. The rst subsection, starting phase, will look at this beginning process. We then look at the clustering phase as a subsequent reorganization phase, and then go on to an update phase that would continue to bring new knowledge into the LKB.



5.1 Starting Phase In the starting phase, establishing a type hierarchy is the rst step in thinking in terms of a spiral. The type hierarchy is the most readily available structure to discover within the dictionary sentences and it is the most used for dierent processes (parsing, conjunction attachment, de ning graphs and relation signatures). An initial hierarchy is almost at, with Universal at the root, the three syntactic classes something, attributes and act, as intermediate classes, and all the rest as leaves. This initial structure is re ned with the analysis of each simple sentence in a piece of text. A rst pass through a piece of text (here the AHFD) would retain only the unambiguous sentences that could contribute directly to the construction of the LKB. This initial step will be successful on sentences where: the parsing process leads to a single parse, the single parse contains concepts which are all unambiguous words (single meaning) and the relations between words is obvious (a phrasal pattern clearly states the relation). This will build quite a narrow LKB, and it is unlikely that many sentences will meet all these requirements. Still, we will be able to build the skeleton of an LKB, and the beginning of a type hierarchy as some of the extracted patterns will be is a kind of or is ! a showing a taxonomic link. After all the sentences of our source of text have been processed and the type hierarchy is built along the way,
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the end of the rst step has been reached. The second step can use the type hierarchy to attempt two types of disambiguation: structural disambiguation via conjunctional disambiguation, and semantic disambiguation using de ning graphs and relation signatures. At the end of this iteration, the set of words that are de ned via a single graph will form the start of the LKB. An initial LKB now exists consisting of a type hierarchy and of a set graphs for words whose de nitions resulted in single graphs. The third step, can now build on more semantic information as it has the type hierarchy and a subset of de nitions that will help analyze more de nitions. There can now be an attempt at looking into prepositional attachment (structural disambiguation) and at genus disambiguation (semantic disambiguation). Those two disambiguation processes imply that we look into the set of de nitions within the LKB to make a decision. The type hierarchy is updated as the disambiguation of word senses allows the hierarchy to become more precise and express relations between word senses instead of words.



5.2 Reorganization - Clustering phase Now that a LKB consisting of a type hierarchy and a set of de nitions is available, and that some structural and semantic disambiguation have been attempted, the LKB can be reorganized by performing clustering around dierent trigger words. If more disambiguation is possible as clustering proceeds, the type hierarchy can be modi ed, and the changes would also be re ected back into the individual de nitions.



5.3 Expansion - Update phase The expansion phase requires the use of texts other than the core text, and then gradually augments the information in the LKB by processing more sentences. Unless the new text is also a dictionary and gives de nitions for word senses, the linear structure (the list of de nitions) would not be updated, but the clusters and type hierarchy would be. All the operations performed in this phase are the same as in the reorganization phase, except that they are performed on incoming information. This idea constantly updating the LKB through analysis of text is in some sense giving a larger dimension to understanding, as it gives a tight interaction between the LKB and the new sentences, as either one of them can help disambiguating the other one. There are several aspects to this understanding process which we will now discuss. They involve: 1. the activation of the correct \zone" in the LKB, 2. the creation of a representation of the sentence and its disambiguation, 3. the relationship of this representation to a LKB for its potential modi cation or update.
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5.3.1 Access to the LKB Earlier, we discussed how the concept clusters would be very useful in the task of accessing the LKB. Clusters put together words sharing a particular context. A new sentence must be part of at least one context, and a comparison between the words used in the sentence (looking at surrounding sentences if necessary) and the words in the dierent clusters, will nd the appropriate cluster as the one sharing the most words. It is not a trivial task, but the clusters provide a guided search through the LKB.



5.3.2 Creation and disambiguation of the representation of a sentence Our hypothesis of a sentence being understood is that the information contained in the sentence can be represented in a more formal, disambiguated way in some chosen representation formalism, so that it can be further processed (or used) by some kind of application. So far, our semantic disambiguation process has been related to the clustering process, using redundant information to disambiguate word senses. A new sentence extracted from text, would rst be transformed into a CG and then put in relation to a CCKG to perform exactly the same process. We would hopefully nd overlapping information as well as complementary information. This complementary information can be added to the CCKG to augment the LKB as we see in the next subsection. A likely result is that the analyzed sentence will not be fully disambiguated even after comparing it to the CCKG. In the CG formalism as chosen, the remaining ambiguity can manifest itself in three possible ways: 1. multiple CGs still coexist 2. word forms remain instead of word senses 3. surface relations are still present Items 2 and 3 do not cause a problem as we have insisted earlier about the advantages of a mixed-depth representation, allowing surface and deep relations and allowing ambiguous concepts (word forms) and word senses. Item 1 would be caused by a structural ambiguity that has not been resolved. If a single CG is necessary (depending on the process waiting for the disambiguation to be performed), some heuristics or probabilistic inferences can be used to make a selection.



5.3.3 Relation of representation to the LKB for its potential update Another important part of sentence understanding is the process of relating the description of the sentence to the information contained in the LKB. We have already looked at using the clusters to identify the right context in which to interpret the sentence, as well as using the graph representation of the cluster, the CCKG, to fully or partially disambiguate the CG representation of the new sentence. The information from the new sentence could reinforce, augment, or even contradict information already in the lexical knowledge base. Treatment of contradictory information would presumably require certainty information to be included in the lexical knowledge base, as discussed in (Barriere 1996). However, if we limit ourselves with
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the assumption that contradictory information will not be encountered, then we can adopt a monotonic approach by which information does not need to be changed, only added. We realize that this is an important limitation that should be addressed in future work. However, we will encounter less contradictory information in a knowledge acquisition process as described here, one in which we use dictionaries and other descriptive or semi-technical texts stating facts and not beliefs from people. It is important to note that a sentence does not need to be fully understood (disambiguated) prior to its integration with the knowledge base. All the combination processes (the maximal common subgraph and maximal join operations on CGs) do not require fully disambiguated concepts and relations. The structural ambiguities should have been resolved though as we do not want to integrate multiple possible graphs into the CCKG. If a sentence is extracted from some general text and not from a dictionary de nition, then it is not related to a particular word, and therefore cannot be incorporated at the word de nition level. It will be integrated in the appropriate cluster. As well, if it contains subtype/superclass information, it should then be used to update the type hierarchy. Indeed, the process of integrating an ambiguous sentence could allow disambiguation to occur on some information that is in the LKB that is not fully understood. For example, the transformation between surface relation on and deeper relation location requires in the signature of location that the related concept is a place. If new information says that X is a place and we can update the type hierarchy and [A]->(on)->[X] can be transformed to [A]->(location)->[X].



6 Results and Analysis In this section, we present results based on the system ARC-Concept (Acquisition, Representation, Clustering of concepts) developed by Barriere (1997). ARC-Concept's goal is to construct a LKB based on the design principles described in section 3 and using the construction approach described in section 4. The result of performing dierent operations of ARC-Concept on the children's rst dictionary AHFD, is a LKB which respects in terms of its content, its representation formalism and its structure all that has been discussed so far. In this section, we will look at results in terms of the information extracted from the AHFD and that becomes part of each of the three structures of the LKB: the graph de nitions, the type hierarchy and the clusters.



6.1 Graph de nitions Graph de nitions are extracted from natural language sentences. Results of the process from a dictionary de nition to conceptual graph (as presented in section 4.2) are shown hereafter. Given a word, for example doughnut, ARC-Concept searches in the AHFD for its de ning sentences as shown in Result 6.1.



Result 6.1 -
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WORD: doughnut sense_number: 1 cat: n 1. 2. 3. 4.



A doughnut is a small round cake. Many doughnuts have a hole in the center. Some have jelly in the center. People like to eat doughnuts for breakfast.



ARC-Concept will tag all words from the sentences contained in the de nition, then apply parse rules to nd possible parse trees for these sentences. According to our grammar, the parser nds two parses for each of the four sentences. The parses for sentences 1 and 4 are shown in Result 6.2. In each parse we can see the words themselves as leaf nodes and the dierent grammatical categories used as intermediate nodes. The numbers in parenthesis correspond to levels. A leaf is considered as level 0, and each binary or unary rule applied creates a new node that is one level higher than the highest level of its children nodes.



Result 6.2 -



nb_parses: 2 s2(6)->s1(5)->np(1)->det->a n->doughnut vp(4)->vb->be np(3)->det->a n(2)->adj->small n(1)->adj->round n->cake ep->. s2(6)->s1(5)->np(1)->det->a n->doughnut vp(4)->vb->be np(3)->det->a n(2)->adj->small n(1)->n->round n->cake ep->. nb_parses: 2 s2(8)->s1(7)->np(1)->n->person vp(6)->vp(1)->vi->like inf_vp(5)->prep->to vp(4)->vt->eat np(3)->np(1)->n->doughnut p2(2)->prep->for np(1)->n->breakfast ep->. s2(7)->s1(6)->np(1)->n->person vp(5)->vp(1)->vi->like inf_vp(4)->prep->to vp(3)->vp(2)->vt->eat np(1)->n->doughnut p2(2)->prep->for np(1)->n->breakfast ep->.



The trees are transformed into conceptual graphs. Sentence 1 had 2 equivalent parses leading to a single graph, and sentence 4 has 2 graphs. All three graphs are shown in Result 6.3.



Result 6.3 -



Linear output for : graph:doughnut_1_A_A; nature:fait; set:ens; [be]{ (object)->[cake:a]{ (attribut)->[round]; (attribut)->[small]; }; (agent)->[doughnut:a]; }. Linear output for :
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graph:doughnut_1_D_A; nature:fait; set:ens; [like]{ (goal)->[eat]->(object)->[doughnut:plural]->(for)->[breakfast]; (agent)->[person:plural]; }. Linear output for : graph:doughnut_1_D_B; nature:fait; set:ens; [like]{ (goal)->[eat]{ (object)->[doughnut:plural]; (for)->[breakfast]; }; (agent)->[person:plural]; }.



The following steps are performed during structural and semantic disambiguation. The rst major problem to address is the prepositional attachment problem. Graph matching techniques are used to partially resolve this structural disambiguation problem (see (Barriere 1997)). The structural ambiguity in the two graphs corresponding to sentence 4 (as well for sentences 2 and 3, not shown), is due to a prepositional attachment problem. The two possibilities are eat-for-breakfast versus doughnut-for-breakfast. As evidence favoring one over the other interpretation in each case is not available within the LKB, the structural ambiguity cannot be resolved. Next, the second aspect of disambiguation involves the use of de ning graphs. Their use will lead to the following graphs Result 6.4 (for all 4 sentences) in which we see the deeper semantic relations is-a and part-of. Note that now we have only a single graph per sentence.



Result 6.4 -



Linear output for : graph:doughnut_1_A_A; nature:fait; set:ens; [cake]{ (is-a)[round]; (attribut)->[small]; }; }. Linear output for : graph:doughnut_1_B_A; nature:fait; set:ens; [hole]{ (in)->[center:the]; (part-of)(attribut)->[many]; }. Linear output for : graph:doughnut_1_C_A; nature:fait; set:ens; [jelly]{ (in)->[center:the]; (part-of)[eat]-
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{ (object)->[doughnut:plural]; (for)->[breakfast]; }; (agent)->[person:plural]; }.



Relation signatures are then used to try changing the surface relations (prepositions) into deeper relations. The preposition in in sentences 2 and 3 should correspond to a location, but as center is not a subclass of place in the type hierarchy, the signature will not help. Therefore, we have not disambiguated in the center, or for breakfast, but left the prepositions as surface relations in the graphs. Through the clustering process, we might nd similar information, talking about the same concepts but having its relations disambiguated, and modify the present information As there is no external tutor (a human tutor), the transformations can only be based on evidence, and the only source of evidence provided is the LKB being constructed. Therefore, the LKB is always looking at itself to re ne some of its parts based on other parts. One last aspect of semantic disambiguation is associating the correct word senses to all the words. This would be done at the clustering process level. In this particular example, the words are all unambiguous (with respect to the de nitions given in the AHFD).



6.2 Type hierarchy Figure 3 shows the subtree under place as it is built automatically from the AHFD through the process of nding the genus of each de nition, using the de ning graphs for the is-a relation. Each superclass in the gure is shown to point to only its rst and last subclass to avoid cluttering the gure. It is not our intention here to judge whether the is-a hierarchy extracted from the AHFD is right or wrong. This is often a matter of long lasting debates. The resulting hierarchy is certainly simpler than one that would be extracted from an adult's dictionary, but nonetheless informative, and adequate for the comparison purposes in our present task, as we are comparing words from within this dictionary.



6.3 Clusters The clusters show (in most cases) groups of semantically related words. For instance, table 3 shows some results of clusters starting from dierent trigger words. Qualitatively, the clusters seem reasonable, they gather words sharing a context, and will be useful in helping the interpretation of a new sentences. A quantitative measure for the evaluation of these clusters is not easily foreseen. Although it would be worth future investigation. The results of Table 3 show some word sense disambiguation performed as part of the clustering process. The insect sense of y is not part of the airplane cluster and the two other senses of trunk (box and part of tree) are not associated with the cluster around elephant. On the other hand the two senses of needle are part of the sew cluster, when only the rst one should have been there (the second sense is related to trees). We are not showing the resulting CCKGs here as they are quite large and very dicult to display. There
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place



airport building



cave city corner crack dock door edge replace forest garden gym hall hole home jungle kingdom knot library museum oce playground restaurant school store tent town window zoo bank 1 base 2 bump 2 camp 1 country 1 fair 2 height 2 space 1 spot 2 step 2



gate border path well 1 tunnel keyhole hive



railroad river road sidewalk stream trail



barn castle exit garage greenhouse hospital hotel house jail lighthouse palace post oce stable station theater bank 2 sidewalk street



bow 2



shop 1 supermarket drugstore street



Figure 3: is-a hierarchy for root place
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hut igloo



Table 3: Multiple clusters from dierent words Trigger word Cluster sew kitchen soap wash stove stomach airplane elephant needle 1



fsew, cloth, needle 1, needle 2, thread,



button, patch 1, pin, pocket, wool, ribbon, rug, string, nest, prize, rainbowg fkitchen, stove, refrigerator, pan, boxg fsoap, help, dirt, mix, bath, bubble, suds, wash, clean 2, boil, anchor, steamg f wash, soap, bath, bathroom, suds, bubble, boil, clean 2, steamg fstove, pan, kitchen, refrigerator, pot, clayg fstomach, kangaroo, pain, swallow, mouthg fairplane, wing, airport, y 2, helicopter, jet, kit, machine, pilot, planeg felephant, skin, trunk 1, ear, zoo, bark, leather, rhinocerosg fneedle 1, sew, cloth, thread, wool, handkerchief, pin, ribbon, string, rainbowg



actually are multiple unresolved problems in the creation of the CCKGs. Issues such as anaphora resolution are note dealt with so far. But the main obstacle is the decision on concept similarity which is discussed in (Barriere 1997). It is far from obvious how to decide whether two concepts refer to the same entity and if they should be merged or not. The diculty arises with general concepts, such as person. Take for example a de nition which states People go to the post-oce to buy stamps. and another de nition which says People write letters to send to people. The concept person will occur multiple times within the CCKG around the theme of mail, but it does not refer to a single instance of a person.



7 Discussion This research investigated LKB construction and use in NLP systems. We focused on the particular task of sentence understanding which is a crucial task for many NLP systems. A spiraling approach had been proposed by other researchers, to avoid the vicious circle problem of simultaneously needing an LKB to process sentences, and needing to process sentences to add information to LKB. Our contribution in the present research is to bring this idea forward, to explore this spiraling scheme in detail and present a cohesive proposition for a dynamic LKB addressing three main issues: its content, its representation formalism and its internal structure. At the content level, we argue for a careful choice of initial material for the start of the spiral and propose the use of a children's rst dictionary as a good source of information to start a bootstrapping method. By its nature, as being simple and forming a closed-world system, the AHFD makes it possible to build a coherent LKB which can become the seed of a bootstrapping process. The LKB built from the AHFD could be at the core of a more extended LKB, acquiring new information from other dictionaries or text corpora. At the representation formalism level, we argue for semantic networks and more speci cally for conceptual graphs, used in a non-traditional way to allow a mixed-depth representation of concepts and relations, which is essential to keep ambiguous and non-ambiguous information together. Conceptual graphs also give manipulation
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algorithms for comparing and merging information. At the structure level, the view of continuous update is favored by the clusters built within the LKB and which form a very important structure along with the graph de nitions and the type hierarchy. With this dynamic nature of the LKB, sentence understanding must be seen in a larger way, as not only a disambiguation process (structural and semantic) but also an integration process. In more detail, we gave construction procedures for building a LKB and then gave some results based on a developed system, the ARC-Concept, which allows the construction of a LKB from the AHFD. We emphasized on the possible dependency of each step on the type hierarchy and on the overall LKB containing information about words. This is part of the cyclic view. Not only should we build a small LKB from the AHFD and then try to process more sentences from it, but within the processing of the de nitions of the AHFD, we need access to the LKB that is being constructed, suggesting an iterative view which is the start of the bootstrapping process.
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