









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













The Annals of Probability 2008, Vol. 36, No. 6, 2159–2175 DOI: 10.1214/07-AOP385 © Institute of Mathematical Statistics, 2008



ASYMPTOTIC BEHAVIOR OF WEIGHTED QUADRATIC AND CUBIC VARIATIONS OF FRACTIONAL BROWNIAN MOTION B Y I VAN N OURDIN Université Paris VI The present article is devoted to a fine study of the convergence of renormalized weighted quadratic and cubic variations of a fractional Brownian motion B with Hurst index H . In the quadratic (resp. cubic) case, when H < 1/4 (resp. H < 1/6), we show by means of Malliavin calculus that the convergence holds in L2 toward an explicit limit which only depends on B. This result is somewhat surprising when compared with the celebrated Breuer and Major theorem.



1. Introduction and main result. The study of single path behavior of stochastic processes is often based on the study of their power variations and there exists a very extensive literature on the subject. Recall that, a real κ > 1 being given, the κ-power variation of a process X, with respect to a subdivision πn = {0 = tn,0 < tn,1 < · · · < tn,n = 1} of [0, 1], is defined to be the sum n−1 



|Xtn,k+1 − Xtn,k |κ .



k=0



For simplicity, consider from now on the case where tn,k = k/n, for n ∈ N∗ and k ∈ {0, . . . , n}. In the present paper, we wish to point out some interesting phenomena when X = B is a fractional Brownian motion and when the value of κ is 2 or 3. In fact, we will also drop the absolute value (when κ = 3) and we will introduce some weights. More precisely, we will consider (1.1)



n−1 



h(Bk/n )(Bk/n )κ ,



κ ∈ {2, 3},



k=0



where the function h : R → R is assumed to be smooth enough and where Bk/n denotes the increment B(k+1)/n − Bk/n . The analysis of the asymptotic behavior of quantities of type (1.1) is motivated, for instance, by the study of the exact rates of convergence of some approximation schemes of scalar stochastic differential equations driven by B (see [5, 10] and [11]), besides, of course, the traditional applications of quadratic variations to parameter estimation problems. Received May 2007; revised August 2007. AMS 2000 subject classifications. 60F05, 60G15, 60H07. Key words and phrases. Fractional Brownian motion, Breuer and Major theorem, weighted quadratic variation, weighted cubic variation, exact rate of convergence, Malliavin calculus.
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Now, let us recall some known results concerning the κ-power variations (for κ = 2, 3, 4, . . .), which are today more or less classical. First, assume that the Hurst index H of B is 1/2, that is, B is the standard Brownian motion. Let μκ denote the κ-moment of a standard Gaussian random variable G ∼ N (0, 1). By the scaling property of the Brownian motion and using the central limit theorem, it is immediate that, as n → ∞: (1.2)



 1 n−1 Law √ [nκ/2 (Bk/n )κ − μκ ] −→ N (0, μ2κ − μ2κ ). n k=0



When weights are introduced, an interesting phenomenon appears: instead of Gaussian random variables, we rather obtain mixing random variables as limit in (1.2). Indeed, when κ is even, it is a very particular case of a more general result by Jacod [7] (see also [13]) that we have, as n → ∞: (1.3)



  1 n−1 Law √ h(Bk/n )[nκ/2 (Bk/n )κ − μκ ] −→ μ2κ − μ2κ n k=0



 1 0



h(Bs ) dWs .



Here, W denotes another standard Brownian motion, independent of B. When κ is odd, we have this time, as n → ∞:



(1.4)



 1 n−1 √ h(Bk/n )[nκ/2 (Bk/n )κ ] n k=0 Law



−→



 1 0







h(Bs )







μ2κ − μ2κ+1 dWs + μκ+1 dBs ;



see [13]. Second, assume that H = 1/2, that is, the case where the fractional Brownian motion B has no independent increments anymore. Then (1.2) has been extended by Breuer and Major [1], Dobrushin and Major [3], Giraitis and Surgailis [4] or Taqqu [16]. Precisely, four cases are considered according to the evenness of κ and the value of H : • If κ is even and if H ∈ (0, 3/4), as n → ∞, (1.5)



 1 n−1 Law 2 √ [nκH (Bk/n )κ − μκ ] −→ N (0, σH,κ ). n k=0



• If κ is even and if H ∈ (3/4, 1), as n → ∞, n1−2H



n−1 



Law



[nκH (Bk/n )κ − μκ ] −→ “Rosenblatt r.v.”



k=0



• If κ is odd and if H ∈ (0, 1/2], as n → ∞, (1.6)



 1 n−1 Law 2 √ nκH (Bk/n )κ −→ N (0, σH,κ ). n k=0
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• If κ is odd and if H ∈ (1/2, 1), as n → ∞, n−H



n−1 



Law



2 nκH (Bk/n )κ −→ N (0, σH,κ ).



k=0



Here, σH,κ > 0 denotes a constant depending only on H and κ, which may be different from one formula to another one, and which can be computed explicitly. The term “Rosenblatt r.v.” denotes a random variable whose distribution is the same as that of Z at time one, for Z the Rosenblatt process defined in [16]. Now, let us proceed with the results concerning the weighted power variations in the case where H = 1/2. In what follows, h denotes a regular enough function such that h together with its derivatives has subexponential growth. If κ is even and H ∈ (1/2, 3/4), then by Theorem 2 in León and Ludeña [9] (see also Corcuera, Nualart and Woerner [2] for related results on the asymptotic behavior of the p-variation of stochastic integrals with respect to B) we have, as n → ∞: (1.7)



 1 n−1 Law √ h(Bk/n )[nκH (Bk/n )κ − μκ ] −→ σH,κ n k=0



 1 0



h(Bs ) dWs ,



where, once again, W denotes a standard Brownian motion independent of B. Thus, (1.7) shows for (1.1) a similar behavior to that observed in the standard Brownian case; compare with (1.3). In contradistinction, the asymptotic behavior of (1.1) can be completely different from (1.3) or (1.7) for other values of H . The first result in this direction has been observed by Gradinaru, Russo and Vallois [6] and continued in [5]. Namely, if κ is odd and H ∈ (0, 1/2), we have, as n → ∞: (1.8)



nH −1



n−1  k=0



L2



h(Bk/n )[nκH (Bk/n )κ ] −→ −



μκ+1 2



 1 0



h (Bs ) ds.



Before giving the main result of this paper, let us make three comments. First, we stress that the limit obtained in (1.8) does not involve an independent standard Brownian motion anymore, as was the case for (1.3) or (1.7). Second, notice that (1.8) agrees with (1.6) because, when H ∈ (0, 1/2), we have (κ + 1)H − 1 < κH − 1/2. Thus, (1.8) with h ≡ 1 is actually a corollary of (1.6). Third, observe that the same type of convergence as (1.8) with H = 1/4 had already been performed in [8], Theorem 4.1, when in (1.8) the fractional Brownian motion B with Hurst index 1/4 is replaced by an iterated Brownian motion Z. It is not very surprising, since this latter process is also centered, self-similar of index 1/4 and has stationary increments. Finally, let us mention that Swanson announced in [15] that, in a joint work with Burdzy, they will prove that the same also holds for the solution of the stochastic heat equation driven by a space–time white noise. Now, let us go back to our problem. In the sequel, we will make use of the following hypothesis on real function h:
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(Hm ) The function h belongs to C m and, for any p ∈ (0, ∞) and any 0 ≤ i ≤ m, we have supt∈[0,1] E{|h(i) (Bt )|p } < ∞. The aim of the present work is to prove the following result: T HEOREM 1.1. Then:



Let B be a fractional Brownian motion with Hurst index H .



1. If h : R → R verifies (H4 ) and if H ∈ (0, 1/4), we have, as n → ∞: (1.9)



n



2H −1



n−1 



h(Bk/n )[n



2H



L2



(Bk/n ) − 1] −→ 2



1 4



k=0



 1 0



h (Bu ) du.



2. If h : R → R verifies (H6 ) and if H ∈ (0, 1/6), we have, as n → ∞: n



3H −1



n−1 







h(Bk/n )n3H (Bk/n )3 + 32 h (Bk/n )n−H



k=0



(1.10)



L2



−→ − 18



 1 0







h (Bu ) du.



Before giving the proof of Theorem 1.1, let us roughly explain why (1.9) is only available when H < 1/4 [of course, the same type of argument could also be applied to understand why (1.10) is only available when H < 1/6]. For this purpose, let us first consider the case where B is the standard Brownian motion (i.e., when H = 1/2). By using the independence of increments, we easily compute E



n−1  







h(Bk/n )[n



2H



(Bk/n ) − 1] = 0 2



k=0



and E



n−1 



2 



h(Bk/n )[n



2H



(Bk/n ) − 1] 2



= 2E



n−1 



k=0 



2



h (Bk/n )



k=0



≈ 2nE 



 1 0



 2



h (Bu ) du .



Although these two facts are of course not sufficient to guarantee that (1.3) holds when κ = 2, they however roughly explain why it is true. Now, let us go back to the general case, that is, the case where B is a fractional Brownian motion of index H ∈ (0, 1/2). In the sequel, we will show (see Lemmas 2.2 and 2.3 for precise statements) that E



n−1  k=0 







h(Bk/n )[n



2H



(Bk/n ) − 1] ≈ 14 n−2H 2



n−1  k=0



E[h (Bk/n )],
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and, when H ∈ (0, 1/4): E



n−1 



2 



h(Bk/n )[n2H (Bk/n )2 − 1]



k=0



≈



n−1 



1 −4H 16 n



E[h (Bk/n )h (B/n )]



k,=0



≈



1 2−4H E 16 n 



 







[0,1]2











h (Bu )h (Bv ) du dv .



This explains the convergence (1.9). At the opposite, when H ∈ (1/4, 1/2), one can prove that E



n−1 



2 



h(Bk/n )[n



2H



≈ σH2 nE



(Bk/n ) − 1] 2 



 1 0



k=0



 2



h (Bu ) du .







2H 2 Thus, when H ∈ (1/4, 1/2), the quantity n−1 k=0 h(Bk/n )[n (Bk/n ) − 1] behaves as in the standard Brownian motion case, at least for the first- and secondorder moments. In particular, one can expect that the following convergence holds when H ∈ (1/4, 1/2): as n → ∞,



(1.11)



 1 n−1 Law √ h(Bk/n )[n2H (Bk/n )2 − 1] −→ σH n k=0



 1 0



h(Bs ) dWs ,



with W a standard Brownian motion independent of B. In fact, in the sequel of the present paper, which is a joint work with Nualart and Tudor [12], we show that (1.11) is true and we also investigate the case where H ≥ 3/4. Finally, let us remark that, of course, convergence (1.9) agrees with convergence (1.5). Indeed, we have 2H − 1 < −1/2 if and only if H < 1/4 (it is another fact explaining the condition H < 1/4 in the first point of Theorem 1.1). Thus, (1.9) with h ≡ 1 is actually a corollary of (1.5). Similarly, (1.10) agrees with (1.5), since we have 3H − 1 < −1/2 if and only if H < 1/6 (it explains the condition H < 1/6 in the second point of Theorem 1.1). Now, the rest of our article is devoted to the proof of Theorem 1.1. Instead of the pedestrian technique performed in [6] (as their authors called it themselves), we stress the fact that we chose here a more elegant way via Malliavin calculus. It can be viewed as another novelty of this paper. 2. Proof of the main result. 2.1. Notation and preliminaries. We begin by briefly recalling some basic facts about stochastic calculus with respect to a fractional Brownian motion. One
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may refer to [14] for further details. Let B = (Bt )t∈[0,1] be a fractional Brownian motion with Hurst parameter H ∈ (0, 1/2) defined on a probability space (, A , P ). We mean that B is a centered Gaussian process with the covariance function E(Bs Bt ) = RH (s, t), where RH (s, t) = 12 (t 2H + s 2H − |t − s|2H ).



(2.1)



We denote by E the set of step R-valued functions on [0, 1]. Let H be the Hilbert space defined as the closure of E with respect to the scalar product 







1[0,t] , 1[0,s] H = RH (t, s).



We denote by | · |H the associate norm. The mapping 1[0,t] → Bt can be extended to an isometry between H and the Gaussian space H1 (B) associated with B. We denote this isometry by ϕ → B(ϕ). Let S be the set of all smooth cylindrical random variables, that is, of the form F = f (B(φ1 ), . . . , B(φn )) where n ≥ 1, f : Rn → R is a smooth function with compact support and φi ∈ H. The Malliavin derivative of F with respect to B is the element of L2 (, H) defined by Ds F =



n  ∂f i=1



∂xi



(B(φ1 ), . . . , B(φn ))φi (s),



s ∈ [0, 1].



In particular Ds Bt = 1[0,t] (s). As usual, D1,2 denotes the closure of the set of smooth random variables with respect to the norm F 21,2 = E[F 2 ] + E[|D·F |2H ]. The Malliavin derivative D verifies the following chain rule: if ϕ : Rn → R is continuously differentiable with a bounded derivative, and if (Fi )i=1,...,n is a sequence of elements of D1,2 , then ϕ(F1 , . . . , Fn ) ∈ D1,2 and we have, for any s ∈ [0, 1]: Ds ϕ(F1 , . . . , Fn ) =



n  ∂ϕ



∂xi i=1



(F1 , . . . , Fn )Ds Fi .



The divergence operator I is the adjoint of the derivative operator D. If a random variable u ∈ L2 (, H) belongs to the domain of the divergence operator, that is, if it verifies |EDF, uH | ≤ cu F L2



for any F ∈ S ,



then I (u) is defined by the duality relationship E(F I (u)) = EDF, uH , for every F ∈ D1,2 .
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2.2. Proof of (1.9). In this section, we assume that H ∈ (0, 1/4). For simplicity, we note δk/n = 1[k/n,(k+1)/n]



and



εk/n = 1[0,k/n] .



Also C will denote a generic constant that can be different from line to line. We first need three lemmas. The proof of the first one follows directly from a convexity argument: L EMMA 2.1.



For any x ≥ 0, we have 0 ≤ (x + 1)2H − x 2H ≤ 1.



L EMMA 2.2.



For h, g : R → R verifying (H2 ), we have



n−1 



E{h(Bk/n )g(B/n )[n2H (Bk/n )2 − 1]}



k,=0



(2.2)



= 14 n−2H



n−1 



E{h (Bk/n )g(B/n )} + o(n2−2H ).



k,=0



P ROOF.



For 0 ≤ , k ≤ n − 1, we can write



E{h(Bk/n )g(B/n )n2H (Bk/n )2 } = E{h(Bk/n )g(B/n )n2H Bk/n I (δk/n )} = E{h (Bk/n )g(B/n )n2H Bk/n }εk/n , δk/n H + E{h(Bk/n )g (B/n )n2H Bk/n }ε/n , δk/n H + E{h(Bk/n )g(B/n )}. Thus, n−2H E{h(Bk/n )g(B/n )[n2H (Bk/n )2 − 1]} = E{h (Bk/n )g(B/n )I (δk/n )}εk/n , δk/n H (2.3)



+ E{h(Bk/n )g (B/n )I (δk/n )}ε/n , δk/n H = E{h (Bk/n )g(B/n )}εk/n , δk/n 2H + 2E{h (Bk/n )g (B/n )}εk/n , δk/n H ε/n , δk/n H + E{h(Bk/n )g (B/n )}ε/n , δk/n 2H .



But 



(2.4)







εk/n , δk/n H = 12 n−2H (k + 1)2H − k 2H − 1 , 







ε/n , δk/n H = 12 n−2H (k + 1)2H − k 2H − | − k − 1|2H + | − k|2H .
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In particular,



(2.5)



  εk/n , δk/n 2 − 1 n−4H  H 4   2   =  14 n−4H (k + 1)2H − k 2H − 2 (k + 1)2H − k 2H  2H 2H  3 −4H 



≤ 4n



(k + 1)



−k



by Lemma 2.1.



Consequently, under (H2 ): n



n−1 



  E{h (Bk/n )g(B/n )} εk/n , δk/n 2 − 1 n−4H  H 4



2H



k,=0



≤ Cn1−2H



n−1 











(k + 1)2H − k 2H = Cn.



k=0



Similarly, using again Lemma 2.1, we deduce |εk/n , δk/n H ε/n , δk/n H | + |ε/n , δk/n 2H | 











≤ Cn−4H |(k + 1)2H − k 2H | + | − k|2H − | − k − 1|2H  . Since, obviously n−1 



 | − k|2H − | − k − 1|2H  ≤ Cn2H +1 ,



(2.6)



k,=0



we obtain, again under (H2 ): n2H



n−1 







|2E{h (Bk/n )g (B/n )}εk/n , δk/n H ε/n , δk/n H |



k,=0







+ |E{h(Bk/n )g (B/n )}ε/n , δk/n 2H | ≤ Cn. Finally, recalling that H < 1/4 < 1/2, equality (2.2) follows since n = o(n2−2H ).  L EMMA 2.3. n−1 



(2.7)



For h, g : R → R verifying (H4 ), we have



E{h(Bk/n )g(B/n )[n2H (Bk/n )2 − 1][n2H (B/n )2 − 1]}



k,=0



=



1 −4H 16 n



n−1  k,=0



E{h (Bk/n )g (B/n )} + o(n2−4H ).
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P ROOF.



For 0 ≤ , k ≤ n − 1, we can write



E{h(Bk/n )g(B/n )[n2H (Bk/n )2 − 1]n2H (B/n )2 } = E{h(Bk/n )g(B/n )[n2H (Bk/n )2 − 1]n2H B/n I (δ/n )} = E{h (Bk/n )g(B/n )[n2H (Bk/n )2 − 1]n2H B/n }εk/n , δ/n H + E{h(Bk/n )g (B/n )[n2H (Bk/n )2 − 1]n2H B/n }ε/n , δ/n H + 2E{h(Bk/n )g(B/n )n4H Bk/n B/n }δk/n , δ/n H + E{h(Bk/n )g(B/n )[n2H (Bk/n )2 − 1]}. Thus, E{h(Bk/n )g(B/n )[n2H (Bk/n )2 − 1][n2H (B/n )2 − 1]} = E{h (Bk/n )g(B/n )[n2H (Bk/n )2 − 1]n2H I (δ/n )}εk/n , δ/n H + E{h(Bk/n )g (B/n )[n2H (Bk/n )2 − 1]n2H I (δ/n )}ε/n , δ/n H + 2E{h(Bk/n )g(B/n )n4H Bk/n I (δ/n )}δk/n , δ/n H = n2H E{h (Bk/n )g(B/n )[n2H (Bk/n )2 − 1]}εk/n , δ/n 2H + 2n2H E{h (Bk/n )g (B/n )[n2H (Bk/n )2 − 1]} × εk/n , δ/n H ε/n , δ/n H + 4n4H E{h (Bk/n )g(B/n )Bk/n }εk/n , δ/n H δk/n , δ/n H + 4n4H E{h(Bk/n )g (B/n )Bk/n }ε/n , δ/n H δk/n , δ/n H + 2n4H E{h(Bk/n )g(B/n )}δk/n , δ/n 2H + n2H E{h(Bk/n )g (B/n )[n2H (Bk/n )2 − 1]}ε/n , δ/n 2H 



6 



Aik,,n .



i=1







i 2−4H ). Let us first We claim that, for 1 ≤ i ≤ 5, we have n−1 k,=0 |Ak,,n | = o(n consider the case where i = 1. By using Lemma 2.1, we deduce that



n2H εk/n , δ/n H =



2H 1 2 ( + 1)



− 2H − | − k + 1|2H + | − k|2H







is bounded. Consequently, under (H4 ): |A1k,,n | ≤ C|εk/n , δ/n H |. As in the proof of Lemma 2.2 [see more precisely inequality (2.6)], this yields n−1 1 1 k,=0 |Ak,,n | ≤ Cn. Since H < 1/4, we finally obtain k,=0 |Ak,,n | =



n−1
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o(n2−4H ). Similarly, by using the fact that n2H ε/n , δ/n H is bounded, we prove  2 2−4H ). that n−1 k,=0 |Ak,,n | = o(n Now, let us consider the case of Aik,,n for i = 5, the cases where i = 3, 4 being similar. Again by Lemma 2.1, we have that n2H δk/n , δ/n H = 12 (|k −  + 1|2H + |k −  − 1|2H − 2|k − |2H ) is bounded. Consequently, under (H4 ): |A5k,,n | ≤ C(|k −  + 1|2H + |k −  − 1|2H − 2|k − |2H ). But, since H < 1/2, we have n−1 



(|k −  + 1|2H + |k −  − 1|2H − 2|k − |2H )



k,=0 +∞ 



=



(|p + 1|2H + |p − 1|2H − 2|p|2H )



p=−∞



× [(n − 1) ∧ (n − 1 − p) − 0 ∨ (−p)] n−1



≤ Cn.



This yields k,=0 |A5k,,n | ≤ Cn = o(n2−4H ), again since H < 1/4. It remains to consider the term with A6k,,n . By replacing g by g in identity (2.3) and by using arguments similar to those in the proof of Lemma 2.2, we can write, under (H4 ): n−1 



A6k,,n = n4H



k,=0



n−1 



E{h (Bk/n )g (B/n )}εk/n , δk/n 2H ε/n , δ/n 2H



k,=0



+ o(n2−4H ). But, from Lemma 2.1 and equality (2.4), we deduce



  εk/n , δk/n 2 ε/n , δ/n 2 − 1 n−8H  H H 16 −8H  2H 2H



(2.8)



≤ Cn



(k + 1)



−k







+ ( + 1)2H − 2H .



Thus, n4H



n−1 



 εk/n , δk/n 2 ε/n , δ/n 2 − 1 n−8H  ≤ Cn1−2H = o(n2−4H ), H H 16



k,=0



since H < 1/4 < 1/2. This yields, under (H4 ): n−1  k,=0



A6k,,n =



1 −4H 16 n



n−1  k,=0



and the proof of Lemma 2.3 is done.



E{h (Bk/n )g (B/n )} + o(n2−4H ),
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We are now in position to prove (1.9). Using Lemma 2.3, we have on one hand: 



E n



2H −1



n−1  



2



h(Bk/n )[n



2H



(Bk/n ) − 1] 2



k=0



= n4H −2



n−1 



E{h(Bk/n )h(B/n )



k,=0



(2.9)



× [n2H (Bk/n )2 − 1][n2H (B/n )2 − 1]} =



n−1 



1 −2 16 n



E{h (Bk/n )h (B/n )} + o(1).



k,=0



Using Lemma 2.2, we have on the other hand: 



E n



2H −1



n−1 



h(Bk/n )[n



k=0



=



(2.10)



n−1 



2H 







1  (Bk/n ) − 1] × h (B/n ) 4n  2



E{h(Bk/n )h (B/n )[n2H (Bk/n )2 − 1]}



k,=0



=



 1 −2 n−1 E{h (Bk/n )h (B/n )} + o(1). n 16 k,=0



Now, we easily deduce (1.9). Indeed, thanks to (2.9)–(2.10), we obtain, by developing the square: 



E



n



2H −1



n−1 



2 



h(Bk/n )[n



k=0



2H



 1 n−1 (Bk/n ) − 1] − h (Bk/n ) 4n k=0







2



L2



n−1 1 1 as n → ∞. Since 4n k=0 h (Bk/n )−→ 4 proved that (1.9) holds. 



−→ 0,



 1 0 h (Bu ) du as n → ∞, we finally



2.3. Proof of (1.10). In this section, we assume that H ∈ (0, 1/6). We keep the same notations as in Section 2.2. We first need two technical lemmas. L EMMA 2.4. n3H



For h, g : R → R verifying (H3 ), we have n−1 



E{h(Bk/n )g(B/n )(Bk/n )3 }



k,=0



(2.11)



= − 32 n−H



n−1  k,=0



E{h (Bk/n )g(B/n )}
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− 18 n−3H



n−1 



E{h (Bk/n )g(B/n )} + o(n2−3H ).



k,=0



P ROOF.



For 0 ≤ , k ≤ n − 1, we can write



n3H E{h(Bk/n )g(B/n )(Bk/n )3 } = n3H E{h(Bk/n )g(B/n )(Bk/n )2 I (δk/n )} = n3H E{h (Bk/n )g(B/n )(Bk/n )2 }εk/n , δk/n H + n3H E{h(Bk/n )g (B/n )(Bk/n )2 }ε/n , δk/n H + 2nH E{h(Bk/n )g(B/n )Bk/n } = n3H E{h (Bk/n )g(B/n )Bk/n }εk/n , δk/n 2H + 2n3H E{h (Bk/n )g (B/n )Bk/n }εk/n , δk/n H ε/n , δk/n H + 3nH E{h (Bk/n )g(B/n )}εk/n , δk/n H (2.12)



+ n3H E{h(Bk/n )g (B/n )Bk/n }ε/n , δk/n 2H + 3nH E{h(Bk/n )g (B/n )}ε/n , δk/n H = n3H E{h (Bk/n )g(B/n )}εk/n , δk/n 3H + 3n3H E{h (Bk/n )g (B/n )}εk/n , δk/n 2H ε/n , δk/n H + 3n3H E{h (Bk/n )g (B/n )}εk/n , δk/n H ε/n , δk/n 2H + 3nH E{h (Bk/n )g(B/n )}εk/n , δk/n H + n3H E{h(Bk/n )g (B/n )}ε/n , δk/n 3H + 3nH E{h(Bk/n )g (B/n )}ε/n , δk/n H 



6 



i Bk,,n .



i=1







i 2−3H ) for i = 2, 3, 5, 6. Let us first consider We claim that n−1 k,=0 |Bk,,n | = o(n the cases where i = 2 and i = 6. Using Lemma 2.1 and equality (2.4), we have















|ε/n , δk/n H | ≤ n−2H (k + 1)2H − k 2H + | − k − 1|2H − | − k|2H  and |εk/n , δk/n H |2 |ε/n , δk/n H | 











≤ Cn−6H (k + 1)2H − k 2H + | − k − 1|2H − | − k|2H  .
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This yields, under (H3 ): n−1 



2 |Bk,,n | ≤ Cn1−H = o(n2−3H )



since H < 1/6 < 1/2,



6 |Bk,,n | ≤ Cn1+H = o(n2−3H )



since H < 1/6 < 1/4.



k,=0 n−1  k,=0







i 2−3H ) for i = 3 and 5. Similarly, we prove that n−1 k,=0 |Bk,,n | = o(n 1 4 . From Lemma 2.1 and It remains to consider the terms with Bk,,n and Bk,,n equality (2.4), we deduce



    εk/n , δk/n H + 1 n−2H  ≤ n−2H (k + 1)2H − k 2H , 2     εk/n , δk/n 3 + 1 n−6H  ≤ Cn−6H (k + 1)2H − k 2H .



(2.13) (2.14)



H



8



Thus, since H < 1/6, nH



n−1 



 εk/n , δk/n H + 1 n−2H  ≤ n1+H = o(n2−3H ), 2



k,=0



n3H



n−1 



 εk/n , δk/n 3 + 1 n−6H  ≤ Cn1−H = o(n2−3H ). H 8



k,=0



This yields, under (H3 ): n−1  k,=0 n−1 



n−1 



4 Bk,,n = − 32 n−H



E{h (Bk/n )g(B/n )} + o(n2−3H ),



k,=0 1 Bk,,n = − 18 n−3H



k,=0



n−1 



E{h (Bk/n )g(B/n )} + o(n2−3H ),



k,=0



and the proof of Lemma 2.4 is done.  L EMMA 2.5. n6H



For h, g : R → R verifying (H6 ), we have n−1 



E{h(Bk/n )g(B/n )(Bk/n )3 (B/n )3 }



k,=0



= 94 n−2H



n−1 



E{h (Bk/n )g (B/n )}



k,=0



(2.15)



+



3 −4H 16 n



n−1  k,=0



E{h (Bk/n )g (B/n )}
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+



3 −4H 16 n



n−1 



E{h (Bk/n )g (B/n )}



k,=0



+



1 −6H 64 n



n−1 



E{h (Bk/n )g (B/n )} + o(n2−6H ).



k,=0



P ROOF.



For 0 ≤ , k ≤ n − 1, we can write



n6H E{h(Bk/n )g(B/n )(Bk/n )3 (B/n )3 } = n6H E{h(Bk/n )g(B/n )(Bk/n )3 (B/n )2 I (δ/n )} = n6H E{h (Bk/n )g(B/n )(Bk/n )3 (B/n )2 }εk/n , δ/n H + n6H E{h(Bk/n )g (B/n )(Bk/n )3 (B/n )2 }ε/n , δ/n H + 3n6H E{h(Bk/n )g(B/n )(Bk/n )2 (B/n )2 }δk/n , δ/n H + 2n4H E{h(Bk/n )g(B/n )(Bk/n )3 B/n } = n6H E{h (Bk/n )g(B/n )(Bk/n )3 B/n }εk/n , δ/n 2H + 2n6H E{h (Bk/n )g (B/n )(Bk/n )3 B/n }εk/n , δ/n H ε/n , δ/n H + 6n6H E{h (Bk/n )g(B/n )(Bk/n )2 B/n }εk/n , δ/n H δk/n , δ/n H + 3n4H E{h (Bk/n )g(B/n )(Bk/n )3 }εk/n , δ/n H + n6H E{h(Bk/n )g (B/n )(Bk/n )3 B/n }ε/n , δ/n 2H + 6n6H E{h(Bk/n )g (B/n )(Bk/n )2 B/n }ε/n , δ/n H δk/n , δ/n H + 3n4H E{h(Bk/n )g (B/n )(Bk/n )3 }ε/n , δ/n H + 6n6H E{h(Bk/n )g(B/n )Bk/n B/n }δk/n , δ/n 2H + 9n4H E{h(Bk/n )g(B/n )(Bk/n )2 }δk/n , δ/n H = n6H E{h (Bk/n )g(B/n )(Bk/n )3 }εk/n , δ/n 3H + 3n6H E{h (Bk/n )g (B/n )(Bk/n )3 }εk/n , δ/n 2H ε/n , δ/n H + 9n6H E{h (Bk/n )g(B/n )(Bk/n )2 }εk/n , δ/n 2H δk/n , δ/n H + 3n6H E{h (Bk/n )g (B/n )(Bk/n )3 }εk/n , δ/n H ε/n , δ/n 2H + 12n6H E{h (Bk/n )g (B/n )(Bk/n )2 } × εk/n , δ/n H ε/n , δ/n H δk/n , δ/n H + 12n6H E{h (Bk/n )g (B/n )Bk/n }εk/n , δ/n H δk/n , δ/n 2H
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+ 3n4H E{h (Bk/n )g(B/n )(Bk/n )3 }εk/n , δ/n H + n6H E{h(Bk/n )g (B/n )(Bk/n )3 }ε/n , δ/n 3H + 9n6H E{h(Bk/n )g (B/n )(Bk/n )2 }ε/n , δ/n 2H δk/n , δ/n H + 18n6H E{h(Bk/n )g (B/n )Bk/n }ε/n , δ/n H δk/n , δ/n 2H + 3n4H E{h(Bk/n )g (B/n )(Bk/n )3 }ε/n , δ/n H + 6n6H E{h (Bk/n )g(B/n )Bk/n }εk/n , δ/n H δk/n , δ/n 2H + 6n6H E{h(Bk/n )g(B/n )(Bk/n )2 }δk/n , δ/n 3H + 9n4H E{h(Bk/n )g(B/n )(Bk/n )2 }δk/n , δ/n H . To obtain (2.15), we develop the right-hand side of the previous identity in the same way as for the obtention of (2.12). Then, only the terms containing β εk/n , δk/n αH ε/n , δ/n H , for α, β ≥ 1, have a contribution in (2.15), as we can check by using (2.5), (2.8), (2.13) and (2.14). The other terms are o(n2−6H ). Details are left to the reader.  We are now in position to prove (1.10). Using Lemmas 2.4 and 2.5, we have on one hand 



E



n



3H −1



n−1 







2 



h(Bk/n )n



3H



(Bk/n ) + 3



−H  3 2 h (Bk/n )n



k=0



= n6H −2



n−1 







E h(Bk/n )n3H (Bk/n )3 + 32 h (Bk/n )n−H



k,=0



(2.16)







× h(B/n )n3H (B/n )3 + 32 h (B/n )n−H =



1 −2 64 n



n−1 



E{h (Bk/n )h (B/n )} + o(1).



k,=0



On the other hand, we have, by Lemma 2.4: 



E n



3H −1



n−1 



h(Bk/n )n



3H



k=0



3 (Bk/n ) + h (Bk/n )n−H 2







3 







−1  × h (B/n ) 8n  



(2.17)







 n3H −2 n−1 =− E h(Bk/n )h (B/n )n3H (Bk/n )3 8 k,=0
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3 + h (Bk/n )h (B/n )n−H 2 =







 1 −2 n−1 n E{h (Bk/n )h (B/n )} + o(1). 64 k,=0



Now, we easily deduce (1.10). Indeed, thanks to (2.16)–(2.17), we obtain, by developing the square: 



E



n



3H −1



n−1 



h(Bk/n )n



k=0



3H



3 (Bk/n ) + h (Bk/n )n−H 2







3



2 



 1 n−1 + h (Bk/n ) 8n k=0



−→ 0 as n → ∞.







L2



n−1 1 1 Since − 8n k=0 h (Bk/n ) −→ − 8 that (1.10) holds.



 1 0 h (Bu ) du as n → ∞, we finally proved



Acknowledgment. I want to thank the anonymous referee whose remarks and suggestions greatly improved the presentation of my paper. REFERENCES [1] B REUER , P. and M AJOR , P. (1983). Central limit theorems for nonlinear functionals of Gaussian fields. J. Multivariate Anal. 13 425–441. MR716933 [2] C ORCUERA , J. M., N UALART, D. and W OERNER , J. H. C. (2006). Power variation of some integral fractional processes. Bernoulli 12 713–735. MR2248234 [3] D OBRUSHIN , R. L. and M AJOR , P. (1979). Non-central limit theorems for nonlinear functionals of Gaussian fields. Z. Wahrsch. Verw. Gebiete 50 27–52. MR550122 [4] G IRAITIS , L. and S URGAILIS , D. (1985). CLT and other limit theorems for functionals of Gaussian processes. Z. Wahrsch. Verw. Gebiete 70 191–212. MR799146 [5] G RADINARU , M. and N OURDIN , I. (2007). Weighted power variations of fractional Brownian motion and application to approximating schemes. Preprint. [6] G RADINARU , M., RUSSO , F. and VALLOIS , P. (2003). Generalized covariations, local time and Stratonovich Itô’s formula for fractional Brownian motion with Hurst index H ≥ 14 . Ann. Probab. 31 1772–1820. MR2016600 [7] JACOD , J. (1994). Limit of random measures associated with the increments of a Brownian semimartingale. Preprint (revised version, unpublished manuscript). [8] K HOSHNEVISAN , D. and L EWIS , T. M. (1999). Iterated Brownian motion and its intrinsic skeletal structure. In Seminar on Stochastic Analysis, Random Fields and Applications (Ascona, 1996). Progr. Probab. 45 201–210. Birkhäuser, Basel. MR1712242 [9] L EÓN , J. and L UDEÑA , C. (2007). Limits for weighted p-variations and likewise functionals of fractional diffusions with drift. Stochastic Process. Appl. 117 271–296. MR2290877 [10] N EUENKIRCH , A. and N OURDIN , I. (2007). Exact rate of convergence of some approximation schemes associated to SDEs driven by a fractional Brownian motion. J. Theoret. Probab. 20 871–899. MR2359060



WEIGHTED QUADRATIC AND CUBIC VARIATIONS OF FBM



2175



[11] N OURDIN , I. (2007). A simple theory for the study of SDEs driven by a fractional Brownian motion, in dimension one. Sém. Probab. XLI. To appear. [12] N OURDIN , I., N UALART, D. and T UDOR , C. A. (2007). Central and non-central limit theorems for weighted power variations of fractional Brownian motion. Preprint. [13] N OURDIN , I. and P ECCATI , G. (2008). Weighted power variations of iterated Brownian motion. Electron. J. Probab. 13 1229–1256. [14] N UALART, D. (2003). Stochastic integration with respect to fractional Brownian motion and applications. In Stochastic Models (Mexico City, 2002). Contemp. Math. 336 3–39. Amer. Math. Soc., Providence, RI. MR2037156 [15] S WANSON , J. (2007). Variations of the solution to a stochastic heat equation. Ann. Probab. 35 2122–2159. MR2353385 [16] TAQQU , M. S. (1979). Convergence of integrated processes of arbitrary Hermite rank. Z. Wahrsch. Verw. Gebiete 50 53–83. MR550123 L ABORATOIRE DE P ROBABILITÉS ET M ODÈLES A LÉATOIRES U NIVERSITÉ PARIS VI B OÎTE COURRIER 188 75252 PARIS C EDEX 05 F RANCE E- MAIL : [email protected]



























[image: Å½ . Å½ - Project Euclid]
Å½ . Å½ - Project Euclid












[image: Bayesian nonparametric estimation and consistency of ... - Project Euclid]
Bayesian nonparametric estimation and consistency of ... - Project Euclid












[image: Principal ideals of numerical semigroups - Project Euclid]
Principal ideals of numerical semigroups - Project Euclid












[image: Stein's method and Normal approximation of Poisson ... - Project Euclid]
Stein's method and Normal approximation of Poisson ... - Project Euclid












[image: Bayesian nonparametric estimation and consistency of ... - Project Euclid]
Bayesian nonparametric estimation and consistency of ... - Project Euclid












[image: Gravity in Non-Commutative Geometry - Project Euclid]
Gravity in Non-Commutative Geometry - Project Euclid












[image: Combinatorial exchange mechanisms for efficient ... - Project Euclid]
Combinatorial exchange mechanisms for efficient ... - Project Euclid












[image: Asymptotic behavior of RA-estimates in autoregressive ...]
Asymptotic behavior of RA-estimates in autoregressive ...












[image: Asymptotic Behavior of Small Ball Probabilities MA ...]
Asymptotic Behavior of Small Ball Probabilities MA ...












[image: Two-Dimensional Lorentz-Weyl Anomaly and ... - Project Euclid]
Two-Dimensional Lorentz-Weyl Anomaly and ... - Project Euclid












[image: RANDOM WALK ON A DISCRETE TORUS AND RAN - Project Euclid]
RANDOM WALK ON A DISCRETE TORUS AND RAN - Project Euclid












[image: Entropy of random walk range on uniformly transient ... - Project Euclid]
Entropy of random walk range on uniformly transient ... - Project Euclid












[image: Logarithmic components of the vacant set for random ... - Project Euclid]
Logarithmic components of the vacant set for random ... - Project Euclid












[image: Interacting growth processes and invariant percolation - Project Euclid]
Interacting growth processes and invariant percolation - Project Euclid












[image: Martingale structure of Skorohod integral processes - Project Euclid]
Martingale structure of Skorohod integral processes - Project Euclid












[image: New Asymptotic Behavior of the Surface-Atom Force ...]
New Asymptotic Behavior of the Surface-Atom Force ...












[image: On the uniform convergence of random series in ... - Project Euclid]
On the uniform convergence of random series in ... - Project Euclid












[image: A FUNCTIONAL VERSION OF THE BIRKHOFF ... - Project Euclid]
A FUNCTIONAL VERSION OF THE BIRKHOFF ... - Project Euclid












[image: A FUNCTIONAL VERSION OF THE BIRKHOFF ... - Project Euclid]
A FUNCTIONAL VERSION OF THE BIRKHOFF ... - Project Euclid












[image: a theory of ruled surfaces in e4 - Project Euclid]
a theory of ruled surfaces in e4 - Project Euclid












[image: a theory of ruled surfaces in e4 - Project Euclid]
a theory of ruled surfaces in e4 - Project Euclid















Asymptotic behavior of weighted quadratic and cubic ... - Project Euclid






A i k,l,n. We claim that, for 1 â‰¤ i â‰¤ 5, we have. âˆ‘nâˆ’1 k,l=0 |Ai k,l,n| = o(n2âˆ’4H ). Let us first consider the case where i = 1. By using Lemma 2.1, we deduce that n. 






 Download PDF 



















 170KB Sizes
 1 Downloads
 229 Views








 Report























Recommend Documents







[image: alt]





Å½ . Å½ - Project Euclid 

doubly geometric error process Martin 1979 is. 1. 2 py1. 2 py2. 1. 1. 3 s m. Å½ . . . . . . 2. 2 ...... a 2 p-rowed semibalanced array gives a universally optimal design.














[image: alt]





Bayesian nonparametric estimation and consistency of ... - Project Euclid 

Specifically, for non-panel data models, we use, as a prior for G, a mixture ...... Wishart distribution with parameters Î½0 + eKâˆ— j and. Î½0S0 + eKâˆ— j. Sj + R(Â¯Î². âˆ—.














[image: alt]





Principal ideals of numerical semigroups - Project Euclid 

pretation in this context and it is from there that their names are taken. ... dimensional local domain is Gorenstein (respectively Kunz) if and only if its value ...... cours donnÃ© par O. Zariski au Centre de Math. de L'Ã‰cole Polytechnique, Paris.














[image: alt]





Stein's method and Normal approximation of Poisson ... - Project Euclid 

tion) kernel on Zp+qâˆ’râˆ’l, which reduces the number of variables in the product ..... Now fix z âˆˆ Z. There are three possible cases: (i) z /âˆˆ A and z /âˆˆ B, (ii) z âˆˆ A,.














[image: alt]





Bayesian nonparametric estimation and consistency of ... - Project Euclid 

provide a discussion focused on applications to marketing. The GML model is popular ..... One can then center ËœG on a parametric model like the GML in (2) by taking F to have normal density Ï†(Î²|Î¼,Ï„). ...... We call Ë†q(x) and q0(x) the estimated














[image: alt]





Gravity in Non-Commutative Geometry - Project Euclid 

]R. In order to introduce a notion of metric on a non-commutative space, we must try to define an analogue of the tangent- or cotangent bundle over a manifold ...














[image: alt]





Combinatorial exchange mechanisms for efficient ... - Project Euclid 

bandwidth to network service providers. As is well-known, ... 1. Introduction. Communication networks have increased in scale and hetero- geneity. There are ...














[image: alt]





Asymptotic behavior of RA-estimates in autoregressive ... 

article (e.g. in Word or Tex form) to their personal website or institutional ..... The least square estimator of /0 based on ËœXM, with domain Ì‚M âŠ‚ is defined as the ...














[image: alt]





Asymptotic Behavior of Small Ball Probabilities MA ... 

The typical problem of the small ball probabilities is to investigate the asymptotic behavior of P{||X|| < r}, r â†’ 0, for a random vector X taking values in a normed space. As a generic example, take a sample path of a ran- dom function as X and co














[image: alt]





Two-Dimensional Lorentz-Weyl Anomaly and ... - Project Euclid 

theory of incompressible, chiral quantum fluids, in particular of two-dimensional electron fluids in a transverse, external magnetic field encountered in studies of ...














[image: alt]





RANDOM WALK ON A DISCRETE TORUS AND RAN - Project Euclid 

... of [9], the interlacement at level u â‰¥ 0 is the trace left on Zd by a cloud of ... forms of functions of finite support on Zd taking the value 1 on A, resp. as the ...














[image: alt]





Entropy of random walk range on uniformly transient ... - Project Euclid 

Let G be a uniformly transient graph with bounded degrees. Then lim inf ... In addition, let |âˆ‚eB(x, r)| be the number of vertices at distance r + 1 from x âˆˆ V with respect to the usual .... The cardinality of any set A is denoted by |A|, the lar














[image: alt]





Logarithmic components of the vacant set for random ... - Project Euclid 

choice of a sufficiently large constant c0 > 0 is crucial in the definition of the ... the d-dimensional integer torus E = (Z/NZ)d for a sufficiently large dimension d and ...














[image: alt]





Interacting growth processes and invariant percolation - Project Euclid 

tence of an infinite cluster in an invariant percolation on a tree. Our approach ... processes and the existence of infinite clusters in percolation on trees. This con-.














[image: alt]





Martingale structure of Skorohod integral processes - Project Euclid 

tegrand u is sufficiently regular) coincides with the set of Skorohodâ€“ItÃ´ integrals, .... The following result shows that BF is in some sense dense in the class of ...














[image: alt]





New Asymptotic Behavior of the Surface-Atom Force ... 

Sep 7, 2005 - Green function Gik !; ra; rb where K is the component of .... TS=600K ; TE=300K (solid, lower). FIG. 1. Surface-atom potential energy. Vneq z.














[image: alt]





On the uniform convergence of random series in ... - Project Euclid 

obtain explicit representations of the jump process, and of related path func- ...... dr. Then, with probability 1 as u â†’ âˆž,. Y u. (t) â†’ Y(t). (3.4) uniformly in t âˆˆ [0,1], ...














[image: alt]





A FUNCTIONAL VERSION OF THE BIRKHOFF ... - Project Euclid 

for a long time proved to be a useful tool in several areas, such as mechanics, .... Given a sequence (Bi)iâ‰¥1 in B(E) and a sequence (mi)iâ‰¥1 of real-valued.














[image: alt]





A FUNCTIONAL VERSION OF THE BIRKHOFF ... - Project Euclid 

Most of the time the integral functional (also called the mean functional) Eg(Y,x) cannot be explicitly calculated, but can be approximated through sampling methods [see. Birge and Louveaux (1997), Chapter 10]. Note that much more general stochastic 














[image: alt]





a theory of ruled surfaces in e4 - Project Euclid 

tends to zero, the limit point of P (if there exist) is called the center of the generator and its orbit the curve of striction of the ruled surface. If r PQ lim-J-L. Î›V-+O Î”Î¸.














[image: alt]





a theory of ruled surfaces in e4 - Project Euclid 

Because Î›^Î¼ and Î»=â€”fl, Î¼=-fl (1. 7) implies .... holds under Î¼=0 and Î¼=â€”fl=Q, we get /2=0 or f2=I/(uâ€”p). Let us firstly .... TOKYO INSTITUTE OF TECHNOLOGY.


























×
Report Asymptotic behavior of weighted quadratic and cubic ... - Project Euclid





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















