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Abstract This article addresses the problem of bandwidth sharing in data center networks. A promising approach is the use of advance bandwidth reservation systems. However, reservation systems are generally based on deterministic models that assume users to have precise knowledge of their demands, which is unlikely. Deviating from this, we propose a new model that allows a user to specify flexible bandwidth demands. A provider (in this model) is to reserve minimum bandwidth for the entire duration of an accepted request, while allocating additional bandwidth for a fraction of the duration, such that the fraction is within a ‘flexibility range’ specified in the request. We tie up the model with differential pricing, and formulate bandwidth allocation as a two-phase optimization problem. The solution to the problem defines bandwidth profiles for accepted requests while maximizing revenue for providers. We show that problems in both phases are N P-hard, and develop computationally fast algorithms for the two phases. Numerical studies demonstrate that, in comparison to the deterministic model, our model brings down the number of rejected requests significantly, while increasing revenue for providers. Keywords: data center, bandwidth, reservation, pricing 1. Introduction The growth of multi-tenant data centers depends on the ability to guarantee performance to tenants, which in turn depends on the resource-sharing I
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policies deployed in data centers. An important resource in a data center is the network bandwidth, required for communication between VMs (virtual machines) of a tenant. Lack of bandwidth guarantees, even while computational and storage resources are guaranteed, can severely impact the performance of applications running on VMs in a data center [2]. Bandwidth guarantees are also required on the links connecting the Cloud to the Internet, as multiple tenants may stream data from Cloud to remote hosts. Bandwidth sharing in networks has remained an important problem for decades. While for the Internet, the different design and deployment challenges are due to fairness (depending on the definition) in sharing, the heterogeneity of traffic classes and technologies, span of routes and paths across multiple autonomous networks having different administrative controls, etc., the challenges form a smaller subset in the context of data centers. Importantly, a data center is usually under single administrative control (unlike the Internet), thereby making it easier to deploy new policies. Besides, a sharing policy needs to take into account only a few (and often fixed) number of links, that connect the servers on which the VMs are hosted (or the data center to the Internet). A promising approach for guaranteeing predictable performance is to use advance bandwidth reservation. In a system with advance reservation, a user submits request for bandwidth between two end-hosts, specifying a start time and duration for the reservation. An admission-controller decides to admit each request depending on the available bandwidth along the paths, and allocates the specified bandwidths for accepted requests, respecting their time constraints. Given its design, data centers are more suited for bandwidth reservation than the Internet. Yet a disadvantage with the traditional reservation systems persists in data centers too—users may not really be able to predict, both, the amount of bandwidth they require for communication between VMs, as well as the exact duration of communication. Instead, a tenant may have a good estimate of the minimum bandwidth required, and rough estimates of additional (or peak) bandwidth and duration, for satisfying its demand. Envisioning bandwidth-reservation capabilities in future data centers [3], this work takes steps to tackle the problems facing adaptation of advance bandwidth reservation in data center networks. We propose a new model for allocation of bandwidth to flexible demands in a data center. In this model, referred to as the flexible model, a tenant can specify, as part of its request, two bandwidth values between a pair of its VMs. One value is the minimum bandwidth required for communication; and the second is the peak bandwidth, specified along with a flexibility range. The model also allows a 2



tenant to specify an estimate of the duration instead of the actual duration. To the user of an accepted request, a bandwidth allocator has to provide three guarantees: (i) minimum bandwidth for the whole duration, (ii) peak bandwidth for a fraction of the duration such that the fraction is within the flexibility range specified in the request, and (iii) flexibility to terminate the request at a potentially different (but bounded) time. The flexibility range in a request determines the minimum and maximum fraction of the duration a request is willing to be allocated the peak bandwidth. In this work, we not only deviate considerably from the traditional assumptions on requests (by allowing a more flexible specification, in terms of both bandwidth and duration), but also move away from the conventional way of assigning a single bandwidth value to accepted requests; and instead, define bandwidth profiles for accepted requests. A bandwidth profile gives bandwidth values as a function of time (specifically, time slots). As users’ estimate of bandwidth depends also on the cost they incur, we tie up the model with pricing, in particular, with differential pricing; Section 3 defines the new flexible model as well as the pricing model. We formulate bandwidth allocation as a two-phase optimization problem in Section 4, such that the first phase decides on the admissibility of requests, and the second phase aims to maximize revenue by allocating additional bandwidth to the accepted requests. We show in Section 4.2, that problems in both phases are N P-hard. Section 5 develops fast algorithms for the phases; specifically, we propose two heuristics for the first phase, with different objectives. While a greedy heuristic aims to maximize utilization as greedily as possible, a balanced heuristic aims to spread out the allocated bandwidth in time. In Section 6, we conduct simulation-based studies to compare a deterministic allocation strategy that allocates bandwidth based on the traditional deterministic model against the bandwidth allocation strategies that allocate bandwidth based on our proposed flexible model. The studies demonstrate that our model brings down the number of rejected requests significantly, in comparison to the deterministic model, while allocating more bandwidth and thereby generating higher revenue for providers. Both the heuristics outperform the deterministic allocation strategy, with the balanced heuristic performing better than the greedy one. 2. Related works Bandwidth allocation is an extensively studied fundamental problem in the design of networks. In this context, advance resource reservation using
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admission control has been keenly studied for many years now, for example in [4]. In fact, the Integrated Services (IntServ) architecture [5], one of the earliest architectures developed for providing QoS guarantees in networks, defines a reservation protocol, RSVP [6], to reserve a fixed amount of bandwidth for an application or flow. The traditional deterministic model that our paper refers to, gives rise to what is known as the bandwidth allocation problem (BAP) in the literature. Given a set of requests for reserving bandwidth on a shared link, where each request specifies a start time, end time and a (single flat rate for) bandwidth (and possibly a weight/profit associated with it), the problem is to decide which requests to accept so as to maximize the profit [7]. BAP is a special case of the multi-dimensional knapsack problem, and is N P-hard. Literature also has works that study resource allocation with stochastic demands, for example [8] (and references therein), but they allow oversubscription of link capacity, making it different from the problem we address. There are other bandwidth reservation problems, such as the problem of transfer of deadline-constrained bulk data in grid networks [9], that can be solved using polynomial-time algorithms, as they turn out to be variants of the maximum concurrent flow problem. Increasing number of recent works on bandwidth allocation assume reservation capabilities in future data centers [3, 2, 10, 11]; but these consider pre-determined static rates for allocation. However, they highlight the importance of guaranteeing bandwidth to tenants of a data center. Turning to Cloud-bandwidth pricing, Ballani et al. introduced a pricing that is independent of the location of VMs of a tenant [12]. They decouple cost to tenants from the performance of the underlying network, such that the providers find incentives in improving performance. The link-sharing ensures a minimum bandwidth to each tenant (based on its quota) and distributes the spare bandwidth in proportion to tenants’ quotas. Niu et al. study pricing of Cloud bandwidth for VoD providers in [13]. They argue on the benefits of multiplexing bandwidth reservations using a broker at the same time providing performance guarantees. The market therefore has three players: the VoD providers, the Cloud service providers and the broker. Their analysis shows that the prices converge to a unique Nash equilibrium in a free market, and the equilibrium price of a VoD provider depends on demand burstiness as well as its correlation to the market demand. Observing the inability of tenants to accurately specify their requirements, another work studied the computationally challenging problem of determining the optimal policy for pricing Cloud bandwidth reservations 4



under uncertainty [14]. It proposed an agreement in which the system reserves a minimum bandwidth while allocating a fraction of the predicted demand dynamically with a certain risk. The work focused on solving the optimal pricing problem that has a coupled objective function, as well as to predict demand statistics. But we remove the need to predict traffic demands from the problem. Instead, our model allows users to specify rough estimates. We define simple pricing policies for users to choose from, and focus on the bandwidth allocation problem. Differing from the previous works, we propose a new model in which a user can specify flexible request as well as choose the pricing of interest. Contrary to the commonly taken approach of assigning a single flat bandwidth value to a user request, the bandwidth allocation proposed in this article assigns a bandwidth-profile (bandwidth as a function of time) to accepted requests. Such an approach also gives flexibility to providers in deciding and allocating the bandwidth. We carried out preliminary work in [1], developing the concept of bandwidth allocation using a new model that allows users to specify flexible demands. While [1] took the first steps in formulating the problem as a two-phase optimization problem, in this work we go further and develop heuristics to solve the problems in each phase. In particular, as will be seen in sections 5 and 6, we develop and comprehensively study fast heuristics for solving the bandwidth allocation problem. 3. A new flexible model Before defining the model, a brief note on bandwidth profiles would be in order. Solutions to the optimization problems define a bandwidthprofile for each accepted request, which should be enforced at the end-hosts to guarantee performance. A profile with frequent variations in bandwidth poses practical problems, given that the transport protocol (TCP, primarily) will take time to converge before using the assigned bandwidth efficiently. Therefore, we define bandwidth-profile of a request to be a step function over discrete time slots; i.e., bandwidth will remain constant in a time slot. Such an approach has also be found in the literature; e.g., [15] solves for step functions to perform deadline-constrained data transfers. A bandwidthprofile can have multiple value changes over the duration of the request; and end-host rate control mechanisms can be used to enforce the profile. Next, we put down some assumptions made: • Time is discrete, equal-length slots. We often use Ω to denote a time slot, with |Ω| standing for slot length. We assume the length of time 5



slots to be in minutes, such that there are tens of time slots in a request; however, the right length can be decided and set by the provider. • For illustration purposes and for readability, we assume arriving requests are processed at regular intervals, separated in time by |Ω|. An allocation strategy can be assumed to execute towards the end of a time slot, completing in the same slot. In reality, there can be an independent, different and much shorter time slot for processing of requests, as was done in our previous work [1]. That is, requests can be processed within much shorter time durations. Below we define requests, and in Section 3.2, the pricing model. 3.1. Requests A tenant may submit multiple requests depending on the number of VM pairs that have bandwidth requirements. Besides, there are multiple tenants wanting resources from a data center. Let R denote the set of all user-requests. For each r ∈ R, • ar is the arrival time of the request into the system, • sr is the start time of the request, • ur denotes source VM, and v r the destination VM, • E r is the estimated duration of the request, in number of time slots, • brm , the minimum bandwidth required from ur to v r , • brp > brm , is the peak bandwidth required, • flr , fhr ∈ [0, 1] define the flexibility range [flr , fhr ] associated with brp , such that fhr ≥ flr , • Pdr is the price chosen from a pre-determined set (defined later in Section 3.2), for dynamic allocation of peak bandwidth. In the flexibility range, the lower limit flr specifies the minimum fraction of the duration where bandwidth brp should be allocated; whereas the upper limit fhr can be used by tenants to reduce cost by limiting the allocation of peak bandwidth. To accept a request r, the basic condition is to allocate (from ur to v r ) a minimum bandwidth of brm for the entire duration E r (starting from sr ), besides allocating peak bandwidth brp for a minimum 6
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Figure 1: Examples of allocated bandwidth profiles



flr



of the duration. We call this the statically allocated bandwidth fraction for an accepted request. If surplus bandwidth is available, the allocator can dynamically allocate (from ur to v r ) brp units of bandwidth more than flr fraction of E r , but not greater than fhr fraction of E r ; and we call this dynamically allocated bandwidth. Flexible allocation is achieved due to the flexibility range for peak bandwidth specified in the requests. We highlight two important observations here: (i) flexible allocation corresponds to the dynamically allocated bandwidth, and (ii) bandwidth profile of an accepted request r can take only either of the two values, brm or brp . In this paper, a time slot [i, i+1) is also indexed using the integer value i. A request arriving at a time slot i is assumed to arrive at the beginning of the slot, whereas a bandwidth allocator (as mentioned earlier) is assumed to run towards the end of the time slot, completing in the same time slot. To illustrate bandwidth allocation, consider a request over a link of capacity 8 units, with (bm , bp ) = (4, 6) units, and (fl , fh ) = (0.4, 1.0). If the request arrived at time slot 0, and has demand from slot 1 for a duration of five slots, Fig. 1 gives two possible bandwidth profiles that can be allocated by a bandwidth allocator, respecting the demands in the input. The profile of Fig. 1(a) corresponds to the basic condition to accept the request; i.e., bp = 6 units for only 40% of the duration (corresponding to the value of fl = 0.4 in the request), and bm = 4 units for the remaining duration. On the other hand, the request could also be assigned a profile of Fig. 1(b), that has bp allocated for 80% of the duration, as the upper limit is bounded by fh = 1.0. While Fig. 1(a) has only statically allocated bandwidth, Fig. 1(b), in addition, has dynamically allocated bandwidth for 40% of the duration. A list of commonly referred notations (some of which will be defined soon) are given in Table 1.
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Table 1: Notations r



E e brm brp r r fl , fh ∈ [0, 1] Ps , k0 ; k0 ∈ R+ Pdr ∈ {P1 , P2 , P3 } L θ



Estimated duration of request r, in number of time slots r r Upper bound on estimated duration: E T−T ≤e r Minimum bandwidth required for request r Peak bandwidth required for request r Flexibility range associated with brp , for request r. fhr ≥ flr Price for statically allocated bandwidth (in Phase 1) Price for dynamically allocated bandwidth (in Phase 2) Load due to statically allocated bandwidth in a time slot Threshold for load due to statically allocated bandwidth



3.2. Pricing model The cost incurred by a user is a function of both the bandwidth and the duration for which the request is active. There is also fees for reservation, which is again dependent on bandwidth and duration. We find it appropriate to have the price (for a unit) of statically allocated bandwidth, Ps , different from the price of dynamically allocated bandwidth, Pdr . If T r denotes the actual duration of request r (possibly different from E r ), revenue due to r, ψ r = Ps × (brm T r + brδ Tsr ) + Pdr × (brδ Tdr ),



(1)



where brδ = brp − brm , Tsr is the duration for which brp is allocated statically to the request r, and Tdr is the duration for which brp is allocated dynamically. We combine bandwidth price and reservation fee into Ps . Define, Ps , k0 ; k0 ∈ R+ . For dynamic allocation of peak bandwidth, as noted before, users need to be given different pricing policies from which they can choose the policy that suits them best. Let k1 , k2 , k3 ∈ R+ . We define three simple but effective pricing policies; i.e., Pdr in request r will be one of the following: • P1 , k1 ; k1 < min(k0 , k2 , k3 ). This is a discounted pricing offered to create revenues at low loads. • P2 , k2 . This policy gives revenue during normal load. • P3 , k2 1L k2 . The indicator function 1B has value one if the condition B is true, and zero otherwise. The parameter L can be defined in many ways; we define it as the load due to statically allocated bandwidth in a time slot, and θ is a threshold for this load determined by the provider. This is a load-dependent pricing, charging more at peak times. 8



With the above definition of pricing policies, a user can choose the policy they prefer for dynamic allocation. As we will see in the following section, a provider aims to increase the revenue generated by allocating bandwidth. Based on this premise, the values of k1 , k2 and k3 are set to achieve the following. When the load is high, the chances of a P1 user (a user who chose P1 ) getting dynamically allocated bandwidth is lower than a P2 user, which is again lower than a P3 user. On the other hand, under low load, all users, irrespective of the dynamic pricing policy they chose, may get dynamic bandwidth as per their demands (as there is sufficient bandwidth). To be precise, values of k1 , k2 and k3 need to be such that: (i) when the load due to static allocation is greater than the threshold θ, the users who choose P3 will get priority over others (who choose P1 or P2 ) during dynamic allocation; and (ii) users who choose P1 will get dynamically allocated bandwidth only if there is surplus bandwidth after allocation to users of P2 and P3 . Hence, as per our definition, k1 < k2 < k3 . The guarantee of strict flat-rate bandwidth (statically allocated) naturally comes at a premium price. Besides, a provider has to set the price of statically allocated bandwidth Ps greater than the price of dynamically allocated bandwidth Pdr to encourage tenants to specify some part of their bandwidth requirements as peak bandwidths. That is, k0 > max(k1 , k2 , k3 ). 4. Bandwidth allocation problem We begin by formulating the bandwidth allocation problem, and then analyse complexity of the problems in Section 4.2. The algorithm binding the two phases is given in Section 4.3. We conclude this section by motivating the need of heuristics to solve the two-phase problem, in Section 4.4. 4.1. Formulation as a two-phase optimization problem We now seek to break the bandwidth allocation problem into two optimization phases; Phase 1 followed by Phase 2, in order. Phase 1 maximizes the revenue associated with statically allocated bandwidth, while also defining a static bandwidth-profile for each accepted request, for the estimated duration of the request. Those requests for which the static bandwidth demands can be met are accepted, and the rest are rejected. Hence, Phase 1 decides on the admissibility of requests into the system. Phase 2 aims to maximize the revenue from dynamically allocated bandwidth, but does so by optimizing for one time slot at a time. That is to say, Phase 2 is executed towards the end of a time slot, say Ω, to allocate bandwidth for the next time slot Ω + 1. The bandwidth-profile allocated 9



by this phase is called the dynamic bandwidth-profile; and such profiles are allocated only for the (previously) accepted requests active in the time slot of allocation, depending on the available bandwidth as well as the pricing policies specified in these requests. One execution of Phase 2 will define the dynamic bandwidth-profile for a single time slot. For simplicity and to focus on the problem in hand, hereafter, we consider resource allocation over a single physical link connecting two nodes in a data center network. Extension to a path is straightforward, as it only adds one more dimension in the problem. Let µ denote the link capacity. As a user provides an estimate of the duration, and since it is not possible to indefinitely reserve resources for users, a practical approach is to mandate the estimated duration to not exceed by more than, say, e% of the actual duration. If T is the set of all time slots that grows dynamically depending on the requests being accepted, define ρ : T → [0, µ] as a step function representing the residual link capacity. ρ is initialized to the link capacity, and updated at the end of both optimization phases, using the bandwidth profiles of accepted requests as well as of those requests terminating before the following time slot. For each request r, we maintain a bandwidth-profile Z r as the sum of two step functions: one is the profile for bandwidth allocated statically, denoted by X r , and the other is the profile for dynamically allocated bandwidth, denoted by Y r . While X r is obtained as the solution of Phase 1 optimization, Y r is obtained from the Phase 2 solution. Below, we elaborate on each of the phases. 4.1.1. Phase 1 optimization Let ∆r denote the set of time slots of request r (obtained from sr and E r ). Define ∆R = ∪r∈R ∆r . For request r, define X r : ∆r → [0, µ]. As only new requests are considered for resource allocation here, Phase 1 decides on the admission of requests into the system. A rejected request will have zero bandwidth allocated to it (for all of its time slots). To reduce notations, let, ∀r ∈ R, fhr = 1 and flr = f r . Further, f r ∈ {0, 0.1, 0.2 . . . , 1}. The revenue we optimize in Phase 1 is, ψs =



X r∈R



ψsr =



X r∈R



ψsr



Ps ∗



X



XΩr ,



(2)



Ω∈∆r



where is the revenue from request r due to static allocation. Define the set RΩ ⊂ R as the set of requests active in time slot Ω; i.e, RΩ = {r|(r ∈ R) ∧ (Ω ∈ ∆r )}. The Integer Linear Programming (ILP) formulation for Phase 1 optimization is:
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maximize ψs s.t.



r r XΩr = xrΩ brm + yΩ bp ,



∀Ω ∈ ∆r , ∀r ∈ R;



(3a)



r xrΩ + yΩ ≤ 1, P r r XΩ αr = r Ω∈∆ , |∆ |(brm + brδ f r )



∀Ω ∈ ∆r , ∀r ∈ R;



(3b)



∀r ∈ R;



(3c)



αr brm ≤ XΩr , X XΩr ≤ ρΩ ,



∀Ω ∈ ∆r , ∀r ∈ R;



(3d)



∀Ω ∈ ∆R ;



(3e)



∀Ω ∈ ∆r , ∀r ∈ R;



(3f)



∀r ∈ R.



(3g)



r∈RΩ r xrΩ , yΩ r



∈ {0, 1},



α ∈ {0, 1}



The first two constraints restrict XΩr to the set {0, brm , brp }. Constraint (3c) assigns a value of one to the binary variable αr (constraint (3g)), only if the aggregate bandwidth requirement of request r is satisfied. Hence, this constraint identifies accepted and rejected requests. When a request is rejected, αr is set to zero. Therefore, the numerator of the right-hand side of constraint (3c) is zero. This constraint along with the first constraint will set the static bandwidth-profile to zero for a rejected request. Constraint (3d) ensures that an accepted request r (αr equal to one) gets bandwidth as specified—values in the bandwidth-profile of an accepted request are now restricted to either brm or brp , with brp being allocated only for f r fraction of the duration (E r ). Constraint (3e) is to respect the link capacity. The formulation above is actually a 0-1 ILP. The X r ’s in the ILP formulation can be obtained from xr ’s and y r ’s, but are added only for readability. Observe, this phase does not allocate more bandwidth to a request than is required to accept it; the additional bandwidth is allocated in Phase 2. 4.1.2. Phase 2 optimization Phase 2 is executed after Phase 1. Unlike in Phase 1, in this phase, bandwidth allocation is done only for one time slot. If the current time slot of execution is Ω, the bandwidth allocation is done for time slot Ω + 1, for the set of requests active in Ω + 1. Recall, Pdr in an input request is one of the prices from the pre-determined set of {P1 , P2 , P3 } defined in Section 3.2. The parameter L used in the definition of P3 will therefore correspond to the load due to statically allocated bandwidth in the time slot Ω + 1. Let A denote the set of accepted requests that are still active in the 11



system (i.e., not terminated). The set of requests considered for additional bandwidth allocation in time slot Ω + 1, AΩ+1 = {r|(r ∈ A) ∧ (Ω + 1 ∈ ∆r )}. Define dynamic bandwidth-profile of a request r as, Y r : ∆r → [0, µ]. The optimal solution gives the revenue as well as the corresponding dynamic bandwidth-profiles, Y r , ∀r ∈ AΩ+1 . The revenue due to dynamic allocation of bandwidth in time slot Ω + 1 is, ψdΩ+1 =



X



ψdr Ω+1 =



r∈AΩ+1



X



r Pdr ∗ YΩ+1 ,



(4)



r∈AΩ+1



ψdr Ω+1 being the revenue from request r due to dynamic allocation for time slot Ω + 1. We can now write the ILP formulation as:



s.t.



r YΩ+1 X



maximize ψdΩ+1  r = y r brp − XΩ+1



∀r ∈ AΩ+1 ;



r YΩ+1 ≤ ρΩ+1



(5a) (5b)



r∈AΩ+1



y r ∈ {0, 1}



∀r ∈ AΩ+1 .



(5c)



As in Phase 1, Y r ’s are added for readability; i.e., the above formulation can be rewritten as a 0-1 ILP. First constraint limits Y r to values within the set {0, brδ } (where brδ = brp − brm ), while ensuring that the sum of the bandwidth profiles (due to allocations in both the phases) do not exceed brp . Link capacity is respected with the second constraint. P The revenue from request r due to dynamic allocation is, ψdr = Ω∈∆r ψdr Ω , hence the total revenue due to r, ψ r = ψsr + ψdr . 4.2. Problem complexity Both the optimization formulations presented above are special cases of the multi-dimensional knapsack problem (MKP), and are N P-hard [16]. For detailed discussion, see [1]. 4.3. Algorithm for bandwidth allocation Algorithm 1 binds the two phases of bandwidth allocation. Recall, A maintains the set of accepted requests active in the system. Within A there may be a subset of requests that terminate in time slot Ω (i.e., by the end of the time slot). At the termination of every request, it is important to release the freed resource (if any), and this is achieved by the first if statement in the algorithm. Z r is the bandwidth profile that gets enforced at end-host, as and when the profile is updated. 12



Algorithm 1 ProcessRequests(R, A, Ω) 1: R : set of requests that arrived after the last processing 2: A : set of active requests;; Ω : current time slot 3: if ∃{r} : (r ∈ A) ∧ (r terminates in Ω) then 4: Remove all such requests r’s from A 5: Update residual bandwidth for affected slots 6: end if 7: Execute Phase 1 optimization on R (Section 4.1.1) 8: X r ← static bandwidth-profile of r such that (r ∈ R) ∧ (αr = 1) 9: Update residual bandwidth ρ using X r ’s 10: A ← A ∪ {newly accepted requests from R} 11: AΩ+1 = {r|(r ∈ A) ∧ (Ω + 1 ∈ ∆r )} 12: Execute Phase 2 optimization on AΩ+1 (Section. 4.1.2) r ← dynamic bandwidth profile of request r ∈ AΩ+1 13: YΩ+1 14: for r ∈ AΩ+1 do r r r 15: ZΩ+1 ← XΩ+1 + YΩ+1 16: end for 17: Update residual bandwidth ρ using Y r s



4.4. Discussion The above solution approach using optimization has two disadvantages. First, as we have seen above, both of its phases are N P-hard problems, making it difficult to solve problems of realistic scale. The second disadvantage is that, though the LP (linear programming) formulation of Phase 1 finds the optimal solution for a static set of requests, it may fail to do so, when it processes sets of requests dynamically. To elaborate, the LP allocates the optimal profile for a set of requests without considering how it would affect requests arriving in the future. To illustrate, consider three requests given in Table 2. Let fh for all requests be one. Assume link capacity to be eight units. Phase 1 running at time slot [0, 1) would pick request r1 for bandwidth allocation (recall, requests are assumed to arrive at the beginning of a time slot, whereas processing happens towards the end of a time slot). The bandwidth profile depicted in Fig. 2(a) can very well be the one allocated by this phase. When Phase 1 executes for the next time slot [1, 2), trying to allocate bandwidth for request r2 , it will have to reject the request, as there is no sufficient bandwidth available to satisfy the request. The same applies to request r3 . On the other hand, a smarter allocation strategy can accept all three requests, allocating bandwidth profiles as seen in Fig. 2(b). 13



Table 2: An example of a dynamic scenario with three requests ar (arrival time) 0 1 2



Request r1 r2 r3



sr (start time) 1 3 4



brm (minimum bandwidth) 4 2 2



bandwidth



brp (peak bandwidth) 7 3 4



flr (lower limit of flexibility) 0.4 0.4 0.5



Er (estimated duration) 5 5 4
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(a) Phase 1 allocation of request r1
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(b) Bandwidth profiles of all requests



Figure 2: Bandwidth profiles allocated by two different allocation strategies



In the following, we develop heuristics that will not only solve both the phases in polynomial time, but also aim to accommodate as many requests as possible in the more practical scenario of dynamic request arrivals. However, we will continue to use Algorithm 1, to bind the heuristics corresponding to the two phases, as it is a generic algorithm. 5. Heuristics for bandwidth allocation We develop two heuristics with different objectives for bandwidth allocation in Phase 1 below. In Section 5.2, we develop a heuristic for Phase 2. 5.1. Phase 1 heuristics The literature has a class of generalized greedy approaches to solve the multi-dimensional knapsack problem [17]. One interesting approach, translated to our problem, is the following. Given a set of weights, say {wΩ |i ∈ ∆R }, a ratio ζr is computed for each request r as: P Ps Ω∈∆r λrΩ ζr = P (6) r , Ω∈∆r wΩ λΩ where λr is a potential bandwidth-profile for request r, with ∆r being its set of time slots. The numerator is the revenue obtained from request r for the profile λr ; and the denominator is the weighted sum of the bandwidth 14



profile. There are numerous ways to set the weights; our approach is to set the weight of a time slot equal to the inverse of the residual capacity of the link in that slot; that is wΩ = ρ1Ω . The requests are sorted in the decreasing order of the ratios, which then determines the order in which a request is considered for bandwidth allocation. The request with highest value for the ratio is selected; if the associated potential profile can be allocated (respecting link capacity), the request is accepted, or else it is rejected and the request from the sorted list with the next highest ratio is considered for bandwidth allocation. Below we describe how this approach can be adapted to solve Phase 1 bandwidth allocation. Algorithm 2 gives the steps of the heuristic. The set of newly arrived requests is R, and the union of the time-windows of all requests in R is ∆R . An important data-structure is W r , the list of all time slots of a request r, in increasing order of time; i.e., i < j ⇒ W r [i] < W r [j]. Each item of the list W r is a time slot, say Ω. Algorithm 2 Phase1heuristic(R, ∆R ) 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14: 15: 16: 17:



R: set of requests to process;; ∆R : set of time slots while R 6= {} do Compute wΩ , ∀Ω ∈ ∆R . for r ∈ R do [λr , status] ← getPotentialProfile(r) if status == FAIL then Reject request r R ← R\{r} else Calculate ratio ζr end if end for Accept request r with the highest ratio in R X r ← λr // static bandwidth-profile R ← R\{r} Update residual capacity ρ end while



The innermost for loop attempts to assign, what we call, a potential bandwidth-profile for a request, and calculates its ratio. A potential profile is obtained by a call to getPotentialProfile, which we will discuss later. If no such profile can be found, the request is rejected (if statement). Once the ratios for all requests (in the reducing set R) are computed, the request 15



with highest ratio is accepted, and its potential profile becomes its statically allocated bandwidth profile. While the classical heuristic then goes about selecting the next request with the second highest ratio, our algorithm updates the residual capacity (which has reduced since one request has been accepted), and then repeats the whole process starting again with computation of the weights. This is possible as our model, unlike MKP, is flexible on assigning the bandwidth values to different possible time slots. Complexity: If N is the number of requests to be processed during an execution of Phase 1, Algorithm 2 makes O(N 2 ) calls to getPotentialProfile. The computation of ratios in Algorithm 2 is done as per Eq. (6). Besides the price, the parameters that influence a request’s ratio are the weights and the chosen potential profile. Hence, the way the potential profile for a request is assigned plays an important role in it being accepted or not. In the following, we develop two different ways to assign a potential profile to a request, eventually leading to two different heuristics for bandwidth allocation. To differentiate, we call the Phase 1 heuristic, a greedy allocation strategy when getPotentialProfile translates to getGreedyProfile (Algorithm 3) and a balanced allocation strategy when getPotentialProfile translates to getBalancedProfile (Algorithm 4). 5.1.1. Greedy allocation A greedy approach is to allocate as much as possible, and as early as possible. This can be achieved by allocating the higher bandwidth (peak bandwidth, brp ) as early as possible within its time-window, thus aiming to maximize the utilization of the link. Algorithm 3 attempts to assign a potential bandwidth-profile to a request r using such an approach. As the time slots in W r are in increasing order of time, the algorithm starts from the earliest time, and completes at the last time slot. In the algorithm, η is the number of time slots (of the total E r time slots) that need to be allocated peak bandwidth brp if the request is to be accepted. Hence, a request is rejected in two cases: (i) when there are less than η time slots with residual bandwidth not less than brp , or, (ii) when the number of time slots with residual bandwidth not less than the minimum bandwidth brm is insufficient (less than E r − η). Complexity: The sorted list of W r does not actually require explicit sorting, but can be obtained during the creation of the list of time slots from the start time and duration of the request. Hence, the running time of the algorithm is O(E r ), where E r is the number of time slots of a request. Consider the example given in Table 2, to illustrate how this greedy approach would solve Phase 1 problem. In the first slot [0, 1), the greedy 16



Algorithm 3 getGreedyProfile(r) 1: r: request 2: η ← f r × E r 3: for i from 1, 2, . . . , E r do 4: Ω ← W r [i] 5: if (η > 0) ∧ (ρΩ ≥ brp ) then 6: λrΩ ← brp 7: η ←η−1 8: else if ρΩ ≥ brm then 9: λrΩ ← brm 10: else 11: return {[], FAIL} 12: end if 13: end for 14: if η > 0 then 15: return {[], FAIL} 16: end if 17: return {λr , SUCCESS}



heuristic would pick request r1 , and allocate a profile as shown in Fig. 3(a), where the peak bandwidth is allocated at the earliest possible slots. It then executes to decide on r2 , the request that arrived in time slot [1, 2). As r2 starts only at time slot 3, the heuristic allocates the peak bandwidth (b2p = 3) in the first two time slots, while accepting the request. The heuristic will finally reject request r3 , as the starting time slot [4, 5) does not have bandwidth to allocate even the minimum bandwidth b3m = 2 units. As the greedy heuristic tries to allocate the maximum bandwidth at the earliest available time, newly arriving requests that have requirement in these early slots may find themselves rejected. 5.1.2. Balanced allocation Next we develop a more balanced strategy (than the greedy one). The idea is to spread the bandwidth allocated across time, by allocating higher value of bandwidth in the time slot that has the maximum residual capacity (or equivalently, minimum weight). Algorithm 4 gives the steps of the heuristics. The first step is to sort the list of time slots W r of a request r in increasing order of the weights. Recall, weight of a time slot Ω is wΩ = 1/ρΩ . c r is obtained, a request can be assigned Once the sorted list of time slots W c r have at a potential bandwidth-profile, provided the first η time slots of W 17
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Figure 3: Phase 1 allocations using greedy heuristic bandwidth
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Figure 4: Phase 1 allocations using balanced heuristic



least brp units of bandwidth and the remaining have brm units of bandwidth. If any of these two conditions can not be met, the request has to be rejected. Complexity: The running time of this algorithm is dominated by the sorting of W r . The complexity of getBalancedProfile is O(E r log(E r )). We now revisit the example of three requests (Table 2), to illustrate how this (Phase 1) balanced allocation strategy processes requests. The first request can get a potential bandwidth-profile similar to the one allocated by the greedy heuristic, as the residual bandwidth is the same in all time slots. Let Fig. 3(a) be the potential profile allocated to the first request by the balanced heuristic. Next, observe in Fig. 4(a) that, for the second request, the peak bandwidth (which is the higher bandwidth) is allocated in slots where the residual bandwidths are maximum. Hence, the balanced heuristic is able to accommodate request r3 , as seen in Fig 4(b). Obviously, there exist scenarios where some requests rejected by the balanced heuristic are accepted by the greedy heuristic. Intuitively such requests have higher demands, which can be allocated by the greedy strategy, as it saves future bandwidth by allocating higher bandwidth at the earliest.
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Algorithm 4 getBalancedProfile(r) 1: r: request c r ← list of time slots (from W r ) in increasing order of weights 2: W 3: η ← f r × E r c r [η] 4: Ω1 ← W c r [E r ] 5: Ω2 ← W 6: if (ρΩ1 < brp ) ∨ (ρΩ2 < brm ) then 7: return {[], FAIL} 8: end if 9: for i ∈ {1, 2, . . . η} do 10: λrc r ← brp W [i] 11: end for 12: for i ∈ {η + 1, η + 2, . . . E r } do 13: λrc r ← brm W [i] 14: end for 15: return {λr , SUCCESS}



5.2. Phase 2 heuristic Recall that Phase 2 formulation is an instance of the Knapsack problem. There are various known heuristics for the Knapsack problem, we implement the greedy approach that guarantees 12 -approximation [16]. The heuristic translated to our problem domain is given in Algorithm 5, which takes a set of active requests to be allocated additional bandwidth dynamically in time slot, say, Ω. Though not given explicitly in the algorithm, the load due to statically allocated bandwidth in the given slot (Ω), L, is used to determine the price of bandwidth when the pricing policy chosen is P3 . The main greedy part of Algorithm 5 is the while body, wherein the request with the highest dynamic price is selected for bandwidth allocation, provided it does not cause over-subscription of the link. The remaining steps (outside the while body) extend this naive greedy approach to check if the revenue from any single request is greater than the aggregate revenue due to the remaining (selected) requests; and if so, that single request is allocated dynamic bandwidth, and others are ignored. Simple it might appear, but this check helps to bound the performance of the algorithm, making it a 1 2 -approximation algorithm, without which the solution can be arbitrarily far from the optimal solution [16, Ch. 2]. Complexity: The time complexity of Phase2heuristic is O(N ), where N is the number of requests in AΩ . 19



Algorithm 5 Phase2heuristic(AΩ , Ω) 1: AΩ : set of requests active in time slot Ω 2: Ω: time slot of bandwidth allocation 3: β r ← 0, ∀r ∈ AΩ b ← AΩ 4: A 5: ρ b ← ρΩ b= 6: while A 6 {} do 7: r ← request with highest price from Ab (tie broken randomly) 8: γ r ← Pdr × (brp − XΩr ) 9: if ρb ≥ (brp − XΩr ) then 10: βr ← 1 11: ρb ← ρb − (brp − XΩr ) 12: end if b 13: Ab ← A\{r} 14: end while 15: rˆ ← arg max(γ r IρΩ ≥(brp −X r ) ) Ω r∈AΩ P r r r ˆ 16: if γ > r∈AΩ β γ then r ˆ r ˆ 17: YΩ ← bp − XΩrˆ 18: else 19: for (r ∈ AΩ ) ∧ (β r = 1) do 20: YΩr ← brp − XΩr 21: end for 22: end if 23: Update residual capacity, ρ 6. Performance study We perform numerical studies in this section. We compare four different bandwidth allocation strategies. They are listed below. 1. Deterministic refers to the traditional bandwidth allocation strategy, where tenants request for exact bandwidth for communication between VMs, and the bandwidth allocation strategy accepts requests that maximizes its revenue, allocating single flat rate for an accepted request for its entire duration. 2. LP refers to the solution approach described in Section 4.3, that solves each phase of bandwidth allocation using an LP solver. 3. Greedy refers to the allocation strategy that uses algorithms 2 and 5 for the two phases, and the core logic of allocating potential profile is 20



a greedy approach described in Algorithm 3. 4. Balanced refers to the bandwidth allocation strategy using the same heuristics for Phase 1 and Phase 2 as in Greedy, but with the core idea being the balanced heuristics described in Algorithm 4. The last two strategies are the heuristics developed in Section 5, where they differ only in the way a potential bandwidth-profile is assigned for a request (in Phase 1). We point readers to Table 1 for the notations commonly referred here. The input set of requests is the same for all the strategies, except the deterministic one. For clarity, we call the input set of requests for the deterministic strategy as D-set (generated from the deterministic model), and the set of requests used for all other three strategies as F-set (as it comes from the flexible model). All values pertaining to requests are generated randomly. Inter-arrival times between requests, bandwidth values and actual durations follow the Exponential distribution. Description of requests forming the D-set can be fit into the description for requests of F-set, by setting peak bandwidth brp and f r (lower limit of flexibility) to zero, minimum bandwidth brm to the (single-rate) bandwidth demand and E r to the actual duration, for every request r. With this setting, the pricing policies for dynamic allocation as well as Phase 2 become meaningless for the deterministic strategy. For every request r in D-set, there is a corresponding request rˆ in F-set, ˆ , brˆ, f rˆ and E rˆ. Of these, the first three where the changes are (only) with brm p are generated such that the mean bandwidth of request rˆ in F-set is equal ˆ + f rˆbrˆ. to the (minimum) bandwidth brm of request r in D-set; i.e., brm = brm p The value for f rˆ is drawn from a Normal distribution with a given mean and variance (specified for the scenarios below). Now, to obtain the value r ˆ , to bm , and for peak bandwidth brpˆ, we set the minimum bandwidth of rˆ, brm 4 solve the above equation. The estimated duration of a request is the sum of the actual duration and a uniformly distributed random number between zero and e fraction of the actual duration. The value of e was set to 0.2. For each request in F-set, a pricing policy is randomly and uniformly selected from the list of three policies (defined in Sec. 3.2). For the deterministic strategy, and Phase 1 of all allocation strategies, price of bandwidth is Ps . Six settings differing in input loads (and not the actual system loads) were considered—from 0.5 to 1.0 at steps of 0.1. The link capacity was 1000 units. For a unit of bandwidth in a time slot, k0 , k1 , k2 and k3 , were set to 10, 8.5, 9.0 and 9.5, respectively. The relative values of these were chosen such that, there is incentive in demanding peak bandwidth 21



(max(k1 , k2 , k3 ) < k0 ), in addition to following the definitions of the pricing policies (as given in Sec. 3.2). The threshold of the load due to statically allocated bandwidth in a time slot, θ, was set to 0.4. 6.1. Static scenario In this section we consider a static scenario, where all requests are assumed to arrive together, and are hence processed at once. In such a scenario LP is supposed to provide the best performance. The value of f r determines the flexibility offered in a request; closer the value of f r is to one, lesser the flexibility. Here, the mean value of f r was set to 0.40, with a variance of 0.20. As the LP solves N P-hard problems in each phase, we set low values for most other parameters. The number of requests for each run was 50. The mean arrival rate of requests was 0.4, and the mean duration was 40 time slots. All data presented here are (rounded) mean values from 50 runs. The 95% confidence intervals are marked on all figures. Fig. 5(a) plots the rejection percentage of requests as a function of the input load, for all the four bandwidth allocation strategies. The deterministic bandwidth allocator gives the worst performance; whereas, the solution by LP rejects the least number of requests. The confidence intervals of the greedy and balanced allocators overlap, though the mean values of the rejection percentage are slightly higher for the greedy allocator. Overall, the heuristics reject higher number of requests than the LP solution, while still giving significant improvement over the deterministic allocator. As all the three strategies, LP, greedy and balanced, rejected a few requests, we observed that the heuristics could allocate more of dynamic bandwidth to make good for the (slightly) higher number of requests it rejected (in comparison to LP). Fig. 5(b) plots the total revenue generated by the strategies. LP and the two heuristics generated significantly higher revenue than the deterministic bandwidth allocator. The revenues generated by the two heuristics are more or less (statistically) equal to that generated by the LP bandwidth allocator. They were all able to generate (an average of) ≈ 15% higher revenue than the deterministic bandwidth allocator. The results in this section reveals that, while LP performs the best in a static scenario, the two heuristics gave relatively close performance in terms of rejection percentage and revenue generated. 6.2. Dynamic scenario In this section we focus on the scenario where requests arrive and depart dynamically. Requests leave the system either when they are rejected, or 22
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Figure 5: Rejection percentage and revenue.



after the actual completion time. We do not study LP bandwidth allocator in this scenario, as the problem size is too huge for it to solve in reasonable time. The total number of requests in each run is 2000. The mean arrival rate of requests is set to 2.0, and the mean duration is 120 time slots. To begin with, mean and variance of f r set to 0.40 and 0.20, respectively. Every point on the graphs here represents the mean value from 25 runs (each with 2000 requests), with 95% confidence intervals marked. Similarly, all data presented in the tables here are (rounded) mean values from 25 runs. Fig. 6(a) plots the rejection percentage, wherein we see that both the heuristics bring down the percentage of rejected requests markedly. In comparison to the deterministic allocator, the greedy strategy reduced the rejection by an average of ≈ 83%; whereas the balanced allocation strategy reduced the same metric by an average of ≈ 90%. Recall that the greedy heuristic allocates the maximum possible bandwidth at the earliest time; and hence, as we have set a mean arrival rate of 2.0, it is possible that some arriving requests have demands that can not be met when the overlapping time slots are towards the beginning of the request start times. On the other hand, the balanced allocation strategy does not create such a situation, leading to the acceptance of more requests. In Fig. 6(b), we see that both the heuristics were able to generate considerably higher revenue than the deterministic bandwidth allocator, with the balanced allocation strategy generating ≈ 16% higher revenue, and the greedy one generating ≈ 17% higher revenue. Next, in Table 3, we compare the bandwidth allocated (in both phases) for different loads by the three allocation strategies. The three columns for each allocator list the bandwidth (in 1000s) due to static (SB), dynamic (DB), and both allocations (TB), by summing over time slots. The table gives the mean bandwidths, 95% confidence intervals for which were within 23
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Figure 6: Comparing different bandwidth allocation strategies; mean value of f r = 0.4



≈ 2% of the mean values. Both the heuristics were able to allocate (an average of) ≈ 22% more bandwidth than the deterministic allocator. Observe that the increase in revenue is not equivalently high, as the deterministic model has the highest price per unit of bandwidth (Ps ). Table 3: Bandwidth allocated; mean value of f r = 0.4



load 0.5 0.6 0.7 0.8 0.9 1.0



Deterministic SB DB TB 5774 0 5774 6642 0 6642 7438 0 7438 7900 0 7900 8183 0 8183 8495 0 8495



SB 3798 4452 5192 5787 6241 6811



Greedy DB 3682 3910 3877 3667 3385 2956



TB 7480 8362 9069 9454 9626 9767



SB 3465 4060 4750 5305 5723 6221



Balanced DB TB 4015 7480 4304 8364 4319 9069 4148 9453 3895 9623 3527 9748



For both the heuristics, we note that a significant portion of the total bandwidth allocated came due to Phase 2 allocations; and this share of dynamically allocated bandwidth naturally reduced with increasing load. Another relevant observation is that, the balanced heuristic allocated more bandwidth dynamically than the greedy approach. There are two reasons for this. One, as noted before, the greedy approach (which happens in Phase 1) attempts to maximize the utilization by allocating as much as possible at the earliest time slots. Two, as the greedy approach allocates the peak bandwidth (brp ) as early as possible, it is more likely that the last time slots of a request r will have minimum bandwidth brm allocated to it. Hence, when requests terminate early, the greedy approach is likely to get less bandwidth 24



freed from the statically allocated bandwidth than the balanced heuristic. Table 4: Dynamic bandwidth allocated by the heuristics; mean value of f r = 0.4



load 0.5 0.6 0.7 0.8 0.9 1.0



P1 1151 1121 940 750 598 448



Greedy P2 1238 1364 1336 1265 1089 926



P3 1294 1426 1601 1652 1698 1583



Balanced P1 P2 P3 1256 1353 1406 1221 1516 1567 1030 1502 1786 812 1434 1902 650 1252 1993 502 1077 1948



Next we look more into Phase 2 allocations to see the effect of pricing in the distribution of bandwidth. Table. 4 gives the bandwidth allocated under different classes of prices, for each load. The trend is same for both the heuristics (as they use the same algorithm for Phase 2 allocations). We see that the differences in bandwidth allocated for different classes of users (that chose different pricing policies) were negligible under low load. But as the input load increases, the users choosing higher prices get priority as they generate higher revenue. In the extreme input load of 1.0, users choosing P2 get more than twice the bandwidth than that allocated to users choosing P1 , and slightly more than half of that allocated to users choosing P3 . We repeated the experiments for different mean values of f r , ranging from 0.2 (high flexibility in allocation) to 0.6 (low flexibility), at steps of 0.1, and observed similar trends. For smaller values of f r , gains due to the flexible model (and therefore the heuristics) were more pronounced, as they permitted more bandwidth to be allocated dynamically. Whereas, the gain reduced with increasing mean value of f r . For example, figures 7(a) and 7(b) plot the rejection percentage and revenue when the mean value of f r was set to 0.6 (and variance, 0.2) in the input model (with all other parameters unchanged). To quantify, in comparison to the deterministic strategy, the average rejection percentage was reduced by ≈ 70% for balanced heuristic and ≈ 58% for greedy heuristic (down from 90% and 83%, respectively, for mean f r of 0.4). Finally we show the results of experiments where we lowered the prices for dynamic allocation even further. k1 was set to 7.5 per unit bandwidth (25% lower than both static bandwidth and bandwidth allocated by deterministic allocator), k2 to 8.0 (20% lower), and k3 to 9.0 (10% lower). The mean value of f r was 0.4, and variance 0.2. The results are plotted 25
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Figure 7: Comparing different bandwidth allocation strategies; mean value of f r = 0.6 18 14
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Figure 8: Comparing different bandwidth allocation strategies; k1 = 7.5, k2 = 8.0, k3 = 9.0



in Fig. 8(a) and Fig. 8(b). We see that the increase in revenue due to the heuristic is similar to that of the previous price settings. Observing Fig. 8(a), we see that this was because both the heuristics compensated for the lower price by accommodating much more number of requests — the worst rejection ratio due to the greedy heuristic was ≈ 6% while that of the balanced heuristic was even lower. Overall, the balanced heuristic performs better than the greedy heuristic. This comes with a cost in terms of efficiency. The run-time complexity of Phase 1 balanced allocation is O(E log(E)N 2 ), costlier than the O(EN 2 ) steps required for Phase 1 greedy allocation, where N is the number of requests being processed, and E is the mean number of time slots of a request.
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7. Conclusions In this paper, we proposed a new model for flexible allocation of bandwidth with differential pricing in data center networks. The model not only allows users to specify flexible requests, but also gives them a list of pricing policies to choose from, for dynamic allocation of bandwidth. Our study shows that the proposed model is beneficial for providers too, as it gives them flexibility to choose bandwidth profiles for users, in such a way so as to maximize revenue. We formulated the bandwidth allocation problem as a two-phase optimization problem, where each phase is an N P-hard problem. Working towards faster solutions, we developed two different heuristics as bandwidth allocation strategies. Simulation results demonstrate the effectiveness of our proposed algorithms, in terms of rejection percentage, bandwidth allocated and revenue generated. Between the two heuristics for bandwidth allocation, the balanced allocation strategy is seen performing better, though it is computationally more expensive than the greedy allocation strategy. 8. Acknowledgement This work was supported by Singapore A*STAR-SERC research grant No: 112-172-0015 (NUS WBS No: R-263-000-665-305). References [1] D. M. Divakaran, M. Gurusamy, Probabilistic-bandwidth guarantees with pricing in data-center networks, in: Proc. IEEE ICC, 2013, pp. 3716–3720. [2] H. Ballani, P. Costa, T. Karagiannis, A. Rowstron, Towards predictable datacenter networks, in: Proc. SIGCOMM, 2011, pp. 242–253. [3] C. Guo, G. Lu, H. J. Wang, C. Yang, Shuang an d Kong, P. Sun, W. Wu, Y. Zhang, SecondNet: a data center network virtualization architecture with bandwidth guarantees, in: Proc. ACM Co-NEXT, 2010. [4] D. Wischik, A. Greenberg, Admission control for booking ahead shared resources, in: Proc. IEEE INFOCOM, 1998, pp. 873–882. [5] R. Braden, D. Clark, S. Shenker, Integrated Services in the Internet Architecture: an Overview, RFC 1633 (Informational) (Jun. 1994). [6] R. Braden, L. Zhang, S. Berson, S. Herzog, S. Jamin, Resource ReSerVation Protocol (RSVP), Ver. 1 Functional Specification, RFC 2205 (Proposed Standard) (Sep. 1997).



27



[7] B. Chen, R. Hassin, M. Tzur, Allocation of bandwidth and storage, IIE Transactions 34 (2002) 501–507. [8] F. Chen, T. La Porta, M. B. Srivastava, Resource Allocation with Stochastic Demands, in: Proc. IEEE DCOSS ’12, 2012, pp. 257–264. [9] B. B. Chen, P. V.-B. Primet, Supporting bulk data transfers of high-end applications with guaranteed completion time, in: IEEE ICC, 2007, pp. 575–580. [10] D. M. Divakaran, T. N. Le, M. Gurusamy, An Online Integrated Resource Allocator for Guaranteed Performance in Data Centers, IEEE Transactions on Parallel and Distributed Systems, 2013. [11] J. Lee, M. Lee, L. Popa, Y. Turner, S. Banerjee, P. Sharma, B. Stephenson, CloudMirror: Application-Aware Bandwidth Reservations in the Cloud, in: USENIX HotCloud, 2013. [12] H. Ballani, P. Costa, T. Karagiannis, A. Rowstron, The price is right: Towards location-independent costs in datacenters, in: Proc. ACM HotNets, 2011. [13] D. Niu, C. Feng, B. Li, A theory of cloud bandwidth pricing for video-ondemand providers, in: Proc. IEEE INFOCOM, 2012, pp. 711–719. [14] D. Niu, C. Feng, B. Li, Pricing cloud bandwidth reservations under demand uncertainty, SIGMETRICS Perform. Eval. Rev. 40 (1) (2012) 151–162. [15] S. Soudan, B. B. Chen, P. Vicat-Blanc Primet, Flow scheduling and endpoint rate control in Grid Networks, Future Gener. Comput. Syst. 25 (8) (2009) 904–911. [16] H. Kellerer, U. Pferschy, D. Pisinger, Knapsack problems, Springer, 2004. [17] A. R. Kan, L. Stougie, C. Vercellis, A class of generalized greedy algorithms for the multi-knapsack problem, Discrete Applied Mathematics 42 (23) (1993) 279 – 290.



28



























[image: Resource and Bandwidth Allocation]
Resource and Bandwidth Allocation












[image: Bandwidth-Efficient WDM Channel Allocation for Four ... - IEEE Xplore]
Bandwidth-Efficient WDM Channel Allocation for Four ... - IEEE Xplore












[image: Probabilistic-Bandwidth Guarantees with Pricing in Data-Center ...]
Probabilistic-Bandwidth Guarantees with Pricing in Data-Center ...












[image: The Value of Dynamic Allocation & Auction Pricing for Online ...]
The Value of Dynamic Allocation & Auction Pricing for Online ...












[image: Resource and Bandwidth Allocation on a ...]
Resource and Bandwidth Allocation on a ...












[image: Optimization Bandwidth Sharing For Multimedia ...]
Optimization Bandwidth Sharing For Multimedia ...












[image: Intelligent Bandwidth Aggregation for Mobile ...]
Intelligent Bandwidth Aggregation for Mobile ...












[image: Deep Learning with Differential Privacy]
Deep Learning with Differential Privacy












[image: Deep Learning with Differential Privacy]
Deep Learning with Differential Privacy












[image: Fixed Power Allocation with Nulling for TDD-Based ...]
Fixed Power Allocation with Nulling for TDD-Based ...












[image: Cicada: Predictive Guarantees for Cloud Network Bandwidth]
Cicada: Predictive Guarantees for Cloud Network Bandwidth












[image: Aggregating Bandwidth for Multihomed Mobile ... - Semantic Scholar]
Aggregating Bandwidth for Multihomed Mobile ... - Semantic Scholar












[image: Blind Decentralized Estimation for Bandwidth ...]
Blind Decentralized Estimation for Bandwidth ...












[image: Optimal Allocation Mechanisms with Single ... - Semantic Scholar]
Optimal Allocation Mechanisms with Single ... - Semantic Scholar












[image: Aggregating Bandwidth for Multihomed Mobile ... - Semantic Scholar]
Aggregating Bandwidth for Multihomed Mobile ... - Semantic Scholar












[image: planetary and differential gear reducers for aircraft engines with ...]
planetary and differential gear reducers for aircraft engines with ...












[image: FLEXclusion: Balancing Cache Capacity and On-chip Bandwidth with ...]
FLEXclusion: Balancing Cache Capacity and On-chip Bandwidth with ...












[image: House Allocation With Fractional Endowments]
House Allocation With Fractional Endowments












[image: Optimal Allocation Mechanisms with Single ... - Semantic Scholar]
Optimal Allocation Mechanisms with Single ... - Semantic Scholar















Bandwidth Allocation with Differential Pricing for ...






Jun 18, 2014 - the Internet), thereby making it easier to deploy new policies. Besides, a .... For illustration purposes and for readability, we assume arriving re- ... To accept a request r, the basic condition is to allocate. (from ur to vr) a ...... [13] D. Niu, C. Feng, B. Li, A theory of cloud bandwidth pricing for video-on- demand ... 






 Download PDF 



















 406KB Sizes
 0 Downloads
 233 Views








 Report























Recommend Documents







[image: alt]





Resource and Bandwidth Allocation 

Grid computing systems (machines) pool together the resources of a heterogeneous collection of computing systems that are widely distributed, possibly.














[image: alt]





Bandwidth-Efficient WDM Channel Allocation for Four ... - IEEE Xplore 

52, NO. 12, DECEMBER 2004. Bandwidth-Efficient WDM Channel Allocation for. Four-Wave Mixing-Effect Minimization. Vrizlynn L. L. Thing, P. Shum, and M. K. ...














[image: alt]





Probabilistic-Bandwidth Guarantees with Pricing in Data-Center ... 

Abstractâ€”Bandwidth-sharing in data-center networks is an important problem that .... 2; and we call this dynamically-allocated bandwidth. ..... 904â€“911, Sep. 2009.














[image: alt]





The Value of Dynamic Allocation & Auction Pricing for Online ... 

at a fixed CPM value. Many publishers find comfort in the predictable revenues of this type of booking. Can publishers make more money by embracing a spot auction sales model â€” with ... With a typical third-party ad server, publishers categorize ad














[image: alt]





Resource and Bandwidth Allocation on a ... 

Eng., Tianjin Normal University, Tianjin 300387, China [email protected]. Abstract. Grid computing systems (machines) pool together the resources of ... In the symmetric case, after connection is ..... Pittsburgh, Pennsylvania, 2000, pp. 43-50.














[image: alt]





Optimization Bandwidth Sharing For Multimedia ... 

Optimization Bandwidth Sharing for Multimedia. Transmission Supporting Scalable Video Coding. Mohammad S. Talebi. School of Computer Science, IPM.














[image: alt]





Intelligent Bandwidth Aggregation for Mobile ... 

â€ Department of Electrical Engineering & Computer Science, University of Michigan, Ann Arbor, MI 48109. Abstract .... phone, PDA, laptop, etc.) forming a ..... 10. 12. 14. Throughput (kb/s). Number of Members. Raw Bandwidth. RR. WRR.














[image: alt]





Deep Learning with Differential Privacy 

Oct 24, 2016 - can train deep neural networks with non-convex objectives, under a ... Machine learning systems often comprise elements that contribute to ...














[image: alt]





Deep Learning with Differential Privacy 

Oct 24, 2016 - In this paper, we combine state-of-the-art machine learn- ing methods with ... tribute to privacy since inference does not require commu- nicating user data to a ..... an Apache 2.0 license from github.com/tensorflow/models. For privac














[image: alt]





Fixed Power Allocation with Nulling for TDD-Based ... 

Index Termsâ€”Power allocation, fading channels, inter-cell interference. I. INTRODUCTION. CHANNEL capacity is an important performance metric for digital communication systems. Studies on Shannon capacity in fading channels have been extensively don














[image: alt]





Cicada: Predictive Guarantees for Cloud Network Bandwidth 

Mar 24, 2014 - In cloud-computing systems, network-bandwidth guarantees have been shown .... hose-model guarantees (their â€œtype-0â€� and â€œtype-1â€� services,.














[image: alt]





Aggregating Bandwidth for Multihomed Mobile ... - Semantic Scholar 

Department of Electrical Engineering & Computer Science. University of ..... devices (e.g., cell phone, PDA, laptop, etc.) forming a ... In fact, the best a node i can do is to offer all of its WWAN bandwidth Oi and compete for âˆ‘ j=i Oj. As a resul














[image: alt]





Blind Decentralized Estimation for Bandwidth ... 

Bandwidth Constrained Wireless Sensor Networks. Tuncer C. Aysal ...... 1â€“38, Nov. 1977. [19] G. McLachlan and T. Krishnan, The EM Algorithm and Extensions.














[image: alt]





Optimal Allocation Mechanisms with Single ... - Semantic Scholar 

Oct 18, 2010 - [25] Milgrom, P. (1996): â€œProcuring Universal Service: Putting Auction Theory to Work,â€� Lecture at the Royal Academy of Sciences. [26] Myerson ...














[image: alt]





Aggregating Bandwidth for Multihomed Mobile ... - Semantic Scholar 

Department of Electrical Engineering & Computer Science. University of ..... devices (e.g., cell phone, PDA, laptop, etc.) forming a .... 10 many other intriguing issues beyond the scope of this paper, including policing malicious MC2 community.














[image: alt]





planetary and differential gear reducers for aircraft engines with ... 

1 University POLITEHNICA of Bucharest, ROMANIA, e-mail: [email protected]. 2 S.C. MNA, Bucharest, ROMANIA, e-mail: [email protected].














[image: alt]





FLEXclusion: Balancing Cache Capacity and On-chip Bandwidth with ... 

1jaewoong.sim, jaekyu.lee, moin, [email protected]. Abstract. Exclusive ..... only comes from the on-chip L3 insertion traffic, which is. ( , ). We can also ...














[image: alt]





House Allocation With Fractional Endowments 

In the context of dorm room allocation it ..... of distinct elements of V , along with some additional data associated with V and A such as capacities and ...... This is not a coincidence: The following result rules out the existence of a mechanism .














[image: alt]





Optimal Allocation Mechanisms with Single ... - Semantic Scholar 

Oct 18, 2010 - We study revenue-maximizing allocation mechanisms for multiple heterogeneous objects when buyers care about the entire ..... i (ci,cLi)], where (pLi)z denotes the probability assigned to allocation z by pLi. The timing is as follows: S


























×
Report Bandwidth Allocation with Differential Pricing for ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















