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ABSTRACT



A new model was formulated for estimating dynamic origin-destination (O-D) travel time and flow on a long freeway using a Neural-Kalman filter, which was originally developed by the authors. The model predicts O-D travel times and flows simultaneously by using traffic detector data such as link traffic volumes, spot speeds and off-ramp volumes. The model is based on a Kalman filter that consists of two equations; state and measurement equations. First of all, the state and measurement equations of the Kalman filter were modified to consider the influence of traffic states for some previous time steps. Then, artificial neural network (ANN) models were integrated with the Kalman filter to enable non-linear formulations of the state and measurement equations. Finally, a macroscopic traffic flow simulation model was introduced to simulate traffic states on a freeway in advance and predict traffic variables such as O-D travel times, link traffic volumes, spot speeds and offramp volumes. The new model was compared with a Regression-Kalman filter in which the state and measurement equations are defined by regression models. The numerical analysis showed that the new model was capable of estimating non-linearity of dynamic O-D travel time and flow and helped to improve their estimation precision under free flow traffic states as well as congested flow states. The estimation precision was improved if dynamic O-D travel time and flow were simultaneously estimated within one process. In addition, another numerical analysis revealed that the use of more number of traffic detectors contributed to estimating the O-D travel time and flow with more accuracy.
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CHAPTER I



INTRODUCTION



1.1 General Background Various techniques of Intelligent Transport Systems (ITS) will contribute to providing real time traffic information on traffic congestion, incidents, travel time and so on. Dynamic information will allow drivers to select appropriate routes and/or departure times to avoid congestion and minimize travel time. Origin-destination (O-D) travel time is the most important factor for route choice and departure time selection behaviors (Khattak et al., 1996), and should be updated incessantly to provide more accurate information for drivers to make decisions frequently (Abdel-Aty et al., 1995). Also, dynamic O-D flow information is prerequisite for traffic administrators, who are in charge of managing toll gates on freeway networks. This management would alleviate queuing and waiting time at off-ramps, and help to prevent queuing vehicles from overflowing onto the main lines of freeways. For the last two decades, numerous studies have been made for estimating O-D travel time or flow on freeways and urban road networks. Early studies on O-D flow estimations were done as static approaches established mainly in the transportation planning field. The static approach is a technique to estimate them among widely distributed origin and destination zones over a long time period (e.g. one hour or one day). There have been many models proposed such as gravity type models (Nihan, 1982; Stokes and Morris, 1984), entropy maximizing and information minimizing approach (Van Zuylen and Willumsen, 1980), Bayesian approach (Maher, 1983) and least square method (Hendrickson and McNeil, 1984). However, they require additional “a priori” information such as target O-D trip matrix. Since it is extremely difficult to obtain such information for a short time period, they are not applicable for dynamic problems. Studies on the dynamic estimations of O-D travel time and flow can be broadly classified into two approaches. One is a feed-forward approach based on drivers’ behavior models which attempt to estimate them according to the behavior of each driver under certain traffic conditions. Travel simulators have been used to create hypothetical experimental data for modeling as well as analyzing drivers’ behavior. In spite of extensive efforts, the driving simulators are still not successful in representing realistic driving environments and conditions (Koutsopoulos et al., 1995). The other is a feedback approach based on measurement data, taking into account how dynamic changes in O-D travel time or flow can be reflected in real-time traffic data on link traffic volumes, spot speeds and so on. The O-D travel time or flow are estimated indirectly from the traffic data at some measurement points. Once the detectors measure any changes in the traffic conditions, the feedback model can immediately reflect the changes in the estimates of dynamic O-D travel time and flow. As Ben-Akiva et al. (1991) pointed out in their study, travel time information should be estimated with accuracy and updated frequently because 1



drivers’ expected travel times are always changing according to dynamic traffic conditions. A Kalman filter is a suitable method for estimating dynamic O-D travel time because it gives the estimates in real time by measuring the dynamic changes of traffic states. In general, a Kalman filter consists of two equations, state and measurement equations. The state equation used to describe the time-series changes of state variables such as O-D travel time and flow, whereas the measurement equation defines the relationship between the state variables and measurement data such as link traffic volumes and spot speeds. Both equations are generally described in analytical equations. Cremer and Keller (1981) tackled an O-D flow estimation problem at a large complicated intersection. Later, they formulated the problem using a Kalman filter model (1987), an Ordinary Least Squares (OLS) approach and a Constant OLS method (1984). Bell (1989) developed a time-dependent O-D matrix estimation model for a small road network based on the approach by Cremer and Keller (1987). The above models, however, are limited to a large isolated intersection or a small road network. Ashok and Ben-Akiva (1993) applied a Kalman filter for estimating O-D flows from link traffic counts on a long freeway. The model requires a lot of effort to compute coefficient matrices of the measurement equation, and assumes that travel times are constant over the estimation time period. This assumption made the model unsuitable for an actual implementation on a long freeway. Chang and Wu (1994) considered dynamic travel time for estimations of O-D flows on a freeway corridor using a Kalman filter. They assumed that link traffic volumes at measurement points were influenced by O-D flows departed their origins several time steps before. The time step was calculated from the average travel time taken by vehicles to traverse between origins and measurement points. In order to reduce the number of parameters in the Kalman filter formulation, however, they considered the O-D flows only at two previous points and neglected most of other influential O-D flows. Travel time was not fully taken into account for dynamic O-D flow estimations. Another Kalman filter approach was proposed by Madant et al. (1996), which considered dynamic change in travel time. However, it has no feedback from the O-D flow to O-D travel time because a traffic simulator independently calculates the O-D travel time. Many models are not applicable for estimating both O-D travel time and flow simultaneously in one process even though they are strongly correlated with each other. In addition, travel times are solely implicit variables in any O-D flow estimation models. Wong and Sussman (1973), Fu and Rilett (1995) attempted to estimate dynamic O-D travel time indirectly from departure times and the coordinates of origins and destinations. However, they did not succeed in estimating real-time O-D travel time because it is not solely the function of the departure time and the coordinates only. Nakatsuji et al. (1997) first tackled a dynamic O-D travel time estimation on a long freeway using a Kalman filter. For more precise estimation, the coefficient matrices of the state and measurement equations were updated when measuring on-line detector data and actual O-D travel time aggregated at offramps every time step. However, there was a significant time lag until drivers exit the freeway at off-ramps because they drive quite long distance. It takes a long time for the actual O-D travel time measured at off-ramps to be taken up to dynamic estimates of drivers’ expected O-D travel time at on-ramps. The time lag brought large errors in estimating O-D travel time when O-D pairs have long distance. Also, they found a difficulty in computing the 2



coefficient matrices because they adopted linear regression models for defining the state and measurement equations.



1.2 Problem Statement As demonstrated in the literatures, a Kalman filter approach has the potential for estimating O-D travel time or flow on freeways and urban road networks, particularly where traffic detectors are densely installed. However, some problems need to be addressed before it is applied to a long freeway and a large urban road network. First, the interactions among O-D travel time, flow and some measurement variables are very complicated when a Kalman filter is applied to a long freeway. The interactions are generally non-linear and almost impossible to describe in analytical form. This makes definitions of the state and measurement equations and derivation of the coefficient matrices quite difficult tasks. It is preferable to define both equations in non-linear formulae rather than linear regression models. Secondly, a Kalman filter would create large errors when estimating O-D travel time on a long freeway. The errors were caused by the significant time lag until the measured O-D travel time at off-ramp is reflected in dynamic estimates of drivers’ expected O-D travel time at on-ramps. An advance prediction of traffic states would help to alleviate the time lag and afford more accurate estimates of O-D travel time. Thirdly, there are few models for estimating O-D travel time and flow simultaneously in one process although they are strongly correlated with each other. If a freeway is long, the effect of O-D travel time on O-D flow cannot be neglected. Also, O-D flow might be an important variable for estimating O-D travel time. The new model should consider the interaction between O-D travel time and flow, and estimate them simultaneously in one process for more accurate estimations. Finally, a conventional Kalman filter considers the state variables for only one previous time step. On a long freeway, however, the current state variables are significantly influenced by those for several previous time steps. The Kalman filter should be theoretically expanded to fully take into account the state variables for as many influential previous time steps as possible.



1.3 Purpose and Objectives This study aims to formulate a new model for the estimations of dynamic O-D travel time and flow on long freeways. The major objectives of this study are: • To integrate artificial neural network (ANN) models with a Kalman filter to enable nonlinear formulations of the state and measurement equations. ANN models make it possible to define the equations without assuming any analytical functions, and to describe complicated interactions among O-D travel time, flow and measurement variables. 3



• To introduce a macroscopic traffic flow model for predicting traffic conditions on a long freeway in advance. The advance prediction may avoid the significant time lag problem and reduce the errors in O-D travel time estimations on a long freeway. • To estimate both O-D travel time and flow simultaneously in one process. Dynamic O-D travel time will be an important information for estimating O-D flow in real time, and vice versa. • To generalize a Kalman filter for estimating both dynamic O-D travel time and flow on a long freeway. Both state and measurement equations are reformulated to take into account the influence of state variables for as many previous steps as possible. • To investigate the effects of ANN models, the advance predictions of traffic conditions and the simultaneous estimations of O-D travel time and flow thorough numerical analyses. In addition, this new method is featured as an indirect estimation method based on a feedback technique. It estimates O-D travel time and flow in real time while measuring traffic variables such as link traffic volumes, spot speeds and off-ramp volumes. It implies that the information given by traffic detectors have much possibility to estimate them more accurately. Hence, it is anticipated that the estimation precision will be improved by installing more number of traffic detectors. If traffic detectors are densely installed and are able to output reliable traffic data, a feed back estimation method may have the potential of providing the accurate estimates. Therefore, the influence of the number of detectors on estimation precision of O-D travel time and flow should be addressed in this study. This leads to a discussion how many detectors should be installed to satisfy the estimation precision required for an actual implementation of dynamic O-D travel time and flow estimations. Therefore, the last objective is: • To analyze the influence of the number of detectors on the estimation precision of dynamic O-D travel time and flow. This is to show that the estimation precision partly depends on the number of detectors installed on freeways.



1.4 Organization of the Dissertation This dissertation consists of seven chapters. A review of published literatures on static and dynamic O-D flow estimations, link travel time models, dynamic O-D travel time estimations, characteristic of travel time, is made in Chapter II. The theories of Kalman filter, ANN model and macroscopic model are also summarized. Dynamic models and feedback approaches are mainly covered in the literature survey. Chapter III describes the formulation of a new proposed model for estimating dynamic O-D travel time and flow on long freeways. This chapter explains how to generalize the Kalman filter to be applicable to long freeways, how to integrate ANN models into the generalized Kalman filter and how to introduce a macroscopic model for the estimations. The procedure of the estimation using a new model is also given in this chapter.



4



Chapter IV focuses on data collections carried out on the expressways in Bangkok, Thailand on 22nd (Tuesday) and 23rd (Wednesday) December 1998. The procedure of the data collection and the aggregation are summarized together with the details of each survey point. In order to simulate traffic flows on extensive traffic situations, a microscopic freeway simulation model, FRESIM creates a virtual freeway network that imitates the expressways in Bangkok, and generates traffic data for numerical analyses. The FRESIM model is validated and the process of the traffic data is described. Chapter V evaluates the new proposed model through numerical analyses. This chapter investigates how the ANN models and the advance prediction of traffic states are effective in providing more accurate estimates of O-D travel time and flow. The experimental results are shown along with some discussions. In addition, the effect of simultaneous estimations of OD travel time and flow on their estimation precision is discussed. The influence of the number of measurement points on the estimation precision is analyzed in Chapter VI. The methodology and results are described and discussed. Chapter VII concludes the study and suggests further research in this study field.
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CHAPTER II



LITERATURE SURVEY



This chapter aims to summarize studies on the estimations of O-D flow and travel time on freeway or urban road networks, and find out some problems in the current estimation models or techniques. This literature survey mainly focuses on the following three aspects: (1) O-D flow estimations, (2) travel time models and (3) brief theories of Kalman filter, artificial neural network model and a macroscopic model. The O-D flow estimations cover both static and dynamic approaches, even though the static methods are not the concern of this research. The review of travel time estimation techniques involves the estimations of link travel time, O-D travel time and the characteristics of travel time. Various techniques to estimate link travel time from traffic detector outputs are presented. Then, O-D travel times have been simply computed by summing up these link travel times along the O-D pairs. The studies on the travel time characteristics show how dynamic travel times are important for driver convenience. Since a new proposed model for estimating dynamic O-D travel time and flow involves three mathematical models such as a Kalman filter, an artificial neural network (ANN) model and a macroscopic model, their brief theories and applications are also summarized.



2.1 O-D Flow Estimation Over the last two decades, O-D flow estimations have been a subject of controversy. This kind of study originally started in the transportation planning field, estimating static trip patterns between some origins and destinations for long time periods (e.g. ten or twenty years). Later, these studies were applied to dynamic O-D flow estimation problems for an isolated large intersection or small road networks. In recent years, some models have been proposed for the dynamic O-D flow estimations on a large freeway corridor.



2.1.1 Static Approach Nihan (1982) and Stokes and Morris (1984) proposed gravity type models for static O-D flow estimation problems based on the Newton’s gravity low. Given the total number of entering and exiting volumes, each O-D flow can be determined according to the size of trip origin and destinations. Van Zuylen and Willumsen (1980) developed an entropy maximizing and information minimizing approach to estimate the most likely O-D flows using some link traffic volumes and any prior information about the O-D flows. Maher (1983) formulated a static O-D flow estimation model based on Bayesian approach. To determine a unique solution, prior beliefs about the O-D flows must be added. Hendrickson and McNeil (1984) proposed a least squares method. However, all static method requires additional “a priori” information such as target O-D flow matrix and so on. This research is limited to dynamic approaches only and does not deal with those static models. 6



2.1.2 Dynamic Approach Cremer and Keller (1981) first tackled an O-D flow estimation problem for an isolated large intersection. They proposed a recursive method to estimate dynamic O-D travel time at a complicated intersection. Real-time traffic counts on entrance and exit volumes during time interval k yield recursive estimations of O-D flows. For describing the model, the following variables are introduced: q i (k )



=



inflow volume which enters entrance i during time interval k (i = 1,2,, m )



y i (k )



=



outflow volume which leaves exit j during time interval k ( j = 1,2,, n )



f ij (k )



=



O-D flow traveling from entrance i to exit j



bij (k )



=



proportion of diverging volume at exit j entering at i (0 ≤ bij ≤ 1)



Each exit volume y i (k ) can be aggregated as the summation of all inflow volumes diverging at the exit j : y i (k ) = q ′(k ) ⋅ b j (k )



Eq. 2.1



where b j (k ) is the (m *1) column vector of O-D flow proportions bij (k ) ; and q′(k ) is the (1 * m ) row vector of inflow volumes. Eq. 2.1 can be rewritten as vector and matrix form as follows:



y ′(k ) = q ′(k ) ⋅ B(k )



Eq. 2.2



Here, y′(k ) is the (1 * n ) row vector of exit volumes, and B(k ) is the (m * n ) matrix of O-D flow proportions. Let ∆q′(k ) and ∆yi (k ) denote as the deviations of actual entrance and exit volumes from their mean values. The problem is to estimate O-D flow proportions b j (k ) recursively by measuring actual volume deviations ∆q′(k ) and ∆yi (k ) . The recursive estimator is formulated as: bˆ j (k ) = bˆ j (k − 1) + γ ⋅ ∆q (k ) ⋅ [∆y j (k ) − ∆yˆ j (k )]



Eq. 2.3



where, bˆ i (k ) is the estimates of b j (k ) ; γ is a gain factor that has to be chosen appropriately (Cremer and Keller, 1997). The estimates of ∆yi (k ) is given as: ∆yˆ j (k ) = ∆q ′(k ) ⋅ bˆ j (k − 1)



Eq. 2.4
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Later, Cremer and Keller (1987) and Nihan and Davis (1987; 1989) proposed another recursive model based on a Kalman filter technique with the following state and measurement equations: b j (k +1) = b j (k ) + w (k )



Eq. 2.5



and y j (k ) = q ′(k ) ⋅ b j (k ) + v (k )



Eq. 2.6



The approaches by Cremer and Keller (1981; 1987) were developed only for an isolated large intersection. As shown in Eqs. 2.4 and 2.6, the O-D flow proportion matrix B(k ) is divided into each column. This matrix decomposition is valid only when entrance and exit volumes are assumed to have no relationship among each entrance and exit. For a long freeway corridor, however, there may be complicated interactions among various traffic variables such as entrance, exit and link flow volumes and so on. This complication makes the Cremer and Keller’s model unsuitable for a long freeway. Cremer and Keller (1984) also applied Ordinary Least Squares (OLS) and Constrained Ordinary Least Squares (COLS) for estimating real-time O-D flows at an intersection. These approaches were followed by Nihan and Davis (1987; 1989). For the OLS approach, it is assumed that the O-D flow proportion matrix B(k ) is constant during time interval K . By recording the measurement data of ∆y′(k ) and ∆q′(k ) over time K , the following equation is formulated with the constant proportion matrix B :  ∆y ′(1)   ∆q ′(1)   ∆y ′(2 )   ∆q ′(2 )   = ⋅B        ′   ′   ∆y (K )  ∆q (K )



Eq. 2.7



Let Q and Y as:  ∆q′(1)   ∆q′(2 )   Q=      ∆q′(K )



and



 ∆y′(1)   ∆y′(2 )  , Y=      ∆y′(K )



respectively.



Then, the estimates of O-D flow proportion matrix Bˆ can be computed as: ˆ = (Q ′Q )−1 ⋅ (Q ′Y ) B



Eq. 2.8
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On the other hand, the COLS method provides the deterministic formula given in Eq. 2.9: ˆ yˆ ′(k ) = q ′(k ) ⋅ B



Eq. 2.9



The solution of Eq. 2.9 can be obtained by solving the following optimization problem:



J=



1 K



K



∑ y (k ) − yˆ (k ) k =1



→ miˆ n ′ 2



Eq. 2.10



B



The constraints for Eq. 2.10 are: 0 ≤ bij (k ) ≤ 1 ( for all i, j, k ) ,



n



∑ b (k ) = 1 ( for all i, k ) and b (k ) = 0 ( for i = 1,2,  , min(m, n )) . j =1



ij



ii



These models require measuring traffic volumes entering and exiting the intersection at each time step, and keeping the dynamic data for some consecutive time steps to create the vectors, Q and Y . However, these approaches have not succeeded in estimating real-time O-D flow proportion Bˆ because the consecutive time steps to be considered is very long for the actual dynamic implementations (e.g. forty minutes). Bell (1991) proposed two models to estimate dynamic O-D flows, considering travel times on a small road network. The first model is based on the assumption that the travel time taken by a vehicle traveling between O-D pairs is geometrically distributed. The second one assumes that the fastest vehicle passes from any entrance to the specified exit within one time interval, whereas the slowest vehicle takes three time intervals. The second model is formulated as follows: y j (t ) = b j 0 q(t ) + b j1 q (t − 1) + b j 2 q(t − 2 ) T



T



T



Eq. 2.11



where, y j (t )



=



traffic volumes exiting a small road network at j during time interval t



qi (t )



=



traffic volumes entering at i during time t



bijk



=



the proportion of inflow volumes at an origin i destined for exit at j with the travel time k



Similar to the studies by Cremer and Keller (1981; 1984), both models are formulated by an O-D flow proportion matrix divided into each column. In addition, the travel time to traverse the road networks is small enough to be neglected (Chang and Wu, 1994; Madanat et al., 1996). This is not a suitable assumption for dynamic O-D flow estimations on a long freeway. 9



Also, it should be noted that equations such as Eq. 2.1, 2.6 and 2.11 are sufficient for capturing the dynamic relationships between O-D patterns and exit volumes only if the traffic flow on the freeway is stable (Chang and Wu, 1994). Ashok and Ben-Akiva (1993) formulated a model for estimating real-time O-D flows indirectly from link traffic volumes based on a Kalman filter technique. The model is formulated for an 180-mile freeway corridor. The deviations of O-D flows from the prior estimates are defined as state variables, whereas link traffic flows as measurement variables. The state equation is given as: x r ,h +1 − x rH,h +1 =



∑ ∑ f (x h



nOD



p = h − q ′ r ′ =1



r ′p rh



r ′, p



− x rH′, p ) + w rh



Eq. 2.12



where, nOD



=



the number of O-D pairs



nl



=



the number of links equipped with vehicle detectors



xrh



=



the number of vehicles leaving origin during time interval h and travelling between the r th O-D pair



f rhr ′p



=



the effect of deviation (xr ′, p − xrH′, p ) on the deviation xr , h +1 − xrH, h +1



wrh



=



random error



q′



=



the maximum number of lagged O-D flow deviations assumed to affect the OD flow deviation during time interval h + 1



Furthermore, the following notations are defined: ylh



=



the observed traffic volumes on link l during time interval h



alhrp



=



the part of the r th O-D flows that departed its origin during time P and exist on link l during time h



vlh



=



measurement errors



p′



=



the maximum number of time intervals taken to travelling between O-D pairs



The measurement equation is given in Eq. 2.13. y lh =



h



nOD



∑ ∑a



p = h − p ′ r =1



rp lh



x rp + v lh



Eq. 2.13
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Vector and matrix descriptions allow Eqs. 2.12 and 2.13 to be described as: x h +1 − x hH+1 =



∑ f (x h



p = h − q′



p h



p



− x Hp ) + w h



Eq. 2.14



and yh =



h



∑a



p =h − p′



p h



x p + vh



Eq. 2.15



Let y hH as the historical values of link traffic counts for time interval h , then Eq. 2.15 can be rewritten as:



y h − y hH =



∑ a hp (x p − x Hp ) + h



p =h − p′



h



∑a



p =h − p′



p h



x Hp − y hH + v h



Eq. 2.16



Here, x h and x hH are the (nOD ∗ 1) column vector of O-D flows, and y h and y hH are (nl ∗ 1) vector of link traffic volumes. A conventional Ordinary Least Square method gives the (nl ∗ nOD ) coefficient matrix fhp of state equation Eq. 2.14. However, the computation of (nOD ∗ nOD ) matrix a hp is a quite difficult task for the following reasons: • Various entries of O-D flow matrices at different time intervals contribute to link traffic volumes at some observation points. The model requires a complex calibration to estimate the coefficient matrix a hp at next time step. •



a hp



is obtained from uncertain travel times determined by various unknown factors. The travel times are calculated assuming an unrealistic assumption that the space mean speed is constant for all vehicles at all time intervals.



Chan and Wu (1994) first considered dynamic travel time for estimating real-time O-D flows on a freeway corridor. Similar to the model by Ashok and Ben-Akiva (1993), the model is based on a Kalman filter technique that estimates the O-D flow indirectly form link traffic volumes. The model does not estimate O-D flow itself but O-D flow proportions how many percent of inflow vehicles are distributed to each destination. Since the model is formulated for a congested and long distance freeway, there are some special features which cannot be seen in the models for small road network. These are: • The time-dependent link traffic volumes and on-off ramp volumes are fully used as measurement variables of the Kalman filter in order to capture more accurate traffic condition on the freeway. 11



• To describe traffic flow on congested flow states, the relationship between on-, off-ramp volumes and link traffic volumes is formulated. They defined the following notations: qi (k )



=



the number of vehicles entering upstream boundary of freeway section i during time interval k



y j (k )



=



the number of vehicles leaving the freeway section j during time k



U i (k )



=



the number of vehicles crossing the upstream boundary of segment i during time k



Tij (k )



=



the time-dependent O-D flow between origin i and destination j



bij (k )



=



the O-D flow proportion, Tij (k ) qi (k ) the fraction of O-D flows Tij (k − m ) arriving at off-ramp j during time k



θ ijm (k ) = M



=



the maximum number of time intervals travelling the entire freeway section



and created the following two measurement equations: M



j −1



y j (k ) = ∑∑ q i (k − m )θ ijm (k )bij (k − m ) m =0 i =0



M



l −1



U l (k ) − q l (k ) = ∑∑



( j = 1,2,  , N )



Eq. 2.17



N



∑ q (k − m )θ (k )b (k − m ) (l = 1,2,  , N − 1)



m = 0 i = 0 j = l +1



m il



i



Eq. 2.18



ij



Here, θ ijm (k ) is a required parameter to capture dynamic traffic condition under congested traffic flow states. Therefore, both parameters, bij (k ) and θ ijm (k ) are the state variables to be estimated recursively by the Kalman filter. Real-time O-D travel times are separately estimated by summing up dynamic estimates of link travel times along an O-D pair on the freeway. The link travel time comes from the link length divided by the space mean speed. Then, the estimated O-D travel time is integrated into the O-D flow estimation model, assuming that most of the vehicles arriving at node j during time interval k must have departed their origin i within the time interval k − tij+ (k ) and k − tij− (k ) . This reduces the number of unknown parameters θ ijm (k ) in Eqs. 2.17 and 2.18. Therefore, the two measurement equations can be rewritten as: j −1



[



]



[



]



[



]



[



]



y j (k ) = ∑ {q i k − t ij+ (k ) θ ij+ (k )bij k − t ij+ (k ) + q i k − t ij− (k ) θ ij− (k )bij k − t ij− (k ) } i =0



12



Eq. 2.19



l −1



U l (k ) − q l (k ) = ∑



∑ {q [k − t (k )]θ (k )b [k − t (k )]+ q [k − t (k )]θ (k )b [k − t (k )]} N



i = 0 j = l +1



+ ij



i



+ il



ij



+ ij



i



− ij



− il



ij



− ij



Eq. 2.20



where, tij (k )



=



the average travel time taken by vehicles from sections i to j during time interval k



t0



=



unit time interval



tij+ (k )



=



int tij (k ) t0



tij− (k )



=



tij+ (k ) + 1



θ ij+ (k )



=



θ ij (k )



θ ij− (k )



=



θ ij (k )



[



]



t ij+



t ij−



The modified measurement equations, Eqs. 2.19 and 2.20 keep the estimation model from getting complicated. However, the assumption neglects all the required dynamic O-D travel times except two, tij+ (k ) and tij− (k ) . This assumption makes the model unsuitable for actual implementation. Also, the travel times tij+ (k ) and tij− (k ) are solely implicit variables for qi (k ) and bij (k ) because they provide only time intervals such as k − tij+ (k ) and k − tij− (k ) as shown in Eqs. 2.19 and 2.20. It means the two travel times do not have direct influence on the estimation of dynamic O-D flows. In addition, there is no feedback interaction from the estimates of O-D flow estimates to travel times. This model is modified and extended by Wu and Chang (1996) for estimating O-D flows on a large road network. The network is divided into two parts by a screen line l . To make the model applicable to a large road network, the following assumptions were made: • The origins and destinations are located in left- and right-hand-sides in the road network, respectively. Hence, the vehicles travelling between O-D pairs must cross the screen line l. • Traffic flows y j (k ) crossing the screen line l are affected by O-D flows xij (k − tilj+ (k ) − m ) and xij (k − tilj− (k ) + m ) .



• The O-D flows xij (k − tilj+ (k ) − m ) and xij (k − tilj− (k ) + m ) also contribute to link traffic volumes β m− y j (k − m ) , β m+ y j (k + m ) and y j (k )



Here,
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xij (k )



=



O-D flows travelling from origin i to destination j during time interval k



tilj (k )



=



average travel time for trips from i to j to reach screen link during time interval k



T



=



unit time interval



tilj− (k )



=



maximum integer less than or equal to tilj (k ) T



tilj+ (k )



=



tilj− (k ) + 1



m



=



0,1,2,,σ ijl



σ ilj



=



the integer portion of the average travel time deviation from its mean value tilj (k ) measured by the number of time intervals



y j (k )



=



Link traffic volumes observed at measurement point j during interval k



β m− and β m+ are additional parameters to denote how much y j (k − m ) and y j (k + m ) are affected



and xij (k − tilj− (k ) + m ) . Let max{σ ilj | i ∈ Ol , j ∈ Dl , l ∈ L}, then the measurement equation is defined as:



by



the



O-D



σ ilj



∑ ∑ ∑ [x (k − t



i∈Ol j∈Dl m = 0



ij



flows



+ ilj



(



xij k − tilj+ (k ) − m



)



M



denote



as



(k ) − m ) + x ij (k − t ilj− (k ) + m )] = Vl (k ) + ∑ [β m−Vl (k − m ) + β m+Vl (k + m )] M



m =1



Eq. 2.21



Eq. 2.21 is the measurement equation used to consider as much O-D travel time as possible in order to make the model applicable for a large road network. However, the O-D travel times to be considered are still solely implicit variables of O-D flows. Also, a linear relationship is assumed to define the measurement equation even though the model is extremely complicated. Another O-D flow estimation model has been proposed by Madanat et al. (1996). They formulated the problem as a Kalman filter approach and integrated dynamic route choice problems into the Kalman filter model. Here, the model requires the prediction of travel times in order to deal with the route choice phenomenon. The procedure of this estimation model is as follows. First of all, a travel simulator predicts the travel times on the same O-D pair with different routes. Since there is a difference in travel times among various routes, a Logit model computes link traffic volumes for each route. Then, one of the measurement variables, exit volume, is dynamically estimated according to real-time changes of link traffic volumes. Here, it is assumed that the dynamic link traffic volumes have influence on the exit volumes. Finally, the Kalman filter model estimates dynamic O-D flows by computing the dynamic change of exit volumes. However, the travel time considered in this model is still implicit in O-D flows because the travel time directly affects exit volume itself through the linear Logit 14



functions. In addition, no feedback process is found from the estimated O-D flow to travel times.



2.2 Travel Time Estimation Numerous studies have been proposed to estimate link travel times from traffic detector outputs such as link traffic volume, spot speed and occupancy. Sisiopiku and Rouphail (1994) summarized previous works on the estimation of link travel time using two types of detector outputs such as link traffic volume and occupancy. Many models concentrated on developing relationship between the link travel time and the detector outputs based on regression analysis. The ability and potential of these studies are then evaluated in terms of their estimation procedure, formulation and models. They concluded that the occupancy may be better than traffic flow for link travel time estimation. O-D travel time has been conventionally computed by summing up these link travel times, and very few models estimate O-D travel times directly. However, estimation of O-D travel time is becoming a very important task for drivers’ route choice and dynamic traffic controls especially when the road is equipped with a lot of high technological sensors, beacons and detectors with the advancement of ITS technology.



2.2.1 Link Travel Time Estimation Gault (1981) developed two types of linear models for estimating link travel time from detector outputs. One is a model that defined the relationship between link travel time and arrival time. The other model treated the relationship between link travel time and occupancy. They observed that the occupancy model yields better estimates than the arrival time model. Abours (1986) attempted to find a relationship between route travel time and vehicle occupancy. The route travel time is the time taken by vehicles running over several consecutive road sections. However, no model derivation is reported for describing the relationship among the road sections. Takaba et al. (1991) and Kurauchi et al. (1996) aimed to estimate a travel time along a route that consists of several road sections based on the formula proposed by Usami et al. (1986). This route travel time is defined as a function of link length, flow and density. However, their approach has less value because it neglects the dependency of travel time between consecutive road sections (Sisiopiku and Rouphail, 1994a). Also, the model parameters are determined using empirical data obtained only when traffic is not congested or traffic situation is assumed to be steady flow states. This makes the model unsuitable for other traffic conditions especially under congested flow states. Westerman and Immers (1992) developed a simple link travel time estimator along a freeway road section with on- and off-ramps. The entrance and exit of on- and off-ramps are equipped with traffic detectors. The link travel time is estimated by counting the cumulative number of vehicles entering and exiting the road section. Although the travel time strongly depends on 15



the number of vehicles existing in the road section, their model does not always satisfy a traffic flow conservation equation. Dailey (1993) described a method to estimate accurate link travel times between two vehicle detectors using a cross-correlation technique. The model considered the traffic speed estimated from traffic volume fluctuations. The fluctuations of traffic volumes are directly calculated from the two detectors installed. However, the speed cannot be determined from traffic flow alone because traffic flow has two traffic states, steady flow and congested flow states. Also, the model is valid under the steady flow states only. Sisiopiku et al. (1994) did not propose any mathematical models for travel time estimations but attempted to assess the relationship between travel times and flow/occupancy data using a simulation technique and a field study. They attempted to provide specific guidelines and suggestions for making more reliable link travel time estimation models. The empirical simulation revealed the uncertainty of link travel time estimation if the travel time is estimated from link traffic flow alone. Also, the two detector outputs were found to be less significant to travel time under low traffic demand because travel time is independent from both flow and occupancy under such conditions. These findings lead to the conclusion that some theoretical formulae are required for link travel time estimation with other variables instead of flow and occupancy. Palacharla and Nelson (1995) employed a fuzzy neural network (FNN) model and a fuzzy expert system (FES) to estimate link travel times from link traffic volumes and occupancies. They concluded that the FNN model estimates travel time more accurately than the FES. However, the lack of data patterns used for developing the FNN model makes it difficult to evaluate the reliability of the estimation model. Ran et al. (1997) formulated two time-dependent travel time functions for a dynamic traffic assignment on signalized arterial networks. Two types of formula, stochastic and deterministic travel time functions are discussed separately for the longer and shorter time horizon estimations. Travel time in a road section has two components: the time to traverse uncongested and congested portions of the link. These components are derived separately based on the conservation equation. Therefore, the link travel time is not a function of traffic flow alone but traffic flow and the number of vehicles in the road section. Nam and Drew (1997) proposed a method for estimating a link travel time on freeway directly from flow measurement. Cumulative number of vehicles entering and exiting a road section during the time interval ∆t yield the dynamic estimation of link travel time. Since the travel time is a function of both link flow and the number of vehicles in a road section, dynamic travel time estimation can be done for a short time interval. However, it can estimate the travel times experienced only by vehicles entering as well as exiting a road section during the time interval ∆t . Hence, the vehicles existing in the road section at the beginning as well as the end of ∆t are ignored for the travel time estimation. Arem et al. (1997) described a model for estimating travel times on 5 km motorway sections. On-, off-ramps, entrance and exit of each road segment are all equipped with vehicle detectors. Two measurement data, link volume and speed are used for the travel time estimation. The model has two steps, incident detection and travel time estimation. If any deviations from 16



normal traffic flow are detected, the travel time is taken as the summation of free flow travel times and time delays encountered by an arbitrary vehicle. Otherwise, the travel time is solely a free flow travel time. Although the model is developed for a long distance motorway, it may not applicable to another extensive congested traffic condition because traffic dynamics cannot be described by the entrance and exit measurement data only.



Link travel time



In the early works of link travel time estimations, researchers have attempted to develop a link travel time function from the relationship between the travel time and link flow, as shown in Figure 2.1. However, the link travel time function is valid only when the traffic is under the steady flow states. Hence, the travel time estimation from link flow alone has less value in congested road section because the link flow has two quite different traffic conditions, congested and uncongested states.



Link flow



capacity



Figure 2.1: Conventional link travel time function (Sheffi, 1984)



To clear such problems, some researchers have treated the travel time as the function of the number of vehicles existing in a road segment N (t ) and on-ramp inflow volumes u as shown in Figure 2.2. Dynamic travel times can be computed in real time by measuring entering and exiting volumes A(t ) and D (t ) of a road segment. It is applicable for a short time estimation of a travel time on a road link. However, this model cannot be applied to travel time estimations for a long freeway. Drivers’ expected travel times strongly depend on future traffic conditions on their ways to destinations. If an O-D pair is very long, it is quite difficult to predict A(t ) and D (t ) in advance because they vary in real time with dynamic changes of traffic conditions. 17
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Figure 2.2: Travel time under congested flow states (Hurdle, 1981)



2.2.2 Characteristics of Travel Time Characteristics of travel times have been investigated in some studies on the development of drivers’ departure time and route choice behavior models. Given the information such as expected travel time, road condition and so on, the model predicts drivers’ route choice behaviors. Since actual field data on drivers’ behaviors are extremely difficult to be obtained, various travel simulators that replicate real traffic conditions have been developed to create artificial data on drivers’ behaviors.. Koutsopoulos, Polydoroupoulou and Ben-Akiva (1995) summarized various travel simulators developed for collecting the data on drivers’ response to traffic information. They recommended that the simulators should be improved to provide more realistic driving environment and conditions even though they are qualified to examine the influence of traffic information on drivers’ behavior. 18



To model the departure time and route choice behaviors, many researchers have attempted to find out what kind of factors have influenced on drivers’ behaviors. Khattak, Polydoropoulou and Ben-Akiva (1996) and Polydoropoulou et al. (1996) have shown that acccurate travel time information will help drivers to overcome their behavioral inertia for both pre-trip and en-route situations. Ullman et al. (1994) have proved that the travel time information has a significant influence on motorist diversion decisions. Real-time traffic information must be packages and presented to motorists in the proper manner to facilitate quick, easy and correct comprehension. Polydoroupoulou, Ben-Akiva and Kaysi (1994) investigated the influence of traffic information on drivers’ route choice behavior through their survey of commuters. They concluded that a reliable and frequently updated traffic information system affected route diversion. Ben-Akiva, De Palma and Kaysi (1991) also pointed out that travel time must be estimated with accuracy and updated frequently to provide reliable travel time information. On the other hand, it has been shown that a travel time is an uncertain variable as it is affected by various unknown factors that cannot be measured or predicted. Noland and Small (1995) has revealed that the travel time includes a time-varying congestion component and a random element specified by a probability distribution. Thus, the prediction of arrival time is complicated due to the uncertainty of actual travel times. Abdel-Aty, Kitamura and Jovanis (1995a; 1995b, 1997) lead the conclusion that not only the travel time information but also travel time reliability are quite important factors for drivers’ route choice behaviors. BenAkiva, De Palma and Kaysi (1991) also obtained the same finding that the travel times on the different links of transportation network are not known with certainty. This is because traffic conditions change due to unpredictable changes in demand and incidents on the road network.



2.2.3 O-D Travel Time Estimation As summarized in the section 2.2.2, O-D travel times are very important information for drivers’ route choice and departure time selection behaviour. Because of the uncertainty and the strong dependency on traffic conditions, the direct estimation of a time-dependent O-D travel time is a quite difficult task. O-D travel times have been conventionally estimated by summing up link travel times along an O-D pair, but very few studies are reported for the direct estimations of O-D travel times. Cremer (1995) proposed algorithmic extensions of a macroscopic model to calculate an O-D travel time indirectly from predicted average speeds. Since route O-D travel times are not direct outputs of a macroscopic model, the link travel times are indirectly calculated from time-dependent density and speed estimated by a macroscopic model. The estimated link travel times are summed up along a route to compute the actual traverse time, as shown in Figure 2.3. The same approach can be seen in many studies by Chang and Wu (1994), Wu and Chang (1996), Wisten and Smith (1997) and Ran et al. (1996).
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Figure 2.3: Actual O-D travel time by summing up link travel times



Petty et al. (1997) formulated a model to estimate link travel times directly from single loop detector outputs such as link traffic volumes and occupancies. It is based on a stochastic model in which vehicles that arrive at an upstream point during a time interval, have a common probability distribution of travel times. This model is then used for estimating a total travel time along some consecutive road segments. However, the O-D travel time is not the actual travel time experienced by the drivers to traverse between a specific O-D pair because it is a solely instantaneous travel time which aggregates the link travel times at the same time interval. Makigami et al. (1984) formulated a mathematical model to estimate a travel time along a highway with several bottlenecks. The highway is divided into some road subsections, and the travel time is computed as the road length divided by the space mean speed, which is obtained from a volume-density relationship. For a subsection in which traffic demand exceeds the capacity, the speed and density are calculated separately for congested and uncongested parts of the subsection. The link travel time is then computed by mathematical equations based on a shock wave theory. However, all subsections are assumed to have the same traffic volumes at the same time interval. This is an unrealistic assumption for an actual implementation of O-D travel time estimations.. Makigami et al. (1993) modified their model to apply to the travel time estimation on a long distance road section. The same model as previous one (Makigami et al., 1984) is applied to link travel time estimation. Significant difference between the new model and previous one is 20



that the new model considered additional on- and off-ramp volumes entering and exiting the road section. Future O-D trip patterns are also predicted before the simulation, and presented into the model as input data. However, the O-D flows should not be given as deterministic input variables in advance because the O-D flows are changing in real-time according to the dynamic traffic condition on the road network. Wong and Sussman (1972) attempted to estimate an O-D travel time between two specific nodes on a highway network. The O-D travel time is assumed to follow an appropriate distribution function, which depends on road conditions. Therefore, the estimation scheme is actually designed to estimate the condition-dependent mean O-D travel time. The travel time is a function of a parameter and the distance between two nodes. The parameter is optimized so as to minimize the difference between observed and estimated travel times. Fu and Rilett (1995) developed an artificial neural network (ANN) model for estimating O-D travel times in a dynamic traffic network. Only the coordinates of origins, destinations and the departure times are selected as the input variables for the estimation. Direct O-D travel time estimation models by Wong and Sussman (1972) and Fu and Filett (1995) did not succeed in estimating dynamic O-D travel times because the dynamic O-D travel times cannot be determined simply from the coordinates, distance of O-D pairs and departure time only. Newell (1993a, 1993b, 1993c) suggested the idea of estimating O-D travel times by developing simplified theory of macroscopic highway traffic flow model. Firstly, he introduced cumulative flow A( x, t ) , which denotes the cumulative number of vehicles passing the position x at time t . As illustrated in Figure 2.2, the cumulative flows A( x, t ) at two observation points easily compute some traffic variables such as the number of vehicles in the road section (density), travel time, average speed and so on. Then, he derived the theory to estimate time-dependent A( x, t ) at any road sections if the cumulative number of flows entering and exiting the freeways are given. This leads to the dynamic travel time estimations between the O-D pairs. As given in these articles, however, this theory may not be capable of predicting the O-D flows. Also, exiting traffic flows should not be fixed in advance because they are strongly dependent on the traffic conditions between the O-D pairs. In other words, exiting demand should be estimated or predicted as a result of real-time traffic conditions. As shown in Figure 2.4, this theory could be used as a feedback O-D travel time estimation model if: ~ • estimates of A( x, t ) can be updated into Aˆ ( x, t ) by the use of measurable traffic variables such as actual link flow or speed



and if: • one more feedback process can be added to predict the number of flows at origin and destination indirectly from the estimates of Aˆ ( x, t )
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Figure 2.4: Feedback O-D travel time estimation model



Wakao et al. (1997) first applied a Kalman filter technique for a dynamic estimation of O-D travel times on a long freeway corridor. The O-D travel times are dynamically estimated from the detector outputs such as link traffic volumes and spot speeds at some observation points. Through the numerical analysis, they pointed out that the traffic conditions on the freeway are not reflected immediately to the detector outputs if the freeway is long. To overcome this difficulty, they introduced a macroscopic traffic flow model to predict the traffic condition on the freeway in advance. Dillenburg et al. (1995) have designed the ADVANCE (Advanced Driver Vehicle Navigation ConcEpt) traffic information center to predict O-D travel times using 3,000 probe vehicles and roadside loop detectors. Measurements of actual O-D travel times by probe vehicles and detector outputs compute and update the drivers’ expected O-D travel times for the next 20 minutes. Although it is not clarify in this literature, the use of probe vehicles might be quite efficient to predict and update the reliable O-D travel times more accurately than using detector outputs alone. On the other hand, some models that have been developed as package software are capable of estimating dynamic O-D travel time. DYNASMART-X (The University of Texas at Austin, 2000) mainly provides (1) reliable estimates of network traffic conditions, (2) predictions of network flow pattern over the near and medium terms and (3) routing information to guide trip-makers in their travel. O-D travel times can be simply estimated based on the predicted traffic conditions between the O-D pairs. Most significant characteristic of this model is that it predicts network traffic conditions over medium terms. This function may help to improve the O-D travel time estimations for long distance O-D pairs, where it takes relatively long time to travel. Prediction of network condition can be also done in PARAMICS (Quadsone Limited, 2000), a microscopic traffic simulation model developed for studying various ITS projects. According to the system overview of PARAMICS, “PARAMICS offers system operators the capability to provide predictive information and look-ahead route guidance”. This implies that
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PARAMICS provides the prediction of network traffic conditions, and estimates the O-D travel time based on the future traffic states. The above two sophisticated simulation models imply that accurate prediction of traffic states is required and efficient for the estimation of O-D travel times especially for long O-D pairs.



2.3 Relationship between O-D Travel Time and Flow It is expected that there are some interactions between O-D travel time and flow because they are closely correlated with each other. However, the interaction has not been considered in previous studies of dynamic O-D flow estimations at an isolated intersection (Cremer and Keller, 1981; 1984) on a small freeway (Bell, 1989) and O-D travel time estimations (Wakao et al., 1997; Wong and Sussman, 1973; Fu and Rilett, 1995). On the other hand, some researchers have used travel time information for dynamic O-D flow estimations on a long freeway. Ashok and Ben-Akiva (1993) applied a Kalman filter to estimate O-D flows from link traffic counts on a long freeway corridor. Travel time on specific O-D pairs was used for the estimations, assuming that the travel time was constant during the whole simulation period. This assumption is not realistic for an actual freeway because travel time varies with traffic situations. Chang and Wu (1994) used the influence of O-D travel time on O-D flows estimations on a freeway. In order to avoid complexity in the formulation of Kalman filter and reduce computational effort, they took into account O-D travel times only for two time steps only; tij+ (k ) and tij− (k ) in Eqs. 2.19 and 2.20. Another Kalman filter approach was proposed by Madanat et al.(1996) to estimate O-D flows with considering dynamic changes of travel time. However, the approach has no feedback process from O-D flows to travel time because a traffic simulator independently calculates the travel time without considering dynamic changes of O-D flows. In this way, the O-D travel time has been solely treated as an implicit variable and not directly used in O-D flow estimations. Moreover, there has been no feedback process considered from O-D flow to travel time even though travel times change in real time according to dynamic changes of O-D flows. Consequently, no model is successful yet in estimating both O-D travel time and flow simultaneously with considering their mutual interactions.



2.4 Kalman Filter The Kalman filter is one of the filtering techniques to estimate state variables from on-line measurement data. For example, traffic density and space mean speed are almost impossible to be measured directly due to its highly cost survey. A Kalman filter defines the density and space mean speed as the state variables, and estimate them indirectly from dynamic measurable data such as link traffic volume, spot speed and so on. These measurement 23



variables are very easy to be counted by the use of traffic detectors. This section describes the brief theory of the Kalman filter based on the derivation by Arimoto (1977), and summarizes some applications of the Kalman filter for dynamic estimations of traffic states.



2.4.1 Theory Let denote x k as n column vector of state variables during time interval k . It is assumed that the state vector x k follows the linear relation: x k +1 = Ak x k + B k u k



Eq. 2.22



Here, u k is r column white-noise vector which satisfies the following conditions: Eu k = u k



Eq. 2.23



and



′ E (u k − u k )(u l − u l ) = δ kl U k



Eq. 2.24



where, U k is r * r matrix and δ kl follows;  1(k = l ) 0(k ≠ 0)



δ kl = 



Eq. 2.25



and Bk are coefficient matrices with dimension of n * n and n * r , respectively. Here, Eq. 2.22 is defined as state equation. Since the white-noise vector u k and the state variable x k are statistically independent, the average xk +1 and covariance matrix X k +1 of the state variable can be described as: Ak



x k +1 = Ex k +1 = E ( Ak x k + B k u k ) = Ak x k + B k u k



Eq. 2.26



′ X k +1 = E (x k +1 − x k +1 )(x k +1 − x k +1 ) = Ak X k Ak′ + B k U k B k′



Eq. 2.27



The Kalman filter is a technique to estimate the state variable x k indirectly from some measurable variable y k . It is assumed that there is a linear relationship between x k and y k defined in Eq. 2.28:
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y k = Ck x k + w k



Eq. 2.28



where: Ck



=



m*n



coefficient matrix



yk



=



measurement variable during time interval k



Here, w k is a white-noise vector that average and covariance matrix are described as follows: Ew k = w k



Eq. 2.29



and ′ E (w k − w k )(w l − w l ) = δ kl Wk



Eq 2.30



where, Wk is a m * m matrix. Similar to the state equation (Eq. 2.22), the state variable x k and the white-noise w k are assumed to be independent. Therefore, the average y k and covariance matrix of measurement variable y k are: y k = Ey k = C k x k + w k



Eq. 2.31



′ E (y k − y k )(y k − y k ) = C k X k C k′ + Wk



Eq. 2.32



Filtering problem is to find the best estimates xˆ k of state variable x k from time-series measurement data y k (k = 0,1,2,, k ) . Let denote y [0, k ] as measurement variables over the time period (k = 0,1,2,, k ) :



y [0,k ]



y 0  y  =  1     y k 



Eq. 2.33



then, the estimates xˆ k can be determined from the time-series of measurement variables y 0 , y1 ,, y k through the following system: 25



k



xˆ k = d k + ∑ Fkl y l



Eq. 2.34



l =0



where, d k is n column constant vector and Fkl (l = 0,1,k ) is n * m coefficient matrix. The problem is to determine the constant vector d k and the coefficient matrix Fkl so as to minimize the error vector ek : e k = xˆ k − x k



Eq. 2.35



As the error vector ek is random variable, the following two conditions should be satisfied to minimize the error ek : • The average of ek is equal to zero • The covariance matrix of ek is minimized in terms of the second-order condition The first condition is identical to: E (xˆ k − x k ) = 0 k   ⇔ E  d k + ∑ Fkl y l − x k  = 0 l =0  



Eq. 2.36



k



⇔ d k + ∑ Fkl y l − x k = 0 l =0



k



⇔ d k = x k − ∑ Fkl (C l x l + w l ) l =0



k



Here, the constant vector d k is found to be equal to xk − ∑ Fkl (Cl xl + wl ) . l =0



On the other hand, the error covariance matrix Pk is derived as follows: Pk = E (e k e ′k ) ′ = E (xˆ k − x k ) ⋅ (xˆ k − x k ) k k     = E (x k − x k ) − ∑ Fki {C i (x i − x i ) + (w i − w i )} ⋅ (x k − x k ) − ∑ Fkj {C j (x j − x j ) + (w j − w j )} i =0 j =0     == k



k



k



k



k



i =0



j =0



i =0



= X k + ∑∑ Fki C i X ij C ′j Fkj′ + ∑ Fki Wi Fki′ − ∑ X kj C ′j Fkj′ − ∑ Fki C i X ik i =0 j =0



Eq. 2.37 26



where: ′ E (x i − x i ) ⋅ (x k − x k ) = X ik



Eq. 2.38



X i = X ii



Eq. 2.39



Let



F (k ) = [Fk 0 Fk 1  Fkk ] ,



C 0  Ck =    0



C1



0      Ck 



 X 0k  X  X (k ) =  1k  ,       X kk 



and



 X 00 X X k =  10    X k0



X 01 X 11  X k1



 X 0k   X 1k  ,      X kk 



0 W0   W1  Wk =       Wk  0



Eq. 2.40



then Eq. 2.37 can be rewritten as:



Pk = X k + F (k )C k X k C ′k F ′(k ) + F (k )Wk F ′(k ) − F (k )C k X (k ) − X ′(k )C ′k F ′(k ) = X k + F (k ){C k X k C ′k + Wk }F ′(k ) − F (k )C k X (k ) − X ′(k )C ′k F ′(k ) ==



Eq. 2.41



′ = X k + F (k ) − X ′(k )C ′k Yk−1 Yk F (k ) − X ′(k )C ′k Yk−1 − X ′(k )C ′k Yk−1 C k X (k )



[



] [



]



where: Yk = C k X k C ′k + Wk



Eq. 2.42



It clearly can be identified that the coefficient F (k ) which minimizes Eq. 2.41 is equal to X ′(k )C′k Yk−1 . Hence, F (k ) = X ′(k )C ′k Yk−1



Eq. 2.43



= X ′(k )C ′k [C k X k C ′k + Wk ]



−1
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Substituting Eqs. 2.36 and 2.43 into 2.34 yields the best estimates of state variable xˆ k as follows: k



xˆ k = d k + ∑ Fkl y l l =0 k



k



l =0



l =0



= x k − ∑ Fkl y l + ∑ Fkl y l k



= x k + ∑ Fkl (y l − y l ) l =0



= x k + F (k )[y (0,k ) − y (0,k ) ]



= x k + X ′(k )C ′k [C k X k C ′k + Wk ] [y (0,k ) − y (0,k ) ] −1



Eq. 2.44



Eq.2.44 consists of a filtering system to yield the best estimation of vector xˆ k from timeseries measurement data y (0, k ) . In this case, the error covariance matrix Pk is defined as: Pk = X k − X ′(k )C ′k Yk−1 C k X (k )



Eq. 2.45



It is clear that the estimator Eq. 2.44 is not able to provide recursive estimates because matrix sizes are getting large as the time step k increases. This prevents However, it has been shown that Eq. 2.44 can be written as recursive type formulae through the following complicated matrix computation. First of all, Yk should be reformulated as a recursive formula: Yk = C k X k C ′k + Wk 0   X 00 X 01  X 0 k  C 0′ 0  W0 0        C1 X X 11  X 1k C1′ W1  +    10                  C k   X k 0 X k 1  X kk   0 C k′   0 Wk  0  W0 0  C 0 X 00 C 0 X 01  C 0 X 0 k  C 0′    C X C1 X 11  C1 X 1k   C1′ W1 1 10  +  =                 C k′   0 Wk  C k X k 0 C k X k 1  C k X kk   0 0  C 0 X 00 C 0′ C 0 X 01C1′  C 0 X 0 k C k′  W0  C X C′ C X C′  C X C′   W1 1 11 1 1 1k k   =  1 10 0 +              Wk  C k X k 0 C 0′ C k X k 1C1′  C k X kk C k′   0



C 0  =   0



Z (k ) Y =  k −1   Z ′(k ) Y k 



Eq. 2.46
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where:  C 0 X 0 k C k′  C 0  C X C′   1 1k k = Z (k ) =         C k −1 X k −1,k C k′   0



C1



0   X 0 k  C k′  X    1k        C k −1   X k −1,k 



Y k = C k X kk C k′ + Wk = C k X k C k′ + Wk



Eq. 2.47



Eq. 2.48



Recall Eqs. 2.22 and 2.26: x j = A j −1 x j −1 + B j −1 u j −1



Eq. 2.49



x j = A j −1 x j −1 + B j −1 u j −1



Eq. 2.50



If j > i , the variance-covariance matrix X ij can be writen as:



′ X ij = E [x i − x i ][A j −1 (x j −1 − x j −1 ) + B j −1 (u j −1 − u j −1 )] = X i , j −1 A′j −1



( j > i)



Eq. 2.51



Therefore,



 X 0 k   X 0,k −1  Ak′ −1   X   X  1k  =  1,k −1  = X (k − 1)Ak′ −1            X k −1,k   X k −1,k −1 



C 0  ∴ Z (k ) =    0



C1



Eq. 2.52



0  X (k − 1)Ak′ −1 C k′   = C k −1 X (k − 1)Ak′ −1C k′    C k −1 



Similarly, Z ′(k ) can be modified to:
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Eq. 2.53



Z ′(k ) = [C k X k 0 C 0′  C k X k ,k −1C k′ −1 ] = C k [X k 0



X k1



C 0′   X k ,k −1 ]   0



0  C1′     C k′  Eq. 2.54



If i > j , then



′ X ij = E [Ai −1 (x i −1 − x i −1 ) + Bi −1 (u i −1 − u i −1 )][x j −1 − x j −1 ] = Ai −1 X i −1, j



(i > j )



Eq. 2.55



Thus



[X



X k 1  X k ,k −1 ] = Ak −1 [X k −1,0



k0



X k −1,1  X k −1,k −1 ] = Ak −1 X ′(k − 1)



∴ Z ′(k ) = C k Ak −1 X ′(k − 1)C ′k −1



Eq. 2.56



Eq. 2.57



In the next step, Yk−1 is derived. For convenience, it is assumed that Yk−1 is described as:



Y Z (k ) Yk−1 =  k −1   Z ′(k ) Y k 



Eq. 2.58



It has been shown that each entry of Eq. 2.58 can be computed as follows:



[



]



Y k = Y k − Z ′(k )Yk−−11 Z (k )



[



−1



Eq. 2.59



]



Yk −1 = Yk −1 − Z (k )Y k−1 Z ′(k )



−1



Eq. 2.60



From Eq. 2.59 and the following theory:



(X



−1



−1 − C ′W −1C ) = X − XC ′(CXC ′ − W ) CX −1



Eq. 2.60 can be rewritten as:
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Eq. 2.61



[



]



Z ′(k )Yk−−11



Eq. 2.62



= − Yk−−11 Z (k )Y k



Eq. 2.63



Yk −1 = Yk−−11 − Yk−−11 Z (k ) Z ′(k )Yk−−11 Z (k ) − Y k



−1



= Yk−−11 + Yk−−11 Z (k )Y k Z ′(k )Yk−−11



Z (k ) and Z ′(k ) are:



[



Z (k ) = − Yk−−11 Z (k ) Z ′(k )Yk−−11 Z (k ) − Y k



]



−1



Z ′(k ) = −Y k−1 Z ′(k )Yk −1 = −Y k Z ′(k )Yk−−11



Eq. 2.64



Substituting Eq. 2.63 into Eq. 2.62 yields: Yk −1 = Yk−−11 − Z (k )Z ′(k )Yk−−11



Eq. 2.65



It has been shown that Z ′(k ) and Z (k ) are equal to Ck Ak −1 X ′(k − 1)C′k −1 and Ck −1 X (k − 1)Ak′ −1Ck′ , respectively (Eqs. 2.57 and 2.53). Therefore, Eq. 2.59 can be rewritten as:



[



]



Y k = Y k − C k Ak −1 X ′(k − 1)C ′k −1 Yk−−11 C k −1 X (k − 1)Ak′ −1C k′



−1



Eq. 2.66



From Eq. 2.45, X ′(k − 1)C ′k −1 Yk−−11 C k −1 X (k − 1) = X k −1 − Pk −1



Then



Yk = [Yk − C k Ak −1 ( X k −1 − Pk −1 ) Ak′ −1C k′ ]



−1



= [Yk − C k Ak −1 X k −1 Ak′ −1C k′ + C k Ak −1 Pk −1 Ak′ −1C k′ ]



−1



= [C k X k C k′ + Wk − C k Ak −1 X k −1 Ak′ −1C k′ + C k Ak −1 Pk −1 Ak′ −1C k′ ]



−1



(← Eq. 2.48)



= [Wk + C k ( X k − Ak −1 X k −1 Ak′ −1 )C k′ + C k Ak −1 Pk −1 Ak′ −1C k′ ]



−1



= [Wk + C k B k −1U k −1 B k′ −1C k′ + C k Ak −1 Pk −1 Ak′ −1C k′ ]



−1



(← Eq. 2.27)



= [Wk + C k ( Ak −1 Pk −1 Ak′ −1 + B k −1U k −1 B k′ −1 )C k′ ]



−1



−1 = [Wk + C k M k C k′ ]



Eq. 2.67



where:
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M k = Ak −1 Pk −1 Ak′ −1 + Bk −1U k −1 Bk′ −1



Eq. 2.68



Thirdly, compute X ′(k )Ck′ Yk−1 , which is a part of Eq. 2.27.



X ′(k )C k′ Yk−1 = [X k 0



X k1



C 0′   X kk ]   0



C ′ = [Ak −1 X ′(k − 1) X k ] k −1  0



0  Y C1′   k −1 Z (k )    Z ′(k ) Y k   C k′  0   Yk −1 Z (k ) C k′   Z ′(k ) Y k 



Eq. 2.69



Y Z (k ) X k C k′ ] k −1   Z ′(k ) Y k  = [Ak −1 X ′(k − 1)C ′k −1 Yk −1 + X k C k′ Z ′(k ) Ak −1 X ′(k − 1)C ′k −1 Z (k ) + X k C k′ Y k ] = [Ak −1 X ′(k − 1)C ′k −1



The Right-Hand-Side of Eq. 2.69 is: Ak −1 X ′(k − 1)C ′k −1 Z (k ) + X k C k′ Y k



= − Ak −1 X ′(k − 1)C ′k −1 Yk−−11C k −1 X (k − 1)Ak′ −1C k′ Y k + X k C k′ Y k = − Ak −1 ( X k −1 − Pk −1 )Ak′ −1C k′ Y k + X k C k′ Y k



(← Eqs. 2.63 and 2.53)



(← Eq. 2.45)



= − Ak −1 ( X k −1 − Pk −1 )Ak′ −1C k′ Y k + ( Ak −1 X k −1 Ak′ −1 + B k −1U k −1 Bk′ −1 )C k′ Y k = ( Ak −1 Pk −1 Ak′ −1 + Bk −1U k −1 Bk′ −1 )C k′ Y k



(← Eq. 2.27 ) Eq. 2.70



= M k C k′ Y k = M k C k′ (Wk + C k M k C k′ )



−1



= (M k−1 + C k′Wk−1C k ) C k′Wk−1



(← Eq. 2.67)



−1



Similarly, the Left-Hand-Side can be written as:



Ak −1 X ′(k − 1)C ′k −1 Yk −1 + X k C k′ Z ′(k )



[



]



= Ak −1 X ′(k − 1)C ′k −1 Yk−−11 − Z (k )Z ′(k )Yk−−11 − X k C k′ Y k Z ′(k )Yk−−11



= Ak −1 X ′(k − 1)C ′k −1 Yk−−11 − [Ak −1 X ′(k − 1)C ′k −1 Z (k ) + X k C k′ Y k ]Z ′(k )Yk−−11



= Ak −1 X ′(k − 1)C ′k −1 Yk−−11 − (M k−1 + C k′Wk−1C k ) C k′Wk−1 Z ′(k )Yk−−11 −1



(← Eq. 2.70)



= Ak −1 X ′(k − 1)C ′k −1 Yk−−11 − M k C k′ Y k Z ′(k )Yk−−11



Eq. 2.71 In the fourth step, the error covariance matrix Pk is formulated. Recall Eq. 2.45, Pk is originally described as: 32



Pk = X k − X ′(k )C ′k Yk−1 C k X (k )



Eq. 2.72



From Eqs. 2.70 and 2.71, Eq. 2.72 can be rewritten as:



[



Pk = X k − Ak −1 X ′(k − 1)C ′k −1 Yk−−11 − M k C k′ Y k Z ′(k )Yk−−11



C M k C k′ Y k  k −1  0



]



0   X (k − 1)Ak′ −1   C k   Xk 



 X (k − 1)Ak′ −1  M k C k′ Y k C k   Xk   −1 −1 = X k − Ak −1 X ′(k − 1)C ′k −1 Yk −1C k −1 X (k − 1)Ak′ −1 − M k C k′ Y k Z ′(k )Yk −1C k −1 X (k − 1)Ak′ −1 − M k C k′ Y k C k X k



[



]



= X k − Ak −1 X ′(k − 1)C ′k −1 Yk−−11C k −1 − M k C k′ Y k Z ′(k )Yk−−11C k −1



[



]



= X k − Ak −1 ( X k −1 − Pk −1 )Ak′ −1 + M k C k′ Y k C k Ak −1 X ′(k − 1)C ′k −1 Y C k −1 X (k − 1)Ak′ −1 − M k C k′ Y k C k X k −1 k −1



(← Eqs. 2.72 and 2.57) = [X k − Ak −1 ( X k −1 − Pk −1 )Ak′ −1 ] + M k C k′ Y k C k [Ak −1 ( X k −1 − Pk −1 )Ak′ −1 − X k ] (← Eq. 2.72 ) = [I − M k C k′ Y k C k ][X k − Ak −1 X k −1 Ak′ −1 + Ak −1 Pk −1 Ak′ −1 ] = [I − M k C k′ Y k C k ][B k −1U k −1 B k′ −1 + Ak −1 Pk −1 Ak′ −1 ] = [I − M k C k′ Y k C k ]M k (← Eq. 2.68) = M k − M k C k′ Y k C k M k



= M k − (M k−1 + C k′Wk−1C k ) C k′Wk−1C k M k −1



= (M k−1 + C k′Wk−1C k )



−1



[(M



= (M k−1 + C k′Wk−1C k ) ⋅ I



−1 k



+ C k′Wk−1C k )M k − C k′Wk−1C k M k



]



−1



= (M k−1 + C k′Wk−1C k )



−1



Eq. 2.73



Finally, the recursive formula of the best estimates xˆ k is derived. Recall Eq. 2.44, xˆ k is originally given as follows: xˆ k = x k + X ′(k )C ′k Yk−1 [y (0,k ) − y (0,k ) ]



Eq. 2.74



From Eq. 2.69, X ′(k )C k′ Yk−1



[



= Ak −1 X ′(k − 1)C′k −1 Yk−−11 − (M k−1 + C k′Wk−1C k ) C k′Wk−1 Z ′(k )Yk−−11 −1



(M



−1 k



]



+ C k′Wk−1C k ) C k′Wk−1 Eq. 2.75 −1



Since (M k−1 + C k′ Wk−1C k ) is equal to Pk in according to Eq. 2.73, Eq. 2.75 can be rewritten as: −1



[



X ′(k )C k′ Yk−1 = Ak −1 X ′(k − 1)C ′k −1 Yk−−11 − Pk C k′Wk−1 Z ′(k )Yk−−11



The Right-Hand-Side of eq. 2.74 is: 33



Pk C k′Wk−1



]



Eq. 2.76



x k + X ′(k )C ′k Yk−1 [y (0,k ) − y (0,k ) ]



[



− y (0,k −1)  y Pk C k′Wk−1  (0,k −1)  yk − yk   − y (0,k −1)  y − Pk C k′Wk−1C k Ak −1 X ′(k − 1)C ′k −1 Yk−−11 Pk C k′Wk−1  (0,k −1)  yk − yk  



]



= x k + Ak −1 X ′(k − 1)C ′k −1 Yk−−11 − Pk C k′Wk−1 Z ′(k )Yk−−11



[



= x k + Ak −1 X ′(k − 1)C ′k −1 Yk−−11



]



− y (0,k −1)  y Pk C k′Wk−1  (0,k −1)  yk − yk   −1 −1 −1 = x k + (I − Pk C k′Wk C k )Ak −1 X ′(k − 1)C ′k −1 Yk −1 (y (0,k −1) − y (0,k −1) ) + Pk C k′Wk (y k − y k )



[



= x k + (I − Pk C k′Wk−1C k )Ak −1 X ′(k − 1)C ′k −1 Yk−−11



]



Eq. 2.77 Here, it has been shown that X ′(k − 1)C ′k −1 Yk−−11 (y (0, k −1) − y (0, k −1) ) is equal to xˆ k −1 − x k −1 according to Eq. 2.74. Thus, Eq. 2.77 is rewritten as: x k + X ′(k )C ′k Yk−1 [y (0,k ) − y (0,k ) ] = x k + (I − Pk C k′Wk−1C k )Ak −1 [xˆ k −1 − x k −1 ] + Pk C k′Wk−1 (y k − y k ) Eq. 2.78



Therefore, the best estimates xˆ k can be formulated as: xˆ k = x k + (I − Pk C k′Wk−1C k )Ak −1 [xˆ k −1 − x k −1 ] + Pk C k′Wk−1 (y k − y k )



= x k − Ak −1 (x k −1 − xˆ k −1 ) + Pk C k′Wk−1 [y k − y k + C k Ak −1 (x k −1 − xˆ k −1 )]



Eq. 2.79



In Eqs. 2.26 and 2.31, it has already been defined that: x k = Ak −1 x k −1 + Bk −1 u k −1



Eq. 2.80



and y k = Ck x k + w k



Eq. 2.81



Substituting Eqs. 2.80 and 2.81 into Eq. 2.79 yields: xˆ k = Ak −1 x k −1 + Bk −1 u k −1 − Ak −1 (x k −1 − xˆ k −1 ) + Pk C k′Wk−1 [y k − C k x k − w k + C k Ak −1 (x k −1 − xˆ k −1 )] = ( Ak −1 xˆ k −1 + Bk −1 u k −1 ) + Pk C k′Wk−1 [y k − C k (x k − Ak −1 x k −1 + Ak −1 xˆ k −1 ) − w k ]



= ( Ak −1 xˆ k −1 + Bk −1 u k −1 ) + Pk C k′Wk−1 [y k − C k (Bk −1 u k −1 + Ak −1 xˆ k −1 ) − w k ] x + P C ′W −1 [y − (C ~ x + w )] =~ k



k



k



k



k



k



x k + Pk C k′Wk−1 [y k − ~ yk ] =~



k



k



Eq. 2.82 34



where the error covariance matrix Pk is given in Eq. 2.73; y k is an actual measurement data observed from the system; ~x k and ~y k are one-step predict and estimate of state and measurement variables, respectively. These are give as: ~ x k = Ak −1 xˆ k −1 + Bk −1 u k −1



Eq. 2.83



~ y k = Ck ~ xk + wk



Eq. 2.84



Eqs. 2.83 and 2.84 are defined as state and measurement equations of the Kalman filter, and the best estimates of state variable xˆ k after y k is observed, is given in Eq. 2.82.



2.4.2 General Estimation Algorithm by a Kalman filter A Kalman filter is well know as a feedback estimation model, which estimates state variables x k at time k indirectly from on-line measurement variables y k . The feedback algorithm by a Kalman filter is schematically described in Figure 2.5. In the first step, the O-D travel time and flow ~x k are predicted one step ahead by giving the previous estimates xˆ k −1 into the state equation f . Next, ~y k are estimated by the measurement equation g . When the actual detector outputs y k are measured in real time, the error is computed as the difference between y k . Then, the estimates of state variables are corrected in proportion to the error. y k and ~ Once the detectors measure any changes in traffic conditions, the feedback process by Kalman filter can immediately reflect the changes into the estimates of O-D travel time and flow. Thus, the feedback method has a good potential in estimating dynamic O-D travel time and flow on road networks where traffic detectors are densely installed.
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Figure 2.5: A Feedback estimation algorithm by a Kalman filter



2.4.3 Application of Kalman Filter for Estimating Traffic States Gazis and Knapp (1971) applied a Kalman filter to the estimation of the number of vehicles on a road segment. They defined “rough counts” as measurement variables and estimated the number of vehicles indirectly from the measurement variables. The “rough counts” is the approximate number of vehicles on the road computed from link travel time and cumulative number of vehicles entering and exiting the road segment. The link travel time is calculated form spot speed data measured by some vehicle detectors installed on the entrance and exit of the segment. Szeto and Gaziz (1972) formulated estimations of traffic density over consecutive road sections as a Kalman filter problem. Spot speed from detectors and link traffic counts between consecutive segments are chosen as measurement variables. Since these variables are functions of state variable (the number of vehicles on the segment), these relationships consist of measurement equation of the Kalman filter. Nahi and Trivedi (1973) applied a Kalman filter technique to estimate the traffic density and space mean speed on a freeway segment. Measurement variables are average speed and cumulative number of vehicles obtained at the entrance and exit of the road section. They formulated another model with the measurement variables counted only at the entrance. It is concluded that the former model yields more accurate estimates comparing with the latter one. Nakatsuji et. al (1997) developed a Neural-Kalman filter (NKF) model to estimate traffic density and space mean speed from link traffic counts and time mean speed on freeway segments. A macroscopic model is used to describe traffic phenomena. Since two state 36



variables such as density and space mean speed have nonlinear relationships, the coefficient matrices of state and measurement equations are given by Neural Network models.



2.5. Artificial Neural Network (ANN) Model An ANN model consists of simple processing elements called neurons (Dougherty, 1995). Each neuron has a function to obtain data from outside and calculate an output using a certain function such as a sigmoid function. In general neurons are connected to each other as illustrated in Figure 2.6. X i (i = 0,1,2,  , n ) are inputs to the neuron j , and W ji (i = 0,1,  , n ) are synapse connection weights, indicating the strength of connection weights between neurons.



X0 W j0



W j1



X1



}
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Transfer



W jn



Xn Figure 2.6: A neuron (Dougherty, 1995)



The signals coming into a neuron j are summarized with their connection weights W ji by Equation 2.85 (summation): n



I j = ∑ W ji X i



Eq. 2.85



i =0



Then, the outputs Y j from neuron j can be obtained by transferring the summation I j using a function f (⋅) (transfer). Typical nonlinear sigmoid function is chosen as a transferring function: Y (I j ) = 1 1 + exp[− 2(I j − 0.5 u 0 )]



Eq. 2.86
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=



u0



a parameter to define the shape of a sigmoid function



A general ANN model consists of the following elements: nodes (neuron), connection weights, transfer function and layers (Dougherty and Kirby, 1993). Figure 2.7 illustrates an ANN with three layers; input, hidden and output layers. Given some signals into the input layer, the connection of neurons between adjacent layers allows the signals to propagate forward or backward beyond the layers. Eq. 2.87 computes an output signal y k at k -th neuron in the output layer.



    y k = f ∑ W jk ⋅ f  ∑ Wij x i + θ j  + θ k  .  i   j 



Eq. 2.87



where Wij and W jk are the connection weights between input/hidden and hidden/output layers, respectively. Input layer
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Figure 2.7: ANN model with three layers



Three main learning scheme have been proposed for an ANN model to learn data patterns: supervised, reinforcement and self-organizing learning (Dougherty, 1995). Supervised learning will be employed in this study. In this scheme, the computed outputs y k are compared with the desired outputs z k for their inputs. The error information, the differential between y k and z k , are propagated backward from the output to hidden and input layers (Faghri and Hua, 1992). This learning process continues until the following average squared sum J becomes less than 0.001 (Pourmoallem et al., 1997): J=



1 nk



nk



∑ (y k =1



k



− z k ) ≤ 0.001



Eq. 2.88
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where n k is the number of neurons in the output layer. This process is so called back propagation that is a very powerful technique for constructing nonlinear transfer functions between a number of continuously valued inputs and one or more continuously valued outputs (Faghri and Hua, 1992). Some researchers have applied ANN models for studies on transportation engineering field. These studies are summarized in some papers (Nakatsuji and Kaku, 1990; Dougherty, 1995; Faghri and Hua, 1992). Dougherty (1995) concluded that most of the problems to be solved in transportation systems are highly nonlinear, and data sources are often numerous and complex. An ANN model has a great potential to analyze these data though there are still much work to be done with respect to model interpretation and validation. Hua and Faghri (1994) pointed out that an ANN model may be useful especially when the system to be modeled is complicated. Conventional mathematical approaches usually do not show the potential to solve complex and nonlinear problems, whereas an ANN model can approximate any reasonable functions. As a case study, they attempted to estimate link travel times along a road segment with weaving points using an ANN. The travel times are affected by various factors such as the number of lanes, drive characteristics and visibility of the road section. The travel time should be a function of these factors, but it is difficult to find the influence of these factors on the travel times. This naturally leads to the use of an ANN model to define the relationship between travel times and these unknown factors. Xiong and Schneider (1992) found an applicability of an ANN model for parameter optimization problems. In current algorithms for finding optimum solutions, only one objective value can be optimized in one run. By the use of ANN, however, parameters can be optimized to satisfy multiple objective functions at the same time. Dougherty and Kirby (1993) make the use of an ANN model for a pattern recognition problem. The condition whether a road is congested or not, is estimated from three types of detector outputs; vehicle flow, queue length and percentage of total free-flow capacity. Smith and Demetsky (1994) attempted to predict short-term traffic volumes from some traffic detector outputs and a video camera using a back propagation ANN model. Input variables for the ANN model are: volumes at time t and t − 15 (min), a historical volume at t and t + 15 (min), an average speed at t and wet pavement at t (a binary variable). The model is compared with an ARMA model. Through the analysis, it is found that the back propagation model does not experience the lag and over-prediction characteristics which can be seen in a time-series model. Kwon and Stephanedes (1994) developed an time-series model to predict freeway exit demand using an ANN model. Similar to the approach by Smith and Demetsky (1994), link traffic volumes at time steps t, t − 1, t − 2 on current and historical days are presented into the ANN model to yield exit volumes at time t . Nakatsuji et al. (1995) have shown that an ANN model has an ability to find the relationship between traffic flow variables (e.g. flow, space mean speed and density) without determining any mathematical functions. The model used the advantage of the ANN model that represents nonlinear behaviors. 39



Stephanedes and Liu (1995) applied an ANN model for an incident detection. It is assumed that time-series of measurement data such as volume and occupancy contain the information on the incident detection. By monitoring real-time changes of these variables, incident conditions can be detected. Zhang et al. (1997) developed an ANN model to express three macroscopic relationships in Equations 2.26, 2.30 and 2.39. These nonlinear dynamic relationships show that traffic flow on a freeway is a complex process. ANN has the potential of capturing this nonlinear, dynamic features of traffic flow systems, whereas conventional mathematical approaches cannot be directly applied to this problem. Chin, Hwang and Pei (1994) tackled dynamic O-D flow estimation problems using an ANN model. Traffic counts at each entry and exit yield dynamic O-D flows during 15 minutes interval. Unlike previous studies (e.g. Cremer and Keller, 1981; Cremer and Keller, 1984), decomposition of O-D trip matrix is not required because the use of ANN makes it possible to find solutions of Equation 2.1 simultaneously. Ivan et al. (1995) attempted to detect incidents on an arterial street from measurement variables such as link traffic volumes, occupancies, spot speeds and travel times. Here, an ANN model is considered as one of the data fusion process. The authors pointed out that since data sources are generally imperfect and not entirely reliable, this process is able to: • Identify incident conditions under a variety of input data patterns, • Integrate inferences from input data with varying degrees of certainty, • Account for complex relationships among input sources.



2.6 Macroscopic Traffic Flow Simulation Model



2.6.1 Modeling A macroscopic traffic flow model, which was originally developed by Payne (1971; 1979), simulates traffic flows and outputs aggregated traffic variables such as density, space mean speed and volume. This section focuses on the theoretical formulation of a macroscopic model based on the study by Papageorgiou (1989). It is well known that three traffic flow variables; density, space mean speed and traffic volume have the relationship:



q(k ) = ρ (k ) ⋅ v (k )



Eq. 2.89



where:
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ρ (k )



=



the number of vehicles per length unit (veh/km),



v(k )



=



average speed of vehicles in a road section (km/h),



q(k )



=



the number of vehicles passing a specific location in a unit time (veh/h),



k



=



discrete time step.



Several mathematical formulae have been proposed to describe a relationship between space mean speed V (ρ ) and density under homogeneous conditions. The relationship is generally formulated as:



[



V (ρ ) = v f 1 − (ρ / ρ jam )



]



l m



Eq. 2.90



where l



, m =



parameters



vf



=



free flow speed



ρ jam



=



jam density.



Next, consider a traffic flow conservation equation in a road segment with on- and off-ramps illustrated in Figure 2.8. Let ri (k ) , s i (k ) and ∆ i denote as on-ramp, off-ramp volumes and the length of road segment i during time interval k , the increased number of vehicles in the segment i during time T can be written as two formulae:



[(qi −1 (k ) − qi (k )) + (ri (k ) − s i (k ))] ⋅ T and



[ρ i (k + 1) − ρ i (k )] ⋅ ∆ i
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The two variables must be equal so that the following conservation equation can be formulated as follows:



ρ i (k + 1) = ρ i (k ) +



T [qi −1 (k ) − qi (k ) + ri (k ) − s i (k )] ∆i



Eq. 2.91



To enable the fundamental conservation equation (Eq. 2.91) valid under nonhomogeneous conditions, it is assumed that: q( x, t ) = Q[ρ ( x, t )]



Eq. 2.92



and v ( x, t ) = V [ρ ( x, t )] = Q[ρ ( x, t )] / ρ ( x, t )



Eq 2.93



Here, ρ (x, t ) , v(x, t ) and q(x, t ) are density, space mean speed and flow at time k and position x , respectively. At a discontinuity points where two traffic waves with different density and speed are merging, a shock wave will be formed with the speed of:



dx i Q (ρ 2 − ρ 1 ) = dt ρ 2 − ρ1



Eq. 2.94



where ρ 1 and ρ 2 are densities of upstream and downstream, respectively (ρ 2 > ρ 1 ) . Therefore, a traffic volume between two road segments in can be written in a discretized form: 42



q i (k ) = α ⋅ ρ i (k )v i (k ) + (1 − α ) ⋅ ρ i +1 (k )v i +1 (k )



Eq. 2.95



Eq. 2.95 is formulated as a weighted summation with parameter α . α = 1 is chosen when the speed of shock wave is positive, while α = 0 when it is negative. Furthermore, some modifications have been made to take drivers’ behavior into consideration. At first Eqs. 2.93 is rewritten as v ( x, t ) = V [ρ ( x + ∆x, t )]



Eq. 2.96



Eq.2.96 implies that the drivers anticipate the change of density on downstream and adjust their speed in advance. By applying the Taylor expansion to right-hand-side of Eqs. 2.96 and neglecting high-order terms, Eq. 2.96 is: v ( x, t ) = V [ρ ( x, t )] + [∂V ∂ρ ⋅ ∂ρ ∂x ]( x ,t ) ⋅ ∆x



Eq. 2.97



Here, ∆x is assumed to be small enough. Assuming that ∆x is equal to 0.5 ρ and ∂V ∂ρ is approximately constant, Eq. 2.97 can be rewritten as: v ( x, t ) = V [ρ ( x, t )] − ν ρ ( x, t ) ⋅ ∂ρ ( x, t ) ∂x



Eq. 2.98



where:



ν = −0.5 ρ ⋅ ∂V ∂ρ



Eq. 2.99



Eq. 2.98 is equivalent to Eq. 2.100 in a discretized form: v i (k ) = V [ρ i (k )] −



 ρ (k ) − ρ i (k ) ⋅  i +1 ∆ i  ρ i (k ) + κ 



ν



Eq. 2.100



Here, the constant parameter κ is introduced to limit the second term of Eq. 2.100 when the density is extremely low. Moreover, Payne (1971) proposed the following equation with respect to space mean speed: v ( x, t + τ ) = V [ρ ( x + ∆x, t )]



Eq. 2.101
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This indicates that drivers have a small time delay τ to adjust their speeds to the anticipated density. Taylor expansion of Eq. 2.101 yields:



τ⋅



dv ν ∂ρ = V (ρ ) − v − ⋅ dt ρ ∂x



Eq. 2.102



where dv dt is the acceleration of an observer moving with traffic flows. The acceleration is formulated as: dv ∂v ∂v = +v⋅ dt ∂t ∂x



Eq. 2.103



Substituting Eqs. 2.103 into 2.102 yields:



∂v ∂v  ν ∂ρ  = −v ⋅ + V (ρ ) − v − ⋅  τ ∂t ∂x  ρ ∂x 



Eq. 2.104



In a discretized form, Eq. 2.104 is rewritten as:



v i (k + 1) = v i (k ) +



T



τ



 ρ i +1 (k ) − ρ i (k ) τ ⋅ ∆ i  ρ i (k ) + κ  Eq. 2.105



[V (ρ i (k )) − v i (k )] + T ⋅ ξ v i (k )[v i −1 (k ) − v i (k )] − ν ⋅ T ∆i



where ξ is a constant parameter to investigate the importance of the second term in the model calculation. In addition, the mean speed wi (k ) in the road segment i can be calculated as: wi (k ) = α ⋅ v i (k ) + (1 − α ) ⋅ v i +1 (k )



Eq. 2.106



Eqs. 2.91, 2.95, 2.105 and 2.106 consist of a complete macroscopic traffic model. In addition, on- and off-ramp volumes will also affect the space mean speed on main line traffic. Thus Eq. 2.105 should be modified as: v i (k + 1) = v i (k ) + −



δ on ⋅ T ∆i



v i (k )



T



τ



 ρ (k ) − ρ i (k )  v i (k ) i +1  τ ⋅∆i  ρ i (k ) + κ 



[V (ρ i (k )) − v i (k )] + T ⋅ ξ v i (k )[v i −1 (k ) − v i (k )] − ν ⋅ T ∆i



δ off ⋅ T ri (k ) s i (k ) − v i (k ) ρ i (k ) + κ ∆i ρ i (k ) + κ



Eq. 2.107



44



where δ on and δ off are merging and diverging parameters, depending on the layout of on- and off-ramps, respectively.



2.6.2 Parameter Estimation by the Box’s Complex Algorithm A macroscopic model has some parameters to be optimized. The parameters have been optimized by the Box’s complex method, which is a sequential search technique that has proven effective in solving problems with nonlinear objective function subject to nonlinear inequality constraints (Deb, 1995). Followings are quoted from the text book by Deb (1995). (a) Purpose Box’s complex program finds the maximum of a multivariable, nonlinear function subject to nonlinear inequality constraints: Maximize



F (X 1 , X 2 ,, X N )



Subject to



Gk ≤ X k ≤ H k ,



(k = 1,2,  , M )



The implicit variables X N +1 ,  , X M are dependent functions of the explicit independent variables X 1 , X 2 ,  , X N . The upper and lower constraints H k and G k are either constants or functions of the independent variables. (b) Method No derivatives are required in this algorithm. The procedure should tend to find the global maximum due to the fact that the initial set of points are randomly scattered throughout the feasible region. If linear constraints are present or equality constrains are involved, other methods should prove to be more efficient. The algorithm proceeds as follows: • An original “complex” of K ≥ N + 1 points is generated consisting of a feasible starting point and K − 1 additional points generated from random numbers and constraints for each of the independent variables: X i , j = G i + ri , j (H i − G i )



(i = 1,2,  , N ;



j = 1,2,  , K − 1)



where ri , j are random numbers between 0 and 1. • The selected points must satisfy both the explicit and implicit constraints. If at any time the explicit constraints are violated, the oint is moved a small distance δ inside the violated limit. If an implicit constraint is violated, the oint is moved one half of the distance to the centroid of the remaining points 45



old X inew , j = (X i , j + X i , c ) 2



(i = 1,2,  , N )



where the coordinates of the centroid of the remaining points, X i ,c are defined by



X i ,c =



1 K old  ∑ X i , j − X i , j  K − 1  j =1 



(i = 1,2,  , N )



This process is repeated as necessary until all the implicit constraints are satisfied. • The objective function is evaluated at each point. The point having the lowest function value is replaced by a point which is located at a distance α times as far from the centroid of the remaining points as the distance of the rejected point on the line joining the rejected point and the centroid: old X inew , j = α (X i , c − X i , j ) + X i , c



(i = 1,2,  , N )



It is recommended that α = 1.3 . • If a point repeats in giving the lowest function value on consecutive trials, it is moved on half the distance to the centroid of the remaining points. • The new point is checked against the constraints and is adjusted as before if the constraints are violated. • Convergence is assumed when the objective function values at each point are within β units for γ consecutive iterations. An iteration is defined as the calculations required to select a new point which satisfied the constraints and does not repeat in yielding the lowest function value. A flow chart illustrating the procedure is given in Figure 2.9.
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Figure 2.9: Box’s complex algorithm logic diagram 47



In this study, the parameters are optimized so as to minimize the difference between estimates and measurement data on link traffic volumes and spot speeds. Following objective functions have been proposed by some researchers:



[
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min J = ∑ (q l (k ) − qˆ l (k )) + u (wl (k ) − wˆ l (k )) (Michalopoulos et al., 1993) 2
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+ u (q l (k ) − qˆ l (k )) (Sanwal et al., 1996) 2
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=



objective function,
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the number of measurement points
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the number of simulation time steps
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standard deviation of link flow
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standard deviation of time mean speed
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2.6.3 Validation of macroscopic model Validation is one of the most important task in developing a traffic simulation model. A simulation model is not reliable if it is not able to describe actual traffic flows. Therefore, a traffic simulation model should be validated under several different road conditions. Benekohal (1991) suggested the following comparisons for the macroscopic level validation: • Comparison of profile of traffic flow variables • Comparison of fundamental relations of traffic flow • Comparison of simulation results versus field data In his first suggestion, the estimates of each traffic flow variable such as density, speed and flow should be compared with the actual field data. The second suggestion implies that the 48



relationship between speed and density obtained from a simulation model also must be compared with those from empirical data. Speed-flow and flow-density relationships are also involved in the suggestion. The last suggestion expresses that model outputs should be compared with the field data in statistical techniques such as regression analysis, analysis of variance and so on. Michalopoulos et al. (1991) has validated a freeway simulation program, KRONOS that treats traffic as a compressible fluid. Various situations with different geometries are presented to the model, and the outputs are compared to the empirical field data. Traffic flow variables used for the comparison are link volumes and spot speeds. Model performance has been evaluated qualitatively by using the following error measurements: Percentage difference (PD; %): 100*(measured – estimated) / measured Mean percentage difference (MPD; %):



∑ (100*(measured – estimated) / measured) / N Mean absolute error (MAE):



∑ (measured – estimated) / N Mean square error (MSE):



∑ (measured – estimated)2 / N Standard deviation: ( ∑ (measured – estimated)2 / (N-1)) 2



2.7 Summary A literature survey in Chapter II summarized the studies on static and dynamic O-D flow estimations, link travel time and O-D travel time estimations and the characteristics of O-D travel times. Also, the theories of the Kalman filter, an artificial neural network (ANN) model and a macroscopic traffic flow model were described. Through the literature survey, it was found that a Kalman filter approach has a potential for estimating O-D travel time or flow on freeways or urban road networks where traffic detectors were densely installed. However, it has some problems to be fixed before it is applied to actual freeways: • Existing Kalman filter models for estimating dynamic O-D travel time or flow are not applicable to long freeways because there are some assumptions or limitations to make the models applicable to an isolated intersection or a small road network only. 49



• When a Kalman filter is applied for estimating dynamic O-D travel time and flow on long freeways, the interactions among O-D travel times, flows and some measurement variables such as link traffic volumes and spot speeds, are quite complicated. The interactions make state and measurement equations of the Kalman filter difficult to be formulated in any analytical equations. • A Kalman filter would create large errors in estimations of O-D travel times when it is applied to long freeways. The errors occur, as traffic conditions are not immediately reflected to detector. Characteristics of travel times were also summarized. Travel times are important factors for drivers’ route choice behaviors. Some researchers have pointed out that a travel time is uncertain and unpredictable because it is affected by various unknown factors. It was concluded that travel time information provided for drivers should be updated frequently according to dynamic changes of traffic conditions. In this case, a feedback technique by a Kalman filter has a potential for estimating travel times because it estimates travel times by measuring traffic detector outputs on freeways in real time. Finally, the relationship between O-D travel time and flows was investigated. It is expected that they have some strong relationship with each other because O-D travel time has influenced on O-D flow and vice versa. However, existing Kalman filter models did not succeed in estimating both O-D travel time and flow within one process although they are strongly correlated with each other. The reasons are: • O-D travel time is solely treated as an implicit variable and not used for O-D flow estimations. • There is no feedback process from O-D flows to O-D travel time even though the O-D travel times vary according to dynamic changes of O-D flows. In the next chapter (Chapter III), the following conditions are satisfied in developing a new model for estimating dynamic O-D travel time and flow on long freeways. • A Kalman filter model should be modified for estimating dynamic O-D travel time and flow on long freeways. Also, it might be necessary to predict traffic conditions on freeways in advance if the freeways are long. • ANN models should be integrated with the Kalman filter for defining both state and measurement equations without assuming any analytical functions. • Both O-D travel time and flow should be simultaneously estimated in one process. • Since the model is based on traffic detector outputs such as link traffic volumes, spot speeds and so on, the effect of number of traffic detectors on the estimation precision of O-D travel time and flow should be investigated.
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CHAPTER III



MODEL DEVELOPMENT



A Kalman filter is modified to be applicable for estimations of O-D travel time and flow on a long freeway. The modified Kalman filter is able to consider the O-D travel times and flows for some previous time steps. Next, artificial neural network (ANN) models are integrated into the modified Kalman filter to enable non-linear formulations of state and measurement equations without assuming any analytical functions. A Kalman filter in which state and measurement equations are defined by ANN models is defined as a Neural-Kalman filter (NKF). The NKF was originally developed by Nakatsuji et al (1997) for estimating dynamic traffic states on freeways. State and measurement equations were completely defined by analytical equations in the study by Nakatsuji et al. (1997). This study attempts to modify a NKF to be applicable for a case that both equations are not defined in any analytical forms. Finally, the algorithm of introducing a macroscopic traffic flow model is described in the procedure of O-D travel time and flow estimation using a Neural-Kalman filter. This chapter is organized as follows. The definition of O-D travel time and flow is given in Section 3.1. Then, the derivation of the extended Kalman filter modified for taking into account multiple time steps is described in Section 3.2. Section 3.3 focuses on the newly developed Neural-Kalman filter, including the derivation how to integrate artificial neural network (ANN) model with a Kalman filter. Section 3.4 gives the introduction of a macroscopic traffic flow model. The procedure to estimate dynamic O-D travel time and flow using a Neural-Kalman filter and a macroscopic model is described in 3.5. The last section summarizes the development of a new model using a NKF.



3.1 Feedback Estimation by Kalman Filter The estimation model proposed here is based on a Kalman filter, a well known feedback estimation model. Let x(k ) and y (k ) be state and measurement variables, respectively. In the current problem, x(k ) is O-D travel times and flows at time k , and y (k ) is detector data such as link flow, spot speed and off-ramp volumes at k . The Kalman filter is a technique that estimates real-time state variables x(k ) indirectly from dynamic detector outputs y (k ) . The feedback algorithm by the Kalman filter is schematically described in Figure 3.1. In the first step, the O-D travel time and flow ~x (k ) are predicted one step ahead by giving the previous estimates ~x (k − 1) into the state equation f . Next, ~y (k ) are estimated by the measurement equation g . When the actual detector outputs y (k ) are measured in real time, the error is computed as the difference between y (k ) and ~y (k ) . Then, the estimates of state variables xˆ (k ) are corrected in proportion to the error [y (k ) − ~ y (k )] . Once the detectors measure any changes in traffic conditions, the feedback process by Kalman filter can immediately reflect the changes into the estimates of O-D travel time and flow. Thus, the feedback method has a good potential in estimating dynamic O-D travel time 51



and flow on road networks where traffic detectors are densely installed. However, some problems still remain unsolved: • The relationship between O-D travel time, flow and measurement variables such as link traffic volumes, spot speeds and off-ramp volumes is getting more complicated. It is almost impossible to define the state and measurement equations f and g in any analytical forms. • When the model is applied to a long freeway corridor, the interactions of O-D travel times and flows among previous time steps cannot be neglected. Thus, the Kalman filter model used here needs to consider the traffic variables more than a few previous time steps. • Expected O-D travel times strongly depend on the future traffic condition on the freeway. The Kalman filter creates large errors if the O-D travel time is estimated by the current traffic condition only. It is necessary to predict the traffic states in advance. These difficulties can be overcome by integrating the Kalman filter with ANN models and a macroscopic model.



PREDICT



{







O-D travel time O-D flow



~ x (k ) = f [xˆ (k − 1)]



UPDATE



~ x (k )



xˆ (k )



xˆ (k ) = ~ x (k ) + K (k )[y (k ) − ~ y (k )]



ESTIMATE



{







link volume spot speed off-ramp volume



~ y (k ) = g [~ x (k )]



DETECTOR OUTPUTS



y (k )



{



ERROR



y (k ) − ~ y (k )



Figure 3.1: Feedback process by Kalman filter
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link volume spot speed off-ramp volume



3.2 Definition of O-D travel time and flow



3.2.1 O-D Flow Consider a freeway corridor that consists of N number of road segments as shown in Figure 3.2. For simplicity, it is assumed that only one way traffic flow is modeled and each O-D pair has only one path. Each segment can have a pair of on and off-ramps. Note that: ρ i (k )



=



the average number of vehicles occupying unit length of link i at time step k (veh/km)



vi (k )



=



space mean speed of link i at time step k (km/h)



qi (k )



=



the number of vehicles crossing the end of link i at time step k (vph)



wi (k )



=



the average spot speed of all vehicles crossing the end of link i at time step k (km/h)



ri (k )



=



the number of vehicles entering the freeway at link i at time step k (vph)



s i (k )



=



the number of vehicles exiting the freeway at link i at time step k (vph)



∆li



=



the length of link i (km)



∆t



=



unit time step (sec.)



Ti (k )



=



the average link travel time of link i (min.) at time step k



t ijp (k )



=



the average time taken by vehicles travelling along an O-D pair p (from origin i to destination j ) at time step k



f ijp (k ) =



the average number of vehicles on the O-D pair p , entering the freeway at link i during time step k and exiting at link j
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Figure 3.2: A freeway corridor



The O-D flows aggregated with an on-ramp are equal to on-ramp volume. Therefore, N



rl (k ) = ∑ f lj (k )



Eq. 3.1



j =l



Since each vehicle has a different speed, the travel time taken by vehicles to traverse between O-D pairs will be different. Therefore, it can be assumed that O-D flows f lj (k ) will reach at their destinations j during time intervals k , k + 1, k + 2,  , k + n , where n is the maximum number of time intervals required to travel between an O-D pair. For the case of an intersection or small networks, n can be reduced to zero. Consequently, off-ramp volumes in freeway segment can be described as: s l (k ) =



k



l



∑ ∑ b (k ) f (h )



h = k − n i =1



h il



Eq. 3.2



il



where bilh (k ) is the fraction of the O-D flow that departed its origin i during time interval h and arrived at j during time interval k . It satisfies following conditions (Madanat et al., 1996) : 0 ≤ bijh (k ) ≤ 1 , 1 ≤ i ≤ j ≤ N



, h = 1,2,  , k
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k +h



∑ b (e ) = 1 , 1 ≤ i ≤ j ≤ N e=k



h ij



Eq. 3.3



It should be noted that Eq. 3.2 is sufficient for capturing traffic dynamics on the freeway, only if the freeway is not congested and traffic flow is stable (Chang and Wu, 1994). To describe accurate traffic conditions including congested states, the relationship between mainline link flows and O-D flows must be defined. This relationship can be stated as: q l (k ) =



  ∑ ∑ b (k ) ∑ f (h ) k



l



h = k − n i =1



N



h il



 j = l +1



ij



Eq. 3.4







3.2.2 O-D Travel Time O-D travel time is defined as travel time taken by a vehicle to traverse between an O-D pair. If the O-D pair consists of several consecutive road segments, the O-D travel time can be calculated as the summation of the link travel times. The link travel time denotes the time experienced by a vehicle to traverse on each road segment. Given the space mean speed of segment l , the link travel time Tl (k ) on segment l can be computed as: Tl (k ) = ∆l v l (k )



Eq. 3.5



As Cremer (1995) mentioned, O-D travel time should be the summation of link travel times which a driver will actually experience on the way to the destination (Figure 2.1). Therefore, the O-D travel time from origin to destination j (i < j ) can be calculated as: t ij (k ) = Ti (k ) + Ti +1 (k + Ti (k )) + Ti + 2 (k + Ti (k ) + Ti +1 (k + Ti (k ))) +  + T j (Ti (k ) + Ti +1 (k + Ti (k )) + ) .



Eq.



3.6



In discretized case, Eq. 3.6 can be rewritten as follows (Chang and Wu, 1994): t ij (k ) = t i , j −1 (k − t j −1, j (k ) ∆t ) + t j −1, j (k ) ,



Eq. 3.7



3.2 Modification of an Extended Kalman Filter This section focuses on modifying an extended Kalman filter to be applicable for estimating dynamic O-D travel time and flow on long freeways by considering the influence of traffic situations for arbitrary number of time steps. In addition, O-D travel times and flows have not been estimated within once process though they are strongly correlated with each other. Followings are how to model the state and measurement equations to be applicable for O-D 55



travel time and flow estimations on long freeways, and how to treat both O-D travel time and flow within one estimation process.



3.2.1 State Equation As explained in Chapter 2, the Kalman filter consists of two equations, state and measurement equations. The state equation describes the relationship between current state variable and those of previous time intervals. Since the state variables are estimated from some measurable variables, the relationship between the state and measurement variables are defined as a measurement equation. In this study, O-D flows and O-D travel times are selected as the state variables to be estimated. To formulate the state equations, the following two equations can be given (Ashok and Ben-Akiva, 1993): k



f ij (k + 1) =



t ij (k + 1) =



N



N



∑ ∑∑ a (k ) f (h ) + p (k ) ,



h = k − m i =1 j =1



k



N



h ij



f ij



ij



Eq. 3.8



N



∑ ∑∑ c (k )t (h ) + p (k ) ,



h = k − m i =1 j =1



h ij



ij



t ij



Eq. 3.9



where, aijh (k )



=



effect of the previous state variables on current variable ,



cijh (k )



=



effect of the previous state variables on current variable ,



m



=



the maximum number of time intervals that previous state variables affect the current state variables,



pijf (k )



=



system errors.



Eq. 3.8 and 3.9 can be rewritten in vector and matrix forms as: f (k ) =



k −1



∑ a (k − 1)f (h ) + p (k − 1) f



h = k −1− m



t (k ) =



Eq. 3.10



h



k −1



∑ c (k − 1)t(h ) + p (k − 1) t



h = k −1− m



Eq. 3.11



h



where
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f (k )



=



[ f 11 (k ), f 12 (k ),  , f NN (k )]T



t (k )



=



[t11 (k ), t12 (k ),  , t NN (k )]T



p f (k ) =



[p (k ), p (k ),  , p (k )]′



p t (k ) =



[p (k ), p (k ),  , p (k )]



f 11



t 11



f 12



f NN



t 12



T



t NN



Here, the O-D travel time t(k ) and flow f (k ) have some relationships with each other. In order to estimate both O-D travel time and flow, Eqs. 3.10 and 11 are combined as follows: f (k ) f (k − 1) f (k − 2 ) f (k − m )  t (k ) = A (k − 1) t (k − 1) + A (k − 2 ) t (k − 2 ) +  + A (k − m ) t (k − m ) + b(k ) + p(k )        



Eq. 3.12 Here, b(k ) is a N (N + 1) ∗ 1 matrix that denotes the intercept of Eq. 3.12, and the A(k − 1), A(k − 2 ),, A(k − m ) are the coefficient matrices. p(k ) is the N (N + 1) ∗ 1 system error



vector which satisfies p(k ) = [p x (k )T , pt (k )T ] . T



Since the system error p(k ) is assumed to be a Gaussian white noise, the following conditions are satisfied:



E [p(k )] = 0



Eq. 3.13



and ′ E p(k )p(e )  = Q(k )δ ke  



Eq. 3.14



where, Q(k ) is a N (N + 1) 2 ∗ N (N + 1) 2 variance- covariance matrix, and 1 0



δ ke = 



(if k = e ) (otherwise)



Eq. 3.15



Let z (k ) denote as [xT (k ), tT (k )] , then Eq. 3.12 can be rewritten as: T



z (k ) = A (k − 1)z (k − 1) + A (k − 2 )z (k − 2 ) +  + A (k − m )z (k − m ) + b(k ) + p(k ) ,
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Eq. 3.16



Eq. 3.16 is the state equation that treats both O-D travel time and flow estimation within one process and enables to consider the influence of previous state variables z (k − 1),, z (k − m ) on the current variable z (k ) . In general, each component of the coefficient matrices A(k − 1), A(k − 2),, A(k − m ) are already defined in some analytical forms. In this study, however, the relationship between z (k ) and z (k − 1),, z (k − m ) is not clearly defined in any analytical equations. In such a case, computing the coefficient A(k − 1), A(k − 2),, A(k − m ) is a difficult task especially when the state equations is quite complicated. Artificial neural network (ANN) models are introduced to overcome this difficulty and enables the non-linear formulation of the state equations. The integration of the ANN models will be described in 3.3.



3.2.2 Measurement Equation As the Kalman filter estimates the state variables indirectly from some measurement data, there should be a relationship between the state and measurement variables. Measurement equation denotes the relationship between state variables and measurement data. In this study, the O-D travel time and flow as state variables are estimated from measurement data such as link traffic volume, spot speeds and off-ramp volumes at some observation points. Similar to the state equation, the measurement equation is clearly identified in a general Kalman filter. Although there is no explicit dependence between O-D travel time/flow and the measurement variables such as link traffic volume, spot speed and off-ramp volumes, the O-D travel time/flow and the measurement data may have some relationship. Therefore, it is assumed that the measurement variables can described using the following appropriate functions D1 and D2 : s l (k ) = D1 [ f il (k ), f il (k − 1),  , f il (k − m + 1), t il (k ), t il (k − 1),  , t il (k − m + 1)]



Eq. 3.17



q l (k ) = D 2 [ f il (k ), f il (k − 1),  , f il (k − m + 1), t il (k ), t il (k − 1),  , t il (k − m + 1)]



Eq. 3.18



Link traffic volumes measured from traffic detectors are important factors to estimate both OD travel times. However, the link traffic volume alone is insufficient to capture traffic conditions on the freeways because traffic volume has two different traffic states; congested and uncongested conditions. Even if the freeway is not congested, the traffic flow level is low. To identify traffic condition and O-D travel time more precisely, spot speeds should be used as one of the measurement variables because the speed is able to identify unique traffic condition. Therefore, Eq. 3.18 should be rewritten as:



 q l (k )  w (k ) = D 2 [ f il (k ), f il (k − 1),  , f il (k − m + 1), t il (k ), t il (k − 1),  , t il (k − m + 1)]  l  58



Eq. 3.19



For long freeways, the measurement variables ql (k ) , wl (k ) and sl (k ) may not be the function of current state variables fil (k ) and til (k ) alone. For example, the link traffic volume ql (k ) at measurement point l may involve O-D flows and travel time that left their origins at k , k − 1,, k − m + 1 . Hence, ql (k ) , wl (k ) and sl (k ) should be the function of fil (k ), fil (k − 1),, fil (k − m + 1) as well as til (k ), til (k − 1),, til (k − m + 1) . The equations 3.17 and 3.19 describes the dependency of ql (k ) , wl (k ) and sl (k ) on the fil (k ), fil (k − 1),, fil (k − m + 1) and til (k ), til (k − 1),, til (k − m + 1) . Eqs. 3.17 and 3.19 yield the following measurement equations in vector and matrix form, assuming that there are MA observation points to measure ql (k ) and wl (k ) , MB off-ramps for counting exiting volumes. f (k ) f (k − 1) f (k − m ) + C(k − 1) +  + C(k − m ) y (k ) = C(k )    + d(k ) + u(k )  t (k )  t (k − 1)  t (k − m )



⇔ y (k ) = C(k )z (k ) + C(k − 1)z (k − 1) +  + C(k − m )z (k − m ) + d (k ) + u(k )



Eq. 3.20



where:



y (k )



=



[q1 (k ), w1 (k ),  , q MA (k ), w MA (k ), s1 (k ),  , s MB (k )]T



C(k ) =



(2MA + MB ) ∗ N (N + 1) coefficient matrix that indicate the contribution of O-D flows and travel times z (k ),, z (m − 1) to the measurement variables y (k ) ,



d (k )



=



(2MA + MB ) ∗ N (N + 1) matrix that denotes the intercepts of Eq. 3.20,



u(k )



=



(2MA + MB ) ∗1 measurement error vector for O-D travel time and travel times.



Similar to the system error vector, it is assumed that u(k ) is Gaussian white noise. Hence,



E [u(k )] = 0



Eq. 3.21



and ′ E u(k )u(e )  = R (k )δ ke  



Eq. 3.22
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Here, R (k ) is ((2MA + MB ) ∗ (2MA + MB )) variance-covariance matrix of the measurement error. Since the system and measurement error vectors, p(k ) and u(k ) are assumed to be uncorrelated, the following condition must be satisfied; ′ E p(k )u(e )  = 0 for ∀k, e  



Eq. 3.23



Eqs. 3.16 are 3.20 the state and measurement equations of the extended Kalman filter that were modified to treat both O-D travel time and flow within one process and enable to consider the influence of previous state variables on the current state and measurement variables.



3.2.3 Modification of Extended Kalman Filter Recall the original form of the state and measurement equations Eqs. 2.83 and 2.84. z (k ) = A (k − 1)z (k − 1) + b(k ) + p(k )



Eq. 3.24



y (k ) = C(k )z (k ) + d (k ) + u(k )



Eq. 3.25



These equations are special case of the modified state and measurement equations, Eq. 3.16 and 3.20 with m = 1 . As described in 2.3, the best estimates of state variable zˆ (k ) are computed by:



zˆ (k ) = ~z (k ) + K (k )[y (k ) − ~ y (k )]



Eq. 3.26



where



~z (k )



=



one step prediction of state variable



~ y (k )



=



estimates of measurement variable



K (k )



is a Kalman gain that satisfies the following condition:



[



K (k ) = M(k )C T (k ) C(k )M (k )C T (k ) + W



]



−1



Eq. 3.27



where,



P(k ) =



M (k ) − K (k )C(k )M (k ) 60



M (k ) =



A (k − 1)P(k − 1)A T (k − 1) + U



U ,W =



variance-covariance matrices of state and measurement equations, respectively



It can be shown that the modified state and measurement equations, Eqs. 3.16 and 3.20 can be reduced to the general form as shown in Eqs. 3.25 and 3.26, and that the estimates of state variables zˆ (k ) can be derived using the same procedure as described in 2.3.1. The state equations (Eq. 3.16) can be rewritten as follows by introducing vector and matrix form:  A (k − m + 1) A (k − m )  z (k − 1)  b(k ) ξ (k )  O O   z (k − 2 )   O   O         O O   z (k − 3)  +  O  +  O                     I O   z (k − m )  O   O 



 z(k )   A (k − 1) A (k − 2 )  z (k − 1)   I O    I  z (k − 2 )  =  O           z (k − m + 1)  O O



Eq. 3.28



where I and O are identity and zero matrices, respectively. Similarly, the modified measurement equations (Eq. 3.20) is also rewritten as:  z (k )   z (k − 1)     C(k − m + 1)] z (k − 2 )  + d (k ) + ζ (k )       z (k − m + 1)



y (k ) = [C(k ) C(k − 1) C(k − 2 )



Eq. 3.29



Let x(k ) , B(k ) , Ξ (k ) , Ψ (k ) and Φ(k ) denote as the redefined state variables, intercept, state error, coefficient matrices of measurement and state equations, respectively, i.e.:



x (k )



=



[z



T



(k ), z T (k − 1),  , z T (k − m + 1)]T



B(k ) =



[b (k ), O, O,  , O]



Ξ (k )



[ξ (k ), O, O,  , O]



=



Ψ (k ) =



T



T



[C



T



T



T



(k ), C T (k − 1),  , C T (k − m )]T
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Φ (k ) =



 A (k ) A (k − 1)  I O  I  O      O O



 A (k − m ) A (k − m − 1)   O O   O O         I O



The Eqs. 3.28 and 3.29 can be reduced to:



x (k ) = Φ (k − 1)x (k − 1) + B(k ) + Ξ (k )



Eq. 3.30



y (k ) = Ψ (k )x (k ) + d (k ) + ζ (k )



Eq. 3.31



Eqs. 3.30 and 3.31 are identical to the general forms of state and measurement equations, Eq. 3.24 and 3.25. The modified state and measurement equations enable to derive the best estimates of state variables xˆ (k ) as: xˆ (k ) = ~ x (k ) + K (k )[y (k ) − ~ y (k )]



Eq. 3.32



where ~ x (k )



=



one step prediction of the new formulated state variable



~ y (k )



=



estimates of measurement variable



K (k )



is a Kalman gain redefined as follows:



[



K (k ) = M (k )Ψ T (k ) Ψ (k )M (k )Ψ T (k ) + Ω



]



−1



Eq. 3.33



where,



P(k ) =



M (k ) − K (k )Ψ (k )M (k )



M (k ) =



Φ (k − 1)P(k − 1)Φ T (k − 1) + Γ



Γ, Ω



variance-covariance matrices of state and measurement equations, respectively



=



The equations 3.30 and 3.31 consist of the modified extended Kalman filter and compute the best estimates of dynamic O-D travel time and flow using Eq. 3.32.



62



3.3 Neural-Kalman Filter In general, each entry of coefficient matrices Φ(k − 1) and Ψ (k ) of state and measurement equations can be computed one by one because two equations are already defined in some analytical equations. However, there is no explicit relationship between O-D travel time/flow and measurement variables such as link traffic volumes, spot speeds and off-ramp volumes. This makes both state and measurement equations quite complicated difficult to be described in any analytical forms. To formulate the complicated state and measurement equations, ANN models are introduced and integrated with the modified Kalman filter. ANN models make it possible to define the state and measurement equations without assuming any analytical functions. Also, they are capable of describing the non-linear relationship between O-D travel time/flow and the measurement variables. A Kalman filter in which the state and measurement equations are defined by artificial neural network models is called the Neural-Kalman filter (NKF). The NKF was originally developed by Nakatsuji et al. (1997) for estimating dynamic traffic conditions on freeways. State and measurement equations are completely defined by analytical equations in the study by Nakatsuji et al. (1997). In this study, however, both equations are not clearly identified in any analytical forms due to uncertain relationships between O-D travel time/flow and some traffic detector outputs. Also, both equations are expected to be non-linear functions. The NKF used in this study is modified for: • Applying a NKF for a case where state and measurement equations are not defined in analytical equations • Describing both state and measurement equations by ANN models, considering the nonlinearity of dynamic O-D travel times and flows This section describes how to integrate ANN models with a Kalman filter. Hence, the coefficient matrices Φ(k − 1) and Ψ (k ) are formulated by the use of ANN models. For comparison, the matrices are also computed by a multiple regression models as one of synthetic linear-formulation approaches. Here, a Kalman filter described by a multiple regression model is referred to as a Regression Kalman filter (RKF).



3.3.1 Neural-Kalman Filter (NKF) Consider an ANN model with three layers, input, hidden and output layers, as shown in Figure 2.5. As described in Section 2.5, when all input signals in the input layer xi (i = 1,2,) are presented to the ANN model, the output layer yields the outputs yk from the k th neuron according to the following equation:



    y k = g ∑ W jk ⋅ g  ∑ Wij x i + θ j  + θ k   i   j 



(k = 1,2,...)
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Eq. 3.34



where: Wij



=



connection weight between input and hidden layers



W jk



=



connection weight between hidden and output layers



θ j ,θ k



=



offsets in hidden and output layers, respectively



g (⋅)



=



sigmoid function of the ANN model



To calculate the coefficient matrices of state and measurement equations, Eq. 3.34 is linearlized into the following equation: yk =



∂y ∂y ∂y k x1 + k x 2 +  + π k = ∑ k x i +π k ∂x 2 ∂x1 i ∂x i



Eq. 3.35



Partial derivative ∂yk ∂xi ( i = 1,2,  , k ) of Eq. 3.35 is each entry of coefficient matrices A(k − 1),  , A(k − m ) and C(k ),  , C(k − m + 1) of the state and measurement equations, Eqs. 3.28 and 3.29. π k is an adjusting factor of the linearlized equation Eq. 3.35. Let H denote as the function of Eq. 3.35, in other words: y k = H[x1 , x 2 , ]



(k = 1,2, )



Eq. 3.36



then, the function H can be written as:  ∂y1 ∂x1  ∂y 2 ∂x1 H= ∂y  3 ∂x 1   



∂y1 ∂y 2 ∂y 3



∂x 2 ∂x 2 ∂x 2 



∂y1 ∂y 2 ∂y 3



∂x 3 ∂x 3 ∂x 3 



       



Eq. 3.37



Since the coefficient matrix can be defined as Eq. 3.37, the problem is to find outthe partial derivatives ∂yk ∂xi ( i = 1,2,  , k ) and the adjusting factor π k . The partial derivatives can be derived as follows:
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   df  ∑ Wij x i + θ j  ∂  ∑ W jk y j + θ k ∂y k  i   j ⋅ = ∂x i ∂x i   d  ∑ W jk y j + θ k    j



   



 ∂  ∑ W jk y j + θ k    j 2  f  ∑ W jk y j + θ k  1 − f  ∑ W jk y j + θ k  ⋅  = u0  j ∂x i   j   =



   



 ∂y j  2  y k 1 − y k ⋅ ∑ W jk ⋅  u0 ∂x i  j 



[



]



  ∂f  ∑ Wij x i + θ j  2  i  y k 1 − y k ⋅ ∑ W jk ⋅ = u0 ∂x i j



[



]



  df  ∑ Wij x i + θ j  ∂ ∑ Wij x i + θ j 2  i  y k 1 − y k ⋅ ∑ W jk ⋅ ⋅ i = u0 ∂x i   j d  ∑ Wij x i + θ j   i 



[



=



]



 2 2 y k 1 − y k ⋅ ∑ W jk ⋅ y j (1 − y j )⋅ Wij u0 u0 j 



[



]



Eq. 3.38



  



Also, the adjusting factor is found to be:



π k = yk − ∑ i



∂y k ∂x i



 2 = y k −   u0



2



⋅ xi



   y k (1 − y k )∑  x i  i  



 2 ∑j W jk ⋅ u y j (1 − y j )⋅Wij 0 



    



Eq. 3.39



Figure 3.3 depicts an ANN model for the state equation defined in Eq.3.28. The ANN model is trained by using a back propagation method so as to minimize the difference between the model outputs and actual O-D travel times/flows. As a result of the training, appropriate connection weights Wij and W jk can be computed. Each entry of coefficient matrices A(k − 1),  , A(k − m ) can be computed from Eq. 3.38, and the matrices A(k − 1),  , A(k − m ) formulate the modified coefficient Φ(k ) of Eq. 3.30. The study on traffic volume estimation by Smith and Demetsky (1994) naturally leads to the use of ANN models for calculating coefficient matrices of the state equation. They have shown that the ANN model has a potential to track time-series data. Especially, a back propagation model did not experience the lag and over-prediction characteristics that can be seen in conventional method such as an ARMA model. 65
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x(k )



F Figure 3.3: ANN model for state equation



Figure 3.4 depicts the ANN model for the measurement equation (Eq. 3.31). After the training of the ANN model, it gives the estimates of measurement variables y (k ) such as link traffic volume, spot speed and off-ramp volumes when the state variable x(k ) is presented to the model. Similar to the state equation, the coefficient matrices C(k ),  , C(k − m + 1) are computed by Eq. 3.38 to make the modified coefficient matrix Ψ (k ) for the measurement equation.
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Figure 3.4: ANN model for measurement equation



The advantages of the use of ANN can be summarized as follows: • The relationship between state and measurement variables is very complicated and does not always show the linear relation. As shown in section 2.8, the ANN has a potential to treat this non-linearity of state and measurement variables. • It is a difficult task to calculate coefficient matrices of a measurement equation (Ashok and Ben-Akiva, 1993). The model requires a complex calibration to estimate the matrix at next time-step. A set of process continues until a convergence is reached. Explicitly, this calibration can be replaced with error minimization process of back propagation model of the ANN. 66



3.3.2 Regression Kalman Filter (RKF) In order to investigate how ANN models are working in a Kalman filter, typical linear functions, multiple regression models also attempt to define the state and measurement equations of the Kalman filter. The Kalman filter defined by the multiple regression models are referred to as a regression Kalman filter (RKF). In general, a multiple regression model is described as follows:



(i = 1,2,  , n )



y i = α 0 + α 1 x1i + α 2 x 2i +  + α m x mi + ε i



Eq. 3.40



where: αi



=



regression coefficients



εi



=



error



α0



=



constant term



yi



=



i th



xmi



=



mi th



variable explanation variable



The coefficients α i (i = 1,2,, n ) consists of the coefficient matrices A(k − 1),  , A(k − m ) and C(k ),  , C(k − m + 1) of the state and measurement equations, Eqs. 3.28 and 3.29. To compute the coefficient matrices A(k − 1),  , A(k − m ) , the state equation Eq. 3.16 should be decomposed as follows: f 11 (k + 1) = f 12 (k + 1) =
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Similarly, the measurement equation (Eq. 3.20) can be also decomposed as: 67
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The coefficients Ahx|ij (k ), Aht |ij (k ) and Chx|ij (k ), Cht |ij (k ) are conventionally calculated one by one using the multiple regression model shown in Eq. 3.40. Here, it shows the advantage of the use of ANN model. The multiple regression models have to decompose the state and measurement equations to find out the optimum solution of the coefficients, while the ANN model is able to optimize the coefficient matrices simultaneously within one process.



3.4 Macroscopic Traffic Flow Model As Wakao et al. (1997) have shown, the Kalman filter technique would give inaccurate estimates of O-D travel time on a long freeway if traffic states along O-D pairs are not predicted in advance. The errors were caused by the significant time lag until the measured OD travel time at off-ramp is reflected in dynamic estimates of drivers’ expected O-D travel time at on-ramps. To overcome this difficulty, the traffic states are predicted in advance by a macroscopic traffic flow model and used for calculating coefficient matrices of state and measurement equations of the Kalman filter technique. This enables the proposed model to yield more accurate estimates of O-D travel time because the coefficient matrices include predicted information on the traffic states in advance. The traffic variables to be predicted by the macroscopic model are spot speed and link traffic volumes at measurement points, off-ramp volumes and O-D travel times. Here, the spot speed, link traffic volumes and off-ramp volumes are measurement variables, whereas O-D travel time is a state variable. Recall Eqs. 2.91, 2.95, 2.105 and 2.106, link traffic volume and spot speed can be calculated through the following equations of the macroscopic model: q i (k ) = α ⋅ ρ i (k )v i (k ) + (1 − α ) ⋅ ρ i +1 (k )v i +1 (k )



Eq. 3.41



wi (k ) = α ⋅ v i (k ) + (1 − α ) ⋅ v i +1 (k )



Eq. 3.42 68



where,



ρ i (k + 1) = ρ i (k ) +



T [qi −1 (k ) − qi (k ) + ri (k ) − s i (k )] ∆i
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Eq. 3.43



 ρ (k ) − ρ i (k ) v i (k ) i +1  τ ⋅∆i  ρ i (k ) + κ 



∆i



δ off ⋅ T ri (k ) s i (k ) − v i (k ) ρ i (k ) + κ ∆i ρ i (k ) + κ
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Eq. 3.44



Michalopoulos et al. (1984) proposed the macroscopic model with drivers’ lane changing behaviors. They assumed that the drivers will change their lanes according to the differences of density and speed between consecutive lanes. The density and speed can be simply rewritten as:
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Eq. 3.45
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Eq. 3.46



where: γ



=



constant parameter (γ ≥ 0) with the dimension of sec−1 69



β



=



constant parameter (β ≥ 0) with the dimension of sec−1



j



=



the number of lanes ( j = 1,2,, L )



In addition, lane changing phenomena due to lane drop has been modeled by Papageorgiou et al. (1990). If it is assumed that only one lane is closed, this phenomena may be divided into two cases. One is that the first or last lane will be dropped (Figure 3.5). The other is one of the middle lanes will be closed (Figure 3.6). Link i
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Figure 3.5: Lane closure type 1
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Figure 3.6: Lane closure type 2
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In the former case, the injection rate to the next lane is qi1 (k ) or qiL (k ) . Thus the density on the second lane or (L − 1) th lane can be modeled as:
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Eq. 3.47



The additional term to the right hand side of Eq. 3.46 is:



φ ⋅ T ρ i1 (k ) ⋅ (v i1 (k )) φ ⋅ T ρ iL (k ) ⋅ (v iL (k )) or − − ⋅ ⋅ ∆i ρ cr ρ cr ∆i 2
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where, φ is a new constant parameter and ρcr is a critical density. The injection rates to the consecutive lanes for the second case are assumed to be 0.5qij (k ) , respectively. Similarly, the densities on these lanes are formulated as: ρ i j −1 (k + 1) = ρ i j −1 (k ) +
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Eq. 3.48
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and following term must be added to the right hand side of Equation 2.43
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2



3.5 Procedure of O-D Travel Time and Flow Estimations using a NKF



3.5.1 Basic Procedure The procedure of dynamic O-D travel time and flow by a NKF is illustrated in Figure 3.7. Step 1 :



Set initial condition of state variables x(0) and error variance-covariance matrix P(0 ) .
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Step 2 :



Build an ANN model F for the state equations (Eq. 3.30) and train the model by a back propagation technique to yield the connection weight matrices, WijF and W jkF .



Step 3 :



Predict the state variables ~x (k ) one step ahead using the ANN model F created in Step 2.



Step 4 :



Calculate the partial derivatives ∂y kF ∂x i and the adjusting factor π kF of the ANN model F from Eqs. 3.38 and 39.



Step 5 :



Formulate the coefficient matrices A(k − 1),  , A(k − m ) using ∂ykF ∂xi modified them into Φ(k − 1) .



Step 6 :



Build and train an ANN model G for the measurement equation (Eq. 3.31). After the training, compute the connection weights, WijF and W jkF .



Step 7 :



Estimate the measurement variables ~y (k ) by the ANN model G .



Step 8 :



Compute the partial derivatives and adjusting factor ∂ykG ∂xi , π kG using Eqs. 3.38 and 3.39.



Step 9 :



Formulate the coefficient matrices C(k ),  , C(k − m + 1) from ∂ykG ∂xi modified them into Ψ (k ) .



Step 10:



Compute the Kalman gain using Eq. 3.27



Step 11:



Detect actual measurement variables yˆ (k ) such as link traffic volumes, spot speeds and off-ramp volumes at observation points



Step 12:



Update the estimates of state variables ~x (k ) into xˆ (k ) using Eq. 3.32



Step 13:



Repeat Steps 2 to 12 until the end of time step



and



and



3.5.2 Introduction of a Macroscopic Model To estimate long-freeway O-D travel time and flow more precisely, an additional step should be included in the basic procedure described in 3.5.1. As mentioned earlier, the macroscopic model is used for predicting traffic states on the freeways in advance, and computes the measurement variables such as link traffic volumes, spot speeds, off-ramp volumes and the OD travel times. The predicted variables are used in the estimation procedure in Figure 3.6. Additional steps for the basic procedure are as follows: Step 2’ :



Build an ANN model F for the state equations (Eq. 3.30) and train the model by a back propagation technique to yield the connection weight matrices, WijF 72



and W jkF . When train the ANN model F , predicted O-D travel time t macro (k ) is used. Step 6’ :



Build and train an ANN model G for the measurement equation (Eq. 3.31) using predicted data sets on link traffic volumes, spot speeds, off-ramp volumes and O-D travel time. After the training, compute the connection weights, WijF and W jkF .



Step 7’ :



Estimate the measurement variables ~y (k ) by the ANN model G . The input variables are the O-D flow f (k ) and the predicted O-D travel time t macro (k )
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Figure 3.7: Procedure of NKF 73



3.6 Summary This chapter succeeded in developing a new model for estimating dynamic O-D travel time and flow on long freeways based on a Neural-Kalman filter (NKF). First of all, the state and measurement equations of the Kalman filter were modified to be applicable for estimating dynamic O-D travel time and flow on long freeways, as shown in Eqs. 3.30 and 3.31. Also, both O-D travel time and flows can be simultaneously estimated within one process. The modification treats the complicated interactions among O-D travel time, flow and measurement variables without any assumptions. Then, ANN models were integrated with the modified Kalman filter to formulate the non-linear state and measurement equations without assuming any analytical functions. The Kalman filter in which the state and measurement equations are defined by ANN models are referred to as the Neural-Kalman filter (NKF). Also, a macroscopic model was introduced to predict traffic conditions on freeways in advance.
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CHAPTER IV



DATA COLLECTION



The proposed Neural-Kalman filter is applied to dynamic estimations of O-D travel time and flow on the First and Second Stage Expressways (FES and SES) in Bangkok, Thailand. A Neural-Kalman filter (NKF) requires a lot of field data sets to train artificial neural network (ANN) models for state and measurement equations of the Kalman filter. Since it is almost impossible to obtain such numerous field data sets, artificial traffic data were created by a microscopic traffic flow simulation software called FRESIM (FHWA, 1997). The FRESIM created the artificial road network which imitates the traffic flows on the FES and SES in Bangkok. To calibrate and validate the FRESIM model, the two-day field data collection was carried out on the FES and SES. This chapter describes the detail of the field data collection and the artificial data created by FRESIM. Section 4.1 describes the details of the field data collection carried out on 22nd (Tuesday) and 23rd (Wednesday) December 1998. Section 4.2 outlines how to model virtual freeway networks which imitates the FES and SES, and how to create artificial traffic data by FRESIM. Section 4.3 gives the detail of data processing. How to compute the required traffic data on link traffic volumes, spot speeds, O-D travel time and flow are summarized. A summary of the data collection is described in the last section.



4.1 Field Data Collection



4.1.1 Study Area The study area for the data collection is a part of FES and SES, as illustrated in Figure 4.1. The distance between Thammasat University (TU) on-ramp and Bang Na (BN) off-ramp is 49.03 kilometers. Drivers are able to enter and exit the freeway corridor at thirteen and eleven on- and off-ramps between TU and BN.
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Figure 4.1: Study Area



The field data collection was carried out on 22nd (Tuesday) and 23rd (Wednesday) December 1998 from 7:00 A.M. to 5:00 P.M. for each day. The traffic data collected are: • Link traffic volumes (vph) • Spot speeds (km/h) • On-ramp volumes (vph) 76



• Off-ramp volumes (vph) • O-D travel times (min.) and flows (vehicle/hour) for specific three O-D pairs Link traffic volumes and spot speed were manually collected at three observation points through video camera recording. On- and off-ramp volumes were also manually counted using vehicle counters. The O-D flow and travel time were obtained by reading the license plate number of each vehicle entering and exiting the FES and SES at on- and off-ramps. (a) Link traffic volumes and spot speeds Spot speeds and link flow volumes were observed at three measurement points by video camera recordings. The camera covered a part of road section (around fifty meters long) and captured the traffic volumes on all lanes at each measurement point. Three survey points were: • Vichaiyut Hospital



(HP)



• Empress Hotel



(EP)



• SSP Towers 2



(SSP)



Three measurement points; HP, EP and SSP are located at 30.07, 32.78 and 41.31 kilometers downstream of TU on-ramp. Those measurement points sometimes faced traffic congestion especially in the morning and evening peak periods, while the other road sections are not congested for the whole day. The traffic conditions at three measurement points may have significant influence on the O-D travel time and flow along the freeway corridor. Some traffic conflicts can be seen at HP because HP is very close to a big junction. Many vehicles are merging, diverging and changing lanes at this measurement point. This conflicts reduce space mean speed at HP sometimes create traffic jams. EP is located near a large merging area between FES and SES called Ding Daeng (DD junction. The spot speeds at EP remain low and the queue is sometimes made upstream of the junction. The detail of EP is shown in Figure 4.3. SSP is at 0.75 kilometers downstream from the Port Junction as illustrated in Figure 4.4. Since much traffic volumes are merging at the Port junction from West side of Bangkok, traffic near SSP is sometimes congested.
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Figure 4.2: Geometry at HP
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Figure 4.3: Geometry at EP
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Figure 4.4: Geometry at SSP



(b) Inflow volumes (On-ramp volumes) Inflow volumes were measured at eight main on-ramps between TU and BN. These are: • TU • CW • NW • RP • KP • Asok (AS) • Ding Daeng (DD) • Port (PT) The other on-ramps do not have large inflow volumes which significantly influence the traffic flows on the FES and SES. Due to the limitation of the number of surveyors and budget, counting of inflow volumes at the other on-ramps were omitted in this data collection. (c) Exiting volumes (off-ramp volumes) Exiting volumes were also counted at the following five main off-ramps: 79



• KP • Sukhumvit (SV) • Rama IV (RM) • Port (PT) • BN Vehicle counting was not carried out at the other off-ramps due to the limitation of the number of surveyors. It was assumed that the exiting volumes at the other off-ramps can be omitted because of relatively low exiting volumes. SV off-ramp is directly connected to Sukhumvit Road which is one of the main arterial roads in Bangkok metropolis. As there are many shopping and attractive places along the road, many drivers divert at SV off-ramp. RM off-ramp is one of the main entrances of RAMA IV arterial road. The exiting volume at RM ramp is also as big as that of SV. BN has the largest diverging volumes among the off-ramps on the FES and SES. Most of the vehicles coming from West Side of the Bangkok (e.g. Dao Kanong etc) are going to the East Side through the BN off-ramp. The exiting volumes at KP and PT off-ramps are not as high as those at the other three off-ramps; SV, RM and BN. However, the diverging volumes cannot be neglected because those two off-ramps are located at two large junctions. (d) O-D travel time and flow Three O-D pairs which have relatively large traffic volumes are selected for numerical analyses described in Chapter V. Hence, Dynamic O-D travel time and flow are estimated for the three O-D pairs. These are: • Chaeng Wattana (CW) on-ramp – BN off-ramp • Ngam Wongwan (NW) on-ramp – BN off-ramp • Ratchada Phisek (RP) on-ramp – BN off-ramp Three on-ramps; CW, NW and RP have large inflow volumes at around 2,000 to 3,500 vph in a morning peak period. BN off-ramp has a high traffic volume exiting the freeway. The distances of three O-D pairs; CW-BN, NW-BN and RP-BN are 25.88, 21.40 and 17.79 kilometers. O-D travel times and flows for the selected three O-D pairs were also manually counted by a license plate number matching. The data were aggregated every 5 minutes.
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4.1.2 Allocation of Surveyors Around forty surveyors were employed for the two-day data collection. Each surveyor was allocated to a specific Survey Point (SP) distributed along the FES and SES. Each surveyor was assigned to one of the survey points illustrated in Figure 4.5.



Figure 4.5: Allocation of surveyors 81



The data collection was categorized into four subjects: • Reading license plate number at on- or off-ramps • Counting the number of vehicles entering and exiting the expressway • Measuring spot speeds and link traffic volumes by video camera recording • Measuring travel time by floating car method The detail and the geometry of each survey point is as follows: (a) Thammasat University (TU), Chaeng Wattana (CW), Ratchada Phisek (RP)
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Figure 4.6: Geometry of TU, CW and RP
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(b) Ngam Wongwan (NW) Expressway
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Figure 4.7: Geometry of NW



(c) Sukhumvit (SV), Rama IV (RM) Expressway
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Figure 4.8: Geometry of SV and RM
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(d) Sukhumvit 62 (SV62) Expressway
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Figure 4.9: Geometry of SV62



(e) Bang Na (BN) Expressway
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Figure 4.10: Geometry of BN
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4.1.3 Procedure and Equipment Each survey was carried out by following the procedure below: (a) License plate reading Equipment: A sound recorder, music tapes Procedure:



a. Stand in front of on- or off-ramps and read license plate numbers of each vehicle entering or exiting the expressways b. Record the license plate numbers on cassette tapes every five minutes c. A surveyor may change the tape every two hours



(b) Vehicle counting Equipment: Analogue vehicle counter, survey sheet Procedure:



a. Simply count the number of vehicles entering or exiting the expressways every five minutes b. Write down the total number of vehicles on the survey sheet



(c) Video camera recording Equipment: Digital video camera (8m/m), tripod, video tapes, electric extension cable, cloth (to avoid the video camera overheating), weight Procedure:



a. Set up the tripod and video camera at the top of buildings near survey point b. Switch on the camera and adjust the angle to capture the desired road section c. Insert the video tapes and start recording d. Put the cloth on the video camera to avoid overheating e. Hang the weight on the center of tripod in case of unexpected wind and any other force which causes the camera to move f. Change the video tapes every two hours



(d) Travel time measuring by floating cars Equipment: Digital stop watch, survey sheet Procedure:



a. Drivers starts driving and enters the expressway at TU on-ramp 85



b. Surveyor starts counting the time when the car passes through the TU onramp c. At each check point, the driver reads the speed meter and a surveyor writes down the speed and the time on the survey sheet. Twelve check points were prepared between TU and BN as illustrated in Figure 4.11. d. Continue until the vehicle passes the last check point. BN
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Figure 4.11: Check points for floating car survey



4.1.4 Measurement Data Through the two-day data collection, no heavy traffic congestion occurred during a whole measurement time period from 7:00 A.M.. to 5:00 P.M. Link traffic volumes and spot speeds at three measurement points at HP, EP and SSP were almost stable. On-ramp volumes were also unchanged during the measurement time except the morning peak period. BN off-ramp had constantly large exiting volumes during whole time period, while the other off-ramps SV and RM had heavy volumes only in the morning peak. Dynamic O-D travel time and flow were also did not fluctuate because there was no significant traffic congestion along the three O-D pairs. The floating car survey showed that travel times from TU to BN were around 40 minutes at each run. This implies stable traffic conditions along the FES and SES for each day. The data collection was conducted with a limited number of surveyors and experimental cars. Therefore, the measured traffic data may have some measurement errors. Especially in the license plate reading survey, a lot of vehicles could not be counted due to heavy traffic volumes entering or exiting the freeway. This makes the data on dynamic O-D travel time and 86



flow unreliable. Also, the sufficient number of trials for the floating car survey was not obtained due to the limitation of the number of surveyors. In general, the floating cars should depart an origin at least every thirty minutes to measure more accurate travel times. In addition, two-days traffic data are not enough to carry out dynamic O-D travel time and flow estimations by a NKF model because ANN models of a NKF require a lot of data sets for the training. Therefore, the traffic data required for numerical analyses in Chapter V were created by a microscopic traffic flow simulation software, FRESIM. The FRESIM imitated the expressway network of FES and SES on a computer screen. The actual field data collected on Tuesday and Wednesday were used only for calibrating and validating the FRESIM model.



4.2 Simulated Traffic Data by FRESIM As mentioned in the beginning of Chapter 4, the proposed NKF requires a lot of data sets to train artificial neural networks for state and measurement equations of a Kalman filter. Preparing a sufficient number of training data sets is a minimum requirement to identify satisfactory connection weights of ANN models. However, it is almost impossible to collect such a large volume of data sets from the real world. Therefore, a virtual expressway network which imitates the and SES was artificially created on a computer screen by FRESIM (FHWA, 1997) and numerical data sets required to train ANN models were prepared for extensive traffic situations by changing inflow volumes at entrances. The actual field data on Tuesday was used for calibrating the FRESIM model, and the data on Wednesday was for validation of the FRESIM.



4.2.1 Outline of FRESIM FRESIM is one of the tools in TRAF (Traffic Simulation System), which is an integrated software system. TRAF simulation models are capable of describing traffic flows in large containing surface street networks and freeways. TRAF family of models supports analysis, design and evaluation for the operation, control and management of traffic systems. There are three major support programs for TRAF, TSIS, ITRAF and TRAFVU. TSIS is the window version of the integrated traffic software system that supports the execution of the various TRAF simulation models and support programs. ITRAF aids the creation of data sets for running TRAF. TRAFVU is the tool for displaying the output data graphically. TRAF system consists of the following models • NETSIM, a microscopic stochastic simulation model for urban traffic • FRESIM, microscopic stochastic simulation model of freeway traffic • NETFLO1 (Level 1), a detailed macroscopic simulation model of urban traffic • NETFLO2 (Level 2), a less detailed macroscopic simulation model of urban traffic • FREFLO, a macroscopic simulation model of freeway traffic 87



This section focuses on the FRESIM model which is used to generate virtual traffic data for the numerical analyses in Chapter V. FRESIM is a microscopic freeway simulation model that models each vehicle as a separate entity. The behavior of each vehicle is represented in the model through interaction with its surrounding environment, which includes the freeway geometry and other vehicles. The FRESIM model is a considerably enhanced and reprogrammed version of its predecessor, the INTRAS model. The enhancements include improvements to the geometric representation as well as the operational capabilities of the INTRAS model. As a result, FRESIM simulates more complex freeway geometry and provides a more realistic representation of traffic behavior than INTRAS. These enhancements have also resulted in a more flexible and user-friendly model. The FRESIM model is capable of simulating most of the prevailing freeway geometry, which include the following: • One to five through-lane freeways mainlines, with one- to three-lane ramps and one- to three-lane inter-freeway connectors. • Variations in grade, radius of curvature, and super-elevation on the freeway • Lane additions and lane drops anywhere on the freeway • Freeway blockage incidents • Work zones through the use of the blockage incident capability of the model • Auxiliary lanes, which are used by traffic to begin or end the lane-changing process or to enter or exit the freeway. The model also provides realistic simulation of operational features, which include the following: • A comprehensive lane -changing model • Clock-time and traffic-responsive ramp metering • Comprehensive representation of the freeway surveillance system • Representation of nine different vehicles types, including two types of passenger cars and four types of trucks, each having its own performance capabilities • Heavy vehicle movement, which may be biased or restricted to certain lanes • Differences in driver habits, which are modeled by defining 10 different driver types, ranging from timid drivers to aggressive drivers 88



• Vehicles’ reaction to upcoming geometric changes; the user can specify warning signs to influence the lane-changing behavior of vehicles approaching a lane drop, incident, or off-ramp.



4.2.2 Calibration of FRESIM for FES and SES The FRESIM model for the FES and SES is illustrated in Figure 4.12. The model consists of 163 nodes and 162 links. The toll gate between CW and NW on-ramps was neglected in this research because the FRESIM has no function to model the traffic flow at toll plazas. FRESIM has many model parameters to be calibrated. Major parameters are: • drivers' reaction time when accelerating and decelerating • non-emergency maximum deceleration rate • minimum time gap for lane changing • percentage of vehicles for discrete lane changing • car-following sensitivity factor • maximum acceleration rates depending on vehicle speeds • vehicle length, maximum deceleration rate and jerk value for seven vehicle types (Lowand High-performance passenger car, single unit truck, semi-trailer with medium and full load, double bottom trailer truck and conventional bus) • link free flow speed These parameters must be carefully adjusted in order to simulate actual traffic flows as precisely as possible. In the data collection, however, some parameters such as vehicle length, maximum acceleration and deceleration rates, time gap etc. were not directly measured due to the limitation of number of surveyors. To simplify the model calibration process, it was assumed that the following two parameters were specified as influential and adjusted on a trial and error basis. Default values were used for the other parameters. • link free flow speed • car-following sensitivity factor Link free flow speed is to specify the maximum speed on each road link. Especially at curved links where average speed is relatively low, the free flow speed is set to lower value. Carfollowing sensitivity factor denotes the variation of drivers' reaction times. If drivers are sensitive when following the leading vehicle, the reaction time is relatively small (e.g. 0.5-0.6 sec), while it might be 1.3-1.5 sec in normal driving condition. 89



The free flow speed on each link was estimated from actual spot speeds collected at the nearest measurement point. The car-following sensitivity factor was calibrated on a trial and error basis so as to minimize the difference between the estimated and measured link flow volumes and spot speeds at three measurement points, HP, EP and SSP. Actual measured twohour data on Tuesday from 7:30 A.M. to 9:30 A.M. were used for the calibration. This research assumed that link free flow speeds are normally 120-130 km/h at straight sections and 50-60 km/h at curvature links. It was found that drivers on the FES and SES are relatively aggressive. Therefore, the car-following sensitivity factors for ten types of drives are assumed: 1.0, 1.0, 0.9, 0.9, 0.8, 0.8, 0.7, 0.7, 0.6 and 0.6 sec.
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Figure 4.12: FRESIM model for the FES and SES
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4.2.3 Validation After establishing the FRESIM model on the calibration stage, it was validated to check whether it was capable of simulating the actual traffic flow on Wednesday, 23 December 1998. The FRESIM parameters were verified by comparing the simulated outputs and the actual measured ones on Wednesday from 7:30 to 9:30 hrs. Figures 4.13, 4.14 and 4.15 illustrate the comparison of actual and simulated link flows / spot speeds at three observation points at HP, EP and SSP. Here, actual observed data were the average among all lanes and smoothed by moving average technique. Also, the missing data at SSP were estimated from the gradient between both data ends. The simulated variables were the average of 10 trials with different random seeds. It can be found that the FRESIM model shows good capability of simulating link flows and spot speeds at the three measurement points. Root mean square errors (RMSEs) for the measurement points are shown in Figure 4.16. The average simulation errors for flows and speeds are around 4.6 and 4.2 %. This leads to the conclusion that the FRESIM is capable of simulating the traffic flow on the FES and SES. 2000
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Figure 4.13: Comparison of Actual vs. FRESIM Flow and Speed (HP)
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Figure 4.14: Comparison of Actual vs. FRESIM Flow and Speed (EP)
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Figure 4.15: Comparison of Actual vs. FRESIM Flow and Speed (SSP)
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Figure 4.16: Comparison of Root Mean Square Errors (RMSEs)



Table 4.1 depicts the result of a t-test, comparing the difference between the averages of actual and simulated measurement variables. Since all t-values in Table 4.1 were less than the critical value of 2.0687, it was justified that there was no significant difference between the actual and simulated volumes and spot speeds. Table 4.1: Results of t-test for link traffic volumes and spot speeds



link flow t-value



spot speed t-value Observation point 1 1.8428 1.3605 2 1.5532 1.7926 3 1.5773 1.5713 t-critical value = 2.0687 for degree of freedom of 23 two-sided hypothesis test



The comparison of link flows and spot speeds at the above three detection points may not be sufficient to discuss the validity of FRESIM. Since this research deals with the O-D travel time, FRESIM' s capability of simulating O-D travel time also should be addressed here. Figure 4.17 depicts the FRESIM O-D travel times (CW-BN) for 10 simulation trials with comparison of actual O-D travel time observed by the floating car method. The error was only 1.1 % in average. It implies the validity of FRESIM in describing O-D travel times on the FES and SES. 94
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Figure 4.17: Comparison of Actual vs FRESIM O-D Travel Time (CW-BN)



4.3 Data Processing The simulation output of the FRESIM model is usually given in a specific format. The output is mainly categorized into four parts; fuel consumption, vehicle emission, O-D trip table and link statistics. The link statistics provide the cumulative traffic variables at each link such as the number of vehicles entering and exiting the link, vehicle-mile, vehicle-minute, delay time, traffic volume, speed, density and so on, as shown in Figure 4.18. However, these variables are all given as the cumulative value. What is required for the numerical analyses in Chapter V is the instantaneous variables aggregated each time interval (e.g. 5 minutes) for each road link. The following shows how to compute the instantaneous traffic variables such as link traffic volumes, spot speeds, off-ramp volumes, O-D flow and O-D travel time from the cumulative outputs provided by FRESIM.
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Figure 4.18: Example of FRESIM output (Link statistics)



4.3.1 Link Traffic Volume and Spot Speed The FRESIM has a specific function to output link traffic volume as well as spot speed at each road link. Through many trials of simulations, however, it was found that this function may not provide accurate link traffic volume and spot speed. Especially when a lane closure occurs on a freeway corridor, spot speed at some measurement points do not recover to the free flow speeds as illustrated in Figure 4.19. Therefore, an alternative approach was developed to compute the link traffic volume and spot speed as follows: The link traffic volume can be easily calculated from the cumulative number of vehicles entering (IN) and exiting (OUT) the link. Instantaneous link volume is computed by subtracting the cumulative values at two consecutive time steps. Spot speed is indirectly computed from “VEH-MINUTES”, “IN” and “OUT” volumes. The “VEH-MILE” divided by the link volume yields average link travel time per vehicle during a time step. Since the link length is known, the average speed during the time step can be computed by dividing the link length by the link travel time.
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Figure 4.19: An Example of FRESIM output (spot speed)



4.3.2 O-D Travel Time O-D travel time is given as the summation of link travel times along an O-D pair. The link travel times are provided in the process of computing the spot speed. Instantaneous O-D travel time is simply computed by summing up the link travel times at the same time period, while actual O-D travel time is the temporal and spatial summations of link travel times as shown in Figure 4.20. Since the O-D pairs defined in this research are very long, the actual O-D travel time is more preferable than the instantaneous one.
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Figure 4.20: Calculation of O-D travel time by summing up link travel times



4.3.3 O-D Flow As explained earlier, the FRESIM generally outputs origin-destination trip tables as illustrated in Figure 4.21. The O-D flow is simply calculated from the O-D tables and inflow volumes at the entrances.
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Figure 4.21: An example of origin-destination trip table



4.4 Summary The details of two-day data collection carried out on the First and Second state expressways (FES and SES) in Bangkok was described. The traffic variables collected are dynamic O-D travel time/flow, link traffic volumes, spot speeds and off-ramp volumes. Unfortunately, no significant traffic congestion were observed during the measurement time period on each day. Also, ANN models in the proposed NKF require a lot of field data sets for training the models. In order to evaluate the NKF under various traffic situations especially congested flow states, and to generate sufficient number of data sets, virtual traffic data were created by a microscopic traffic simulation software called FRESIM. The FRESIM model imitated the freeway network of the FES and SES and simulated the traffic flows. FRESIM was calibrated using the first data set collected on 22nd December 1998 (Tuesday) and validated by the second data sets on 23rd December 1998 (Wednesday). As a result of hypothesis t-test, it was justified that the FRESIM model was capable of describing traffic flows on the FES and SES.
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CHAPTER V



NUMERICAL ANALYSES



This chapter presents some numerical analyses to evaluate how artificial neural network (ANN) models are effective and how an advanced prediction of traffic conditions contributes to more accurate estimations of dynamic O-D travel time and flow on a freeway corridor. The analyses are carried out on a virtual freeway corridor, which imitates the expressways system in Bangkok metropolis. All the data required for the analyses are artificially created by a microscopic traffic flow simulation package called FRESIM (FHWA, 1997), as mentioned in Chapter 4. Results of the numerical analyses depend on the validity of FRESIM that accurately simulates the traffic flow on FES and SES. Section 5.1 briefly summarizes the study area and a virtual expressway network created by FRESIM. Allocation of traffic detectors, main on- and off-ramps were described. The evaluation of the proposed Neural-Kalman filter (NKF) is carried out by following three-step procedure, described in Section 5.2. The first step estimates dynamic O-D travel time and flow by a Regression Kalman filter (RKF) without using ANN models and predicting traffic states in advance. In the second step, dynamic O-D travel time and flow are estimated by a NKF, which is an integration of a Kalman filter with ANN models. The final step compares the estimation results by the NKFs with and without a prediction of traffic states by a macroscopic model. Section 5.3 focuses on two ANN models for the state and measurement equations developed for the numerical analyses. Section 5.4 describes the results of parameter estimations of a macroscopic traffic flow model. The brief theory how to optimize those parameters were mentioned in Chapter 3. Section 5.5 gives two scenarios to apply the evaluation procedure described in 5.2. The procedure is applied to two cases, steady flow states (Case 1) and congested flow states (Case 2) in order to show that a NKF is capable of estimating both dynamic O-D travel time and flow under various traffic conditions. Experimental results are given in Section 5.6 for both traffic states, and some discussions are also described in Section 5.7. Section 5.8 concentrates on the effect of simultaneous estimations of O-D travel time and flow on their estimation precision. The results and some discussions are given in this section.



5.1 Study Area A simultaneous estimation of dynamic O-D travel time and flow was carried out on the Expressways in Bangkok, as illustrated in Figure 5.1. The distance between Thammasat (TU) on-ramp to Bang Na (BN) off-ramp is 49.03 kilometers. Drivers are able to enter and exit the expressways at thirteen and eleven on- and off-ramps between TU and BN. Three O-D pairs with large traffic volumes were selected for the numerical analysis. These are: Chiang Wattana (CW) to BN, Ngam Wongwan (NW) to BN, and Rachada Phiseki (RP) to BN. The distance of each O-D pair is 25.88, 21.40 and 17.79 kilometers. 100



As mentioned in Chapter 4, basic filed data were collected on 22nd (Tue) and 23rd (Wed) December 1998 by manual counting as well as video camera recordings since the traffic surveillance system was not working yet in Bangkok. The data of on- and off-ramp volumes, spot speeds and link traffic volumes are collected at three observation points, which are located at 30.07, 32.78 and 40.95 kilometer downstream of TU. All data were aggregated every five minutes for ten hours time duration from 7:00 A.M. until 5:00 P.M. for each day. A NKF requires a lot of data sets to calibrate ANN models of state and measurement equations of a Kalman filter. The traffic data sets must cover extensive traffic situations from light to congested states. However, it is almost impossible to collect such traffic flow data only from the real world. Therefore, an expressway network, which imitates the expressways in Bangkok, was virtually created by a microscopic traffic simulation package called FRESIM. Hence, the actual field data on the first day were used to calibrate the FRESIM model parameters. And after validating the model using the second-day data, traffic data were produced by FRESIM for various traffic situations. A model development by FRESIM was already mentioned in Chapter 4. The inflow volumes and the ratios of heavy vehicle were not measured at minor onramps. They were determined by the traffic data collected by the Expressway and Rapid Transit Authority of Thailand (ETA) on 22nd November 1997 (ETA, 1997). BN
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Figure 5.1: A freeway corridor
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5.2 Evaluation Procedure To evaluate the effectiveness of ANN models and a macroscopic model on estimations of dynamic O-D travel time and flow, a numerical analysis was carried out by following three-step procedure, illustrated in Figure 5.2.



5.2.1 Step 1 (RKF without Advance Prediction of Traffic States) A RKF in which state and measurement equations are defined by multiple regression models estimates the dynamic O-D travel time and flow. In a conventional Kalman filter, it is not necessary to define state and measurement equations by regression models because they are already defined in some analytical forms. This study employs a RKF to compare the performance of the NKF and RKF. ANN model and an advance prediction of traffic states are not given in this step. In other words, the O-D travel time and flow are simply estimated by the RKF without predicting the traffic conditions in advance.



5.2.2 Step 2 (NKF without Advance Prediction of Traffic States) Linear regression models of the RKF are replaced with ANN models to enable nonlinear formulations of state and measurement equations of the Kalman filter. The ANN model requires no analytical function as well as no linear model such as a multiple regression model. This step is to see how ANN models are capable of describing nonlinearity of dynamic O-D travel time and flow through the comparison between the use of multiple regression and ANN models. However, the traffic conditions are still not predicted in advance by a macroscopic model because this step simply concentrates on investigating the effect of ANN models on the O-D travel time and flow estimations.



5.2.3 Step 3 (NKF with macroscopic model) A macroscopic model is finally introduced to simulate freeway traffic flows in advance and predict traffic variables such as link traffic volume qi (k ) , spot speed wi (k ) , off-ramp volume si (k ) and O-D travel time tij (k ) . These variables are used in advance for computing the coefficient matrices in the state and measurement equations of the Neural-Kalman filter. This final step investigates how the prediction of traffic states contributes to estimations of dynamic O-D travel time and flow using a NKF.
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Step 3 NKF (with Macroscopic model)



Figure 5.2: Evaluation procedure



5.3 ANN models In a NKF, state and measurement equations of the Kalman filter are defined by different ANN models to enable their non-linear formulations. The detail of each ANN model is briefly describe as follows.



5.3.1 ANN Model for State Equation The ANN model for the state equation given in Eq. 3.30 is different from that for the measurement equation in Eq. 3.31. The ANN model for the state equation has three layers; input, hidden and output layers. Since both O-D travel time and flow are simultaneously estimated within one process, the number of neurons in input and output layers are 40 and 6, respectively. Here, it is assumed that the current state variable z(k ) is the function of those of five steps before z(k − 5), z(k − 4 ),  , z(k − 1) . The number of hidden layer was fixed to be 1 with twenty neurons, which was the half number of that in the input layer. Since there is no specific method to fix the number of hidden layers and the neurons, one hidden layer with twenty neurons was fixed on a trial and error basis. Figure 5.3 illustrates the ANN model for the state equation.
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Figure 5.3: ANN model for state equation



5.3.2 ANN Model for Measurement Equation This study assumed that traffic detectors were installed at three measurement points ①, ② and ③ on mainline freeways and at three off-ramps SV, RM and BN, as shown in Figure 5.1. The detectors on the mainline freeway measure both link traffic volumes and spot speeds, while those on the off-ramps yield outflow volumes only. Therefore, the total number of measurement variables are 9. Similar to the ANN model for the state equation, another ANN model with three layers was defined for the measurement equation. The number of neurons of each layer was, therefore, 40-20-9, respectively. Figure 5.4 illustrates the ANN model for the measurement equation. Input layer
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Figure 5.4: ANN model for measurement equation



For both state and measurement equations, training of ANN models were carried out until Eq. 2.88 was satisfied. 104



5.4 Parameter Estimation of a Macroscopic Model The macroscopic model modified for this research has some parameters as given in Eqs. 3.41 to 3. 46. These parameters were optimized by using Box’s complex method, which is a random search technique for constrained optimization problems (Deb, 1995). The detail of the algorithm is already described in 2.5.2. Since the study area covers large area, traffic condition may not be uniform for all road links along the FES and SES. Therefore, the freeway corridor was divided into four road links, A, B, C and D as illustrated in Figure 5.1. The macroscopic parameters were also identified separately for each road link. Table 5.1 depicts the optimized parameters for each link. Table 5.1: Optimized macroscopic parameters
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The actual field data on Tuesday 22nd December 1998 were used for optimizing the parameters, and the macroscopic model was verified using second data set on Wednesday 23rd December, 1998. Similar to the verification of FRESIM model in Chapter 4, a t-test checked the validity of the macroscopic model in order to see how precisely it describes the traffic flow on the FES and SES. Simulated link traffic volumes and spot speeds at three measurement points were compared with actual observed ones. Table 5.2 shows the results of hypothesis test, comparing the macroscopic outputs and actual observed ones. Since t-values are all below critical value 2.0683 at three observation points, it can be justified that no significant difference is found in average of link traffic volumes and spot speeds between the macroscopic model and actual data.
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Table 5.2: T-test for validating macroscopic model



Link flow Spot speeds volumes Measurement points t-value 1 1.0245 1.3791 2 1.4336 1.8618 3 1.8098 1.0429 critical value=2.0687, degree of freedom = 23, two-sided hypothesis test



5.5 Scenario The evaluation procedure described in 5.2 was applied to two traffic states, steady flow and congested flow states. This is to show that the proposed NKF is capable of estimating dynamic O-D travel time and flow under various traffic flow states. As mentioned in Chapter 4, all traffic data used in the numerical analysis were artificially created by FRESIM model. The detail of two traffic states and the artificial data generated for each traffic condition are briefly summarized as follows.



5.5.1 Free Flow States (Case 1) In order to simulate traffic flows on the FES and SES under free flow states, inflow volumes at CW, NW and RP on-ramps were changed based on actual observed data on Tuesday, 22 December 1998. Fluctuation of the inflow volumes remained kept, and the volume itself was changing from 0.2 to 1.2 times as the original one (Figure 5.5). This created eleven data patterns because it changed every 0.1 times. Since the simulation time period is from 7:00 A.M. to 5:00 P.M. and the time interval is five minutes, one hundred twenty data were obtained from one data pattern. The number of synapse weights in ANN models is at most 980 as shown in Table 5.3. The total number of data sets were 1,320, which is around 1.4 times of the number of synapse weights in the ANN model. However, this number of data sets were still not enough to fully train the ANN models.
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Figure 5.5: Artificial data generation



Table 5.3: The number of data sets for training ANN models
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The three-step evaluation procedure was carried out to see how precisely the estimation model at each step described the target O-D travel time and flow on Wednesday, 23rd December 1998. The O-D travel time and flow on Wednesday were also artificially created by giving the actual inflow volumes to the FRESIM model. O-D travel times under free flow states were almost constant for all three O-D pairs because the traffic was not very congested for whole simulation time period. O-D flows were also stable except morning peak period from the start until around 8:00 a.m. In Steps 1 and 2 of the evaluation procedure, the data for calibrating regression models (Step 1) and ANN models (Step 2) were created by FRESIM using actual filed data collected on Tuesday, 22nd December 1998. In Step 3, however, the calibration data for training ANN models were predicted in advance by a macroscopic model. Table 5.4 summarizes the types of calibration and validation data for each step.
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Table 5.4: Calibration and validation data sets (Free flow states)



Model RKF(Step 1) NKF (Step 2) w.o./ prediction of traffic states NKF (Step 3) w/ prediction of traffic states



Calibration data



Validation data



Artificial Data by FRESIM 22nd, Tuesday, free flow



Actual Field Data 23rd, Wednesday, free flow



Predicted Data by macroscopic model 23rd, Wednesday, free flow



5.5.2 Congested Flow States (Case 2) No heavy traffic congestion occurred during the two-days field data collection. To evaluate simultaneous estimations of O-D travel time and flow under congested flow states, traffic data were virtually created by FRESIM, assuming that: • A lane out of three was closed for about 500 meters 2.05 kilometers downstream of RM off-ramp from 9:30 A.M. to 11:00 A.M., as shown in Figure 5.1. The lane closure caused a heavy congested flows propagating backwards the expressways, • During a lane closure, some traffic volumes that were supposed to exit at Bang Na (BN), diverted to SV and RM off-ramps so as to equal the travel times on both routes on a trial and error basis. Due to the lane closure, O-D travel times for all three O-D pairs increased during the 1.5 hour lane closure time period. Also, the O-D flow to BN slightly decreased as exiting volumes at two off-ramps (SV and RM) increased. The created data for congested flow state are same as that for free flow states except change of diverging rates at two off ramps; SV and RM. 1,320 data sets were created to train the ANN models. Similar to the Case 1, the three-step procedure was applied to estimations of dynamic O-D travel time and flow under congested flow states. FRESIM traffic data on Tuesday 22nd under free flow states were used for calibrating regression models (Step 1) and ANN models (Step 2). At Step 3, a macroscopic model predicted traffic flows under congested flow states on Wednesday 23rd, and then the predicted data were used for calibrating ANN models of the NKF. The types of data sets are shown in Table 5.5.



108



Table 5.5: Calibration and validation data sets (Congested flow states)



Model RKF(Step 1) NKF (Step 2) w.o./ prediction of traffic states NKF (Step 3) w/ prediction of traffic states



Calibration data



Validation data



Artificial Data by FRESIM 22nd, Tuesday, congested flow



Actual Field Data 23rd, Wednesday, congested flow



Predicted Data by macroscopic model 23rd, Wednesday, congested flow



5.6 Experimental Results



5.6.1 Free Flow States (a) O-D travel time Figure 5.6 graphically compares the estimates of O-D travel times by a Regression Kalman filter (RKF) and a Neural-Kalman filter (NKF) to see how precisely they follow the target O-D travel time for O-D pair No. 2 (NW-BN). Horizontal and vertical axes denote time step and O-D travel time in minutes, respectively. Since the O-D travel time was constant whole simulation period, both RKF and NKF created no large errors in their estimations except the significant fluctuation at beginning of time period of NKF. The fluctuation seemed to come from the initial values of state variable x(0) and error covariance matrix P(0) . Since the NKF was working more sensitively comparing to the RKF, some time steps were required for the NKF to get stabilized. The reason for this fluctuation will be discussed in Section 5.7. Prediction of traffic states (Step 3) helped to reduce the significant fluctuation of NKF (Step 2) at the beginning of simulation, as shown in Figure 5.7. Both the RKF and NKF precisely follow the simulated O-D travel time and flow.
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Figure 5.6: Comparison of O-D travel times (RKF vs. NKF)
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Figure 5.7: Comparison of O-D travel times (NKFs with vs. without advance prediction)
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(b) O-D flow Similarly, Figure 5.8 depicts the results of O-D flow estimations, comparing a RKF (Step 1) and a NKF (Step 2). Horizontal axis denotes simulation time, and vertical axis is the O-D flow (vph) for O-D pair No. 2 (NW-BN). It was clarified that the estimates by the RKF was simply decreasing without following any fluctuations of the simulated O-D flow, while NKF precisely followed the O-D flow and described the non-linearity of O-D flow. This is one of the advantage of the NKF for estimating non-linear phenomena. If the traffic states were predicted in advance, the under-estimation at the beginning of time period were very much reduced, and the estimation by NKF got more precise than the NKF without the prediction, as illustrated in Figure 5.9. 600
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Figure 5.8: Comparison of O-D flows (RKF vs. NKF)
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Figure 5.9: Comparison of O-D flows (NKFs with vs. without prediction of traffic states)



(c) RMS errors Figure 5.10 summarizes the estimation precision of O-D flow among three methods, Steps 1, 2 and 3 in terms of Root Mean Square (RMS) errors. It is worth nothing that there was a continuous decrease in RMS errors from Steps 1 o 3, justifying the superiority of the NKF with the prediction of traffic states. Without using a macroscopic model, the NKF (Step 2) yield slightly larger errors than another models (Steps 1 and 3). However, the error does not mean fatal estimation error because the simulated O-D travel time was almost constant and the estimation got stable quickly after a few time steps. The errors were mainly found at the beginning of simulation time period, and they seemed to be coming from the initial values of the state variables and noise matrix. The estimation errors of O-D flow decreased steadily as the Kalman filter got sophisticated from Steps 1 to 3, as illustrated in Figure 5.11. That is, both the ANN and the advance prediction of traffic states were effective in improving the estimation precision of dynamic O-D flow. The RKF (Step 1) did not give any sensitive outputs of O-D flow, while the NKF (Step 2) was able to precisely follow the simulated O-D flow due to the non-linearity of ANN models. The NKF reduced 36.8 percent of the average RMS errors in the RKF, and there is a 70.1 percent reduction in the RMS errors under the use of macroscopic model (Step 3).



112



RMS errors of O-D travel time (min.)



4.50



Average: O-D 1: 28 min. O-D 2: 24 min. O-D 3: 17 min.



4.00 3.50 3.00 2.50



*O-D pair 1: CW-BN 2: NW-BN 3: RP-BN



2.00 1.50 1.00



O-D 3



0.50



O-D 2



0.00 Step 1



O-D 1 Step 2



Step 3



Figure 5.10: RMS errors of O-D travel time estimations
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Figure 5.11: RMS errors of O-D flow estimations
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5.6.2 Congested Flow States (Case 2) (a) O-D travel time Figure 5.12 graphically illustrates the variation of dynamic O-D travel time of O-D pair No.2 (NW-BN) under congested flow states. The simulated O-D travel time significantly changed due to a lane closure near Port Junction. The problem is how precisely the ANN model describes the change of O-D travel time. The NKF still resulted in sensitive estimations at three points where traffic conditions drastically changed at around 10:20, 10:55 and 12:00 a.m. Except these three points, the NKF follows the simulated O-D travel time more precisely than the RKF. Figure 5.13 clearly indicates the effect of predicting traffic states (Step 3) on the estimation of O-D travel time. Even though the estimates showed over-estimations just after the lane closure, the advance prediction of traffic states reduced the sensitive estimations at three points. 70
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Figure 5.12: Comparison of O-D travel times (RKF vs. NKF)
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Figure 5.13: Comparison of O-D travel times (NKFs with vs. without prediction of traffic states)



(b) O-D flow The corresponding results of O-D flow estimation under congested flow state are given in Figure 5.14. It can be found that how precisely the NKF (Step 2) described the change of O-D flow rather than RKF (Step 1) even without prediction of traffic states. The estimates by the RKF was stable all the time and not very sensitive to the change of O-D flow even during the lane closure. On the other hand, the NKF was able to describe the reduction of O-D flow although some under-estimations can be seen during the first half of simulations. This implies that the NKF was capable of describing non-linear dynamic O-D flow better than RKF. As shown in Figure 5.15, the O-D travel time estimation by NKF was improved by predicting traffic states in advance (Step 3). Under- and over-estimations which can be seen in Step 2 were reduced, and the estimation precisely captured the non-linear O-D flow.
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Figure 5.14: Comparison of O-D flows (RKF vs. NKF)
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Figure 5.15: Comparison of O-D flows (NKFs with vs. without prediction of traffic states)
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(c) RMS errors The estimation precision of O-D travel time was primarily improved for all O-D pairs by the use of ANN models and the advance prediction of traffic states, as illustrated in Figure 5.16. The RMS errors decreased 15.1 percent from Steps 1 to 2, and 56.3 percent from 2 to 3. As mentioned in the case of free flow states, however, the ANN models were sometimes very sensitive especially when traffic conditions on the freeway drastically changed. This is the reason why the decreasing rate of RMS errors from Steps 1 to 2 was not as significant as that from 2 to 3. Integrating the macroscopic model with the NKF alleviated the sensitive fluctuations in the NKF. The use of ANNs in Step 2 helped to reduce the estimation errors of O-D flow for two cases out of three, as shown in Figure 5.17. For O-D pair No. 2 in which the NKF gave slightly higher errors than RKF, there was a significant under-estimation of O-D flow from the beginning until around 9:40 a.m. However, the NKF was always capable of describing dynamic change of O-D flows precisely, which cannot be seen in the RKF. This implies a potential of the NKF in estimating dynamic O-D flow rather than the RKF. The macroscopic model also contributed in improving the estimation precision. There was a 19.8 percent of reduction in the average RMS errors of O-D flows by the use of ANN models. This error was also reduced 68.3 percent when the macroscopic model was introduced. Average: O-D 1: 51 min. O-D 2: 37 min. O-D 3: 30 min.
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Figure 5.16: RMS errors of O-D travel time estimations (Congested flow states)
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Average: O-D 1: 156 vph O-D 2: 256 vph O-D 3: 154 vph
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Figure 5.17: RMS errors of O-D flow estimations (Congested flow states)



5.7 Discussion of the Results



5.7.1 Effect of ANN Models As explained in Section 5.6, the proposed NKF yielded the better estimates of dynamic O-D travel time and flow than RKF models. Especially, the NKF was capable of describing non-linearity of dynamic O-D travel time and flow rather than a RKF in which state and measurement equations are defined by a typical linear multiple regression model. This is because ANN models were suitable of describing non-linear phenomena much better than regression models. This superiority of the NKF also can be seen in terms of RMS errors illustrated Figures 5.10, 5.11 5.16 and 5.17. As pointed in the estimation results, however, the NKF resulted in some sensitive fluctuations at the beginning of time step. It requires some time steps for the NKF to get stabilized. Especially in O-D travel time estimations under congested flow states, the fluctuation was very sensitive when traffic conditions drastically changed. One reason for the sensitiveness of a NKF is that the traffic conditions were not predicted by a macroscopic model in advance. A NKF with a prediction of traffic states improved the fluctuated estimates of O-D travel time and flow estimations, as illustrated in Figures 5.7, 5.9 5.13 and 5.15. In addition, the traffic data used in this analysis were virtually created and limited for training ANN models. The use of more number of learning data which cover extensive traffic situations will improve the estimation 118



precision. Another reason seems to come from the parameters used in ANN models. Through numerous trials of a NKF’s model calibrations, it was found that the sensitiveness of NKF model depends on three parameters of ANN model; u 0 , θ j and θ k in Eq. 3.34. u 0 is a parameter to formulate a shape of sigmoind function. Two offsets of an ANN model; θ j and θ k should have their initial values before training of ANN models. Unfortunately, tuning of three parameters should be done on a trial and error basis because there is no specific method to optimize those parameters. It requires a lot of time and effort to find out the suitable parameters which yield best estimates of dynamic O-D travel time and flow. In this numerical analysis, the best value of three parameters caused O-D travel time estimations very sensitive under congested flow states. On the other hand, the RKF did not give significant fluctuations in estimating O-D travel time and flow. Therefore, the RKF sometimes showed better goodness-of-fit in estimating O-D travel time under free flow states. However, it is not capable of describing the fluctuations of O-D flow under both free flow and congested flow states. This is simply because typical linear multiple regression models did not succeeded in describing non-linearity of O-D flows in the state and measurement equations of a Kalman filter. In summary, the integration of ANN models into a Kalman filter yielded the better estimates of O-D flow comparing to RKF models. This is because of the capability of ANN models which describe the non-linearity of dynamic O-D flows. Similarly, in the estimation of O-D travel time, the NKF also resulted in better estimates than the RKF, but the estimations were sensitive to changes of traffic conditions.



5.7.2 Effect of predicting traffic states If traffic conditions on the FES and SES were predicted in advance, fluctuations and over-/under-estimations of O-D travel time and flow were very much reduced according to the numerical analysis in 5.3. The NKF models precisely followed the target O-D travel times and flows even under congested flow states. It can be concluded that the effect of predicting traffic states was very significant and efficient in estimating O-D travel time and flow at any traffic conditions. However, the experimental results discussed in this study are limited to a small freeway corridor, and is based on some artificial simulated data. It requires more validation data to fully discuss the validity of NKF models.



5.8 Effect of Simultaneous Estimations The numerical analysis discussed in capable of estimating dynamic O-D states. Especially, the NKF showed linearity of dynamic O-D flow than



5.5 and 5.6 showed that the proposed NKF was travel time and flow even under congested flow much better performance in estimating the nona RKF under congested flow states. The results 119



shown in 5.3 were all simultaneous estimations of dynamic O-D travel time and flow. As pointed out in the literature survey in Chapter 2, it is expected that O-D travel time and flow may have strong relationships with each other. Hence, an O-D travel time may be one of the important information for estimating an O-D flow, and vice versa. Therefore, the O-D travel time and flow were also separately estimated by different NKF models in order to investigate the effect of simultaneous estimations on their estimation precision. The RMS errors were also computed to compare estimation precision between separate and simultaneous estimations.



5.8.1 Procedure This numerical analysis was carried out on the same freeway corridor as used in the previous analysis in Sections 5.1 – 5.7. In order to evaluate the effect of simultaneous estimations of O-D travel time and flow for more strict case, the evaluation was done under the congested flow states described in 5.5.2. For the congested traffic situations, the O-D travel time and flow were separately and simultaneously estimated using NKF models. The Root Mean Square (RMS) errors were compared between separate and simultaneous estimations. Here, a macroscopic model was not used for predicting traffic states in advance because this numerical analysis examined the effect of simultaneous estimations more clearly.



5.8.2 Experimental Results (a) O-D Travel Time Figure 5.18 shows the variation of O-D travel time for O-D pair, No.2, for both separate and simultaneous scenarios. As mentioned in 5.6, it can be seen that the simultaneous estimates follow the target O-D travel time more precisely than the separate estimates, although they were fluctuated at around 10:20, 10:55 and 12:00 a.m. The fluctuations were due to drastic changes of traffic conditions at 10:20, 10:55 and 12:00 a.m. The NKF sensitively reflected the changes of traffic conditions to the estimates. The separate method yielded severe under-estimations at the end of the simulation time. Figure 5.19 summarized RMS errors between separate and simultaneous estimations of dynamic O-D travel time for all three O-D pairs. By estimating them with O-D flows, the estimates were improved at 31.3, 32.0 and 15.5 percent for O-D pair No. 1, 2 and 3, respectively. Also, the ratio of the RMS errors to the average O-D travel time was 16.3 percent in the average among three O-D pairs. The ratio should be improved for an actual implementation of dynamic O-D travel time and flow estimations by eliminating the fluctuations of O-D travel time estimates.
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Figure 5.18: Separate and simultaneous estimates of O-D travel time (NW-BN) Average: O-D 1: 51 min. O-D 2: 37 min. O-D 3: 30 min.
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Figure 5.19: RMS Errors of separate and simultaneous estimations of O-D travel time



121



(b) O-D Flow Figure 5.20 depicts the comparison between separate and simultaneous estimates of OD flow for O-D pair No. 2. The separate estimation method caused a significant underestimation state at the beginning of simulation period, around 7:25 to 8:55 a.m., while the simultaneous method improved the under-estimation. Also, a sensitive fluctuation that occurred at around 10:20 a.m. in the separate method reduced great deal in the simultaneous method. Similarly, RMS errors for separate and simultaneous O-D flow estimations were summarized for three O-D pairs, as illustrated in Figure 5.21. It shows that the simultaneous method gives better estimates of O-D flows for all three O-D pairs than the separate estimations. The simultaneous method reduced the RMS errors at 22.9, 30.1 and 50.5 percent for O-D pairs No. 1, 2 and 3, respectively. However, the ratio of RMS errors in simultaneous method to average O-D flows was 26.4 percent in the average among three O-D pairs. It suggest an improvement of a NKF, although it is capable of estimating non-linearity of dynamic O-D flows. 700
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Figure 5.20: Separate and simultaneous estimates of O-D flow (NW-BN)
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Average: O-D 1: 156 vph O-D 2: 256 vph O-D 3: 154 vph
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Figure 5.21: RMS Errors of separate and simultaneous estimations of O-D Flow



123



5.9 Summary To investigate the effectiveness of ANN models and an advance prediction of traffic states on the estimation of O-D travel time and flow, the proposed NKF was evaluated by following three steps. In the first step (Step 1), the O-D travel times and flow were estimated by a Regression Kalman filter (RKF) in which state and measurement equations are represented by a conventional regression model. The ANN and the macroscopic models were not used in this step. In the next step (Step 2), the NKF was introduced for the estimation of O-D travel times and flows instead of RKF, and the estimation results were compared between the RKF in Step 1 and the NKF. This process examined the effectiveness of the ANN models. Finally, in Step 3, both the ANN models and the macroscopic model were used for the estimations in order to see how the advance prediction of traffic states contributed to the O-D travel time and flow estimations. This evaluation was carried out for free flow states (Case 1) as well as congested flow states (Case 2) to find out how extensively the proposed model can estimate O-D travel times and flows on different traffic situations. Through the numerical analysis, the following findings were obtained: • Under free flow states, the O-D travel time showed no significant difference in the estimation precision of O-D travel time and flow among three Steps. Although the NKF in Step 2 brought large errors at the beginning of simulation, they dissipated very quickly and did not cause any severe estimation errors because the travel time was almost constant over the simulation time period. The large errors found in the NKF (Step 2) were simply because of the initial errors in the state variables and noise covariance matrices. Also, the NKF was sensitively working comparing to the RKF in Step 2. It causes the initial errors larger than that of RKF. • The errors of O-D flow estimations decreased steadily as the Kalman filter got sophisticated from Steps 1 to 3. That is, both the ANN models and the prediction of traffic states were effective in improving the estimation precision of dynamic OD flow. The RKF (Step 1) did not give any sensitive outputs of O-D flow, while the NKF (Step 2) was able to precisely follow the simulated O-D flow due to the non-linearity of the ANN models. The NKF reduced 36.8 percent of the average RMS errors in the RKF, and there is a 70.1 percent reduction in the RMSE under the use of macroscopic model (Step 3). • Under congested flow states, the estimation precision of O-D travel time was primarily improved by the use of the ANN models and the prediction of traffic states for all O-D pairs. The RMS errors decreased 15.1 percent from Steps 1 to 2, and 56.3 percent from 2 to 3. However, the ANN models were sometimes very sensitive to detector outputs when traffic conditions drastically change. This is the reason why the decreasing rate of RMSE from Steps 1 to 2 is not as significant as that from 2 to 3. The advance predictions of traffic states alleviated the sensitive fluctuations in the NKF. 124



• The use of ANN models in Step 2 helped to reduce the RMS errors of O-D flow estimations for two cases out of three. For one case where the NKF yielded slightly higher errors than RKF, there was a significant under-estimation of O-D flow from the beginning until around 9:40 a.m. However, the NKF was always capable of describing dynamic changes of O-D flows, which cannot be seen in the RKF. This implies a potential of the NKF in estimating dynamic O-D flow rather than RKF. The prediction of traffic states by a macroscopic model also contributed to improving the estimation precision. There was a 19.8 percent of reduction in the average RMS error of O-D flows by the use of ANN models. This error was reduced 68.3 percent when traffic conditions were predicted in advance. To investigate the effect of simultaneous estimation of O-D travel time and flow, they are separately and simultaneously estimated for the congested flow states (Case 2) by using the NKF model. RMS errors were compared between the separate and simultaneous estimations for three O-D pairs. The numerical analysis showed that: • In O-D travel time estimations, the RMS errors by the separate method were improved at 31.3, 32.0 and 15.5 percent for all three O-D pairs 1, 2 and 3 by estimating them together with O-D flows. • The simultaneous method reduced the RMS errors of O-D flow estimations at 22.9, 30.1 and 50.5 percent for three O-D pairs, respectively.
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CHAPTER VI



EFFECT OF NUMBER OF MEASUREMENT POINTS



The simultaneous estimation of O-D travel time and flow was carried out using the limited number of measurement points along the expressways where link traffic volumes/spot speeds were measured at three points and outflow volumes were at three off-ramps. However, the small number of measurement points might have been not enough to precisely capture traffic flows on the long expressways. Therefore, the influence of the number of measurement points on dynamic O-D travel time and flow estimations should be numerically examined by a NKF model. The O-D travel time and flow were simultaneously estimated again by virtually installing more number of traffic detectors along the expressways. The RMS errors were compared among the NKF models with different measurement points.



6.1 Traffic Data Another virtual freeway corridor imitating the expressways in Bangkok was modeled, as shown in Figure 6.1. The freeway is approximately 30 kilometer long with several on- and off-ramps. The number of on- and off-ramps are same as that on the expressways illustrated in Figure 5.1. It was assumed that the freeway was equipped with at most ten traffic detectors; seven were for link traffic volumes and spot speeds on the mainline, the other three were for outflow volumes at off-ramps D1, D2 and D3. The detectors were installed every one or two kilometers from the first measurement point ① , which was located at 10.52 kilometer downstream of an origin O1. Three O-D pairs, O1-D1, O1-D2 and O1-D3, were adopted for this analysis. The distance of each O-D pair is 15.97, 21.40 and 29.48 kilometer, respectively Similar to the previous analysis, traffic data were simulated by FRESIM, assuming that: • Inflow volume at an origin O1 takes twelve patterns according to traffic situations. The first data pattern changes the volume from 500 to 770 vph while varying linearly from the minimum, 500 vph to the maximum, 770 vph, over the simulation period of 1.5 hours, as illustrated in Figure 6.2. The second data pattern has an inflow volume between the minimum of 770 vph and the maximum of 1,040 vph. Similarly, the last data pattern is in the range of 3,730 to 4,000 vph. The inflow volume of each data pattern changes every 5 minutes over the whole simulation period. • The actual on-ramp volumes on the expressways in Bangkok are allocated to the inflow volumes at minor on-ramps. The inflow volumes were randomly selected at each onramp for the simulation period. • One lane out of three is closed over 250 meters long from 430 meters downstream of the measurement point ⑦. The lane is closed for 45 minutes, just half of simulation time. Here, the traffic condition during the lane closure is referred to as lane-closure condition and the condition without the lane closure is as normal condition. 126



• During the lane closure, some traffic volumes divert at off-ramps D1 and D2 to avoid traffic congestion. The diverging rates determined by travel time on diverting routes, vary with inflow volumes at O1, as illustrated in Figure. 6.2. The light inflow volume give slightly higher diverging rates for lane-closure condition than for normal condition. The more the inflow volumes increase, the less the diverging rates decrease with the difference between normal and lane closure conditions getting larger. The O-D travel time/flow and measurement variables, such as link traffic volume, spot speed and off-ramp volumes, were aggregated every 5 minutes. Three time steps, which theoretically provide 15 data sets of O-D travel time and flow over 1.5 hours of simulation period, were adopted as the preceding time steps in Eqs. 3.28 and 3.29. ① : Detector (volume & speed) (a) : Detector (off-ramp volume)
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Figure 6.1: A Freeway model
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Figure 6.2: Inflow volumes of each data pattern
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Figure 6.3: Change of diverging rates at D1 and D2
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6.2 ANN models Two different ANN models for the state and measurement equations are illustrated in Figures 6.4 and 6.5, respectively. Since three O-D pairs’ O-D travel times and flows are considered for three time steps, the ANN model for the state equation has 18, 9 and 6 neurons in input, hidden and output layers. Similarly for the ANN model for the measurement equation, the number of neurons are at most 18-9-15 if all detectors are used. Input layer
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Figure 6.4: ANN model for state equation Input layer
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Figure 6.5: ANN model for measurement equation



6.3 Calibration and Validation Inflow volumes with different random seed in FRESIM yield different traffic patterns. Since each simulation run produced twelve data sets for each input pattern, six different random seeds eventually provided 864 data sets in total. These are enough to train the ANN models of 129



both state and measurement equations because the number of synapse weights of the ANN models is 216 and 297, respectively. Table 6.1: The Number of synapse weights and data sets
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Two data patterns of “Light” and “Heavy” were selected out of twelve in order to validate the effect of the number of measurement points for different traffic situations. The “Light” situation is the third pattern that inflow volumes at O1 are distributed between 1,040 and 1,310 vph. As will be shown later, the O-D travel time significantly increased due to the lane closure, while the O-D flows were almost stable because the inflow volumes were not so large. The “Heavy” situation is the tenth pattern that inflow volumes vary from 3,190 to 3,460 vph. In this condition, as will be seen below, the O-D travel times steadily increased, while the OD flows were fluctuated due to the difference in diverging rates between normal and laneclosure conditions.



6.4 Procedure The numerical analysis was carried out to see how precisely a NKF model estimates O-D travel time and flow on the freeway with the different number of measurement points. The Effect of the number of measurement points on their estimation precision was evaluated for both “Light” and “Heavy” conditions, assuming three cases with different sets of measurement points; Cases 1, 2 and 3, as shown in Table 6.2. Case 1 employed only three points; two points ① and ④ on a mainline, and one at the off-ramp D1. In Case 2, two more points of ② and ⑤ were added on the mainline, and outflow volumes were measured at both D1 and D2. The last case used all detectors of ① to ⑥ installed on the mainline and three offramps of D1, D2 and D3, as depicted in Figure. 6.1. Table 6.2: Three sets of measurement points



Measurement Points Case 1 Case 2 Case 3



link volumes Off-ramp Spot speeds volumes ①, ④ D1 ①, ②, ④, ⑤ D1, D2 ①-⑥ D1, D2, D3
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6.5 Experimental Results



6.5.1 “Light” Condition Figure 6.6 exhibits the estimates of O-D travel time for O-D pair No. 3 (NW-BN) for three cases. Case 1 significantly over-estimated the target O-D travel time after 55 minutes passed. The estimates by Case 2 improved great deal in comparison with case 1, but the fluctuation after 55 minutes is still large. In Case 3, the fluctuations were reduced significantly and the estimate followed the target O-D travel time very well over the whole simulation period. Similar results were obtained for O-D flow estimates of the same O-D pair No. 3. As depicted in Figure 6.7, Case 1 was not enough to represent the target O-D flow. Especially, the difference is quite large after 70 minutes simulation run. In Case 2, the NKF yielded significant over- and under-estimation states with large fluctuation for the whole time period. Case 3 decreased the fluctuation very well. Particularly, it followed the target quite well before the travel time starts to decrease at around 65 minutes. Even Case 3 over-reacts to the reduction of travel time from 70 to 90 minutes although it recovers the reduction at the end of simulation. Figures 6.8 and 6.9 present RMS errors of O-D travel time and flow estimates for three cases. In O-D travel time, Case 3 yielded the best result for all O-D pairs as a whole. More importantly, the errors decrease with the number of measurement points increasing except for Case 1 of O-D pair No.1 in Figure. 11. This is clearly seen in the estimation of O-D flow in Figure 6.9. That is, it suggests that the use of more detectors brought the improvement in the estimates. The ratios of the RMS errors in Case 3 to the average O-D travel times were 19.0, 40.0 and 15.9 percent for O-D pairs No. 1, 2 and 3, respectively. For O-D flow estimations, the ratios were 16.7, 18.6 and 18.6 percent, respectively. The ratios are still large for actual implementations of the O-D travel time and flow estimations in a real world. The estimation model by a NKF should be improved by learning more number of field data on extensive traffic situations.
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Figure 6.6: Comparison of O-D travel time estimates (“Light” condition) 250 230 210
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Figure 6.7: Comparison of O-D flow estimates (“Light” condition)
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Average: O-D 1: 12 min. O-D 2: 14 min. O-D 3: 30 min.



Figure 6.8: RMS errors of O-D travel time estimations (“Light” condition)
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Figure 6.9: RMS errors of O-D flow estimations (“Light” condition)
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6.5.2 “Heavy” Condition Figure 6.10 shows the variations of O-D travel time for O-D pair No. 3 estimated for “Heavy” condition with comparison among three cases. The estimates by Case 1 significantly fluctuated and failed in the estimation with resulting in almost zero at around 65 minutes. Case 2 reduced the fluctuations better than Case 1 and followed the target O-D travel time until 75 minutes of the simulation time. From 80 to 90 minutes, however, the estimate caused a large under-estimation state. There is a little improvement in Case 3 compared with Case 2. The fluctuation in the middle part and the under-estimation state were slightly reduced in Case 3. Figure 6.11 depicts the comparison of O-D flow estimates for O-D pair No.3 among three cases. In Case 1, the estimate was heavily fluctuated and still far from the target. The fluctuations were a little bit reduced in Case 2. But, The estimates by Case 2 are still different from the target. It yielded under-estimations over the whole simulation time. On the contrary, Case 3 provided better goodness-of-fit between the estimated and target O-D flow. It follows the target very well, especially until 65 minutes, although the discrepancy is enlarged at the end of the simulation time from 80 to 90 minutes. RMS errors of O-D travel time and flow estimations under “Heavy” condition were both given in Figures 6.12 and 6.13, respectively. Figure 6.12 shows that similar to the “Light” condition, more number of detectors contributed to improve the estimation precision of O-D travel time for all O-D pairs. However, this was not always the case in O-D flow estimates. Case 3 did not give the best estimates for O-D pairs 1 and 2 although the difference is small between Case 2 and Case 3 and much better than those of Case 1. This will be discussed in the following section. The ratios of the RMS errors in Case 3 to the average O-D travel time and flow were also computed, respectively. They were: 38.0, 23.6 and 28.9 percent for O-D pairs No. 1, 2 and 3 in O-D travel time estimations, and 24.3, 31.5 and 18.1 in O-D flow estimations, respectively. However, these values are still far from the actual implementations of O-D travel time and flow. Similar to “Low” condition, the ratios should be reduced by improving NKF models. RMS errors of O-D travel time and flow estimations under “Heavy” condition were both given in Figures 6.12 and 6.13, respectively. Figure 6.12 shows that similar to the “Light” condition, more number of detectors contributed to improve the estimation precision of O-D travel time for all O-D pairs. However, this was not always the case in O-D flow estimates. The RMS errors for O-D pair No. 3 did not decreased significantly with the increase of the number of measurement points as was expected. Also, Case 3 did not give the best estimates for O-D pairs 1 and 2 although the difference is small between Case 2 and Case 3 and much better than those of Case 1. These two findings will be also discussed in the following section.
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Figure 6.10: Comparison of O-D travel time estimates (“Heavy” condition)
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Figure 6.11: Comparison of O-D flow estimates (“Heavy” condition)
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Average: O-D 1: 34 min. O-D 2: 36 min. O-D 3: 45 min.
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Figure 6.12: RMS errors of O-D travel time estimations (“Heavy” condition)
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Figure 6.13: RMS errors of O-D flow estimations (“Heavy” condition)
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6.6 Discussion The numerical analysis showed that estimation precision of O-D travel time and flow were improved in many cases as more number of detectors were used. In addition, the use of more detectors helped to make a NKF stable because various data on extensive traffic conditions were trained by ANN models. However, the use of more detectors resulted in larger estimation errors at the following two cases: • For two O-D pairs No. 1 and 2 in Figure 6.8, Case 2 yielded larger errors of O-D travel time estimates than Case 1 under “Light” condition. • Case 3 in O-D flow estimations under Heavy condition gave larger errors than Case 2 for O-D pairs No. 1 and 2, as depicted in Figure 6.13. In “Light” condition, congested traffic flows generated near the detector ⑥ were not propagated very fast because traffic volumes on the freeway were not heavy. The detector ⑤ was quickly able to detect the congested flows since it was located near the lane closure. However, it took some times for the congested flows to propagate up to detectors such as ④ or ③, which have influence on the O-D travel times for O-D pairs No. 1 and 2. This caused the O-D travel times for O-D pair No. 1 and 2 almost stable during whole simulation time. In Case 2, only the detector ⑤ measured congested flows out of four mainline detectors ①,②, ④ and ⑤. In this case, the NKF gets unstable because of insufficient training for learning traffic conditions under congested flow states. Since the change of traffic conditions near the detector ⑤ was very significant, the detector outputs of ⑤ may not be suitable to explain the stable O-D travel times for the O-D pair No. 1 and 2. This caused the errors in Case 2 larger than that in Case 1 for O-D pairs No. 1 and 2. In Case 3, ANN models of a NKF was able to learn various changes of traffic states, the NKF got stable comparing to Case 2. This is the reason why the O-D travel time estimates for O-D pair No. 1 and 2 were improved than those in Case 2. The larger errors of O-D flow estimations in Case 3 under “Heavy” condition (Figure 6.13), were mainly caused by over-estimations for O-D pairs No. 1 and 2 and an under-estimation for pair No. 3 at the end of simulation time. After a lane was cleared at the lane closure point, the traffic states near the detectors ⑤ or ⑥ were changed from severe congested flow to free flow states at a high speed. The changes were detected at the end of simulation time in Case 3. Since the changes were quite significant, and both detectors were closely located in 800 meters, the changes of traffic conditions measured by ⑤ and ⑥ have significantly influenced on the O-D flow estimations by Case 3. As mentioned in Chapter 3, a NKF sometimes gives fluctuated estimates. Two similar detector outputs by the detectors ⑤ and ⑥ made the NKF more sensitive in the O-D flow estimations. This discussion shows that added detectorization did not always give better estimates of O-D travel time and flow, and that the estimation precision may depend on various factors such as detectorization points, detector position and traffic conditions. The above two exceptions are only the anomaly of the particular freeway network. Since there is no optimal number of detector points for the O-D travel time and flow estimations, the number and position of measurement points should be carefully chosen by trial and error basis. 137



6.7 Summary Another numerical analysis examined the effect of the number of measurement points on estimations of O-D travel time and flow. This analysis assumed a 50 kilometers freeway corridor and employed a NKF model for estimating dynamic O-D travel time and flow for three O-D pairs. The estimations were carried out under two different traffic states, and the RMS errors were compared among three cases with different sets of measurement points. The numerical analysis showed that the use of more traffic detectors contributed in improving estimation precision of dynamic O-D travel time and flow at any traffic conditions. However, there is no optimal number of detector points because the estimation precision depends on detector position, traffic states and so on. Another study may be addressed to investigate the relationship between the estimation precision and detector position and/or dynamic traffic states.
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CHAPTER VII



CONCLUSION AND RECOMMENDATIONS



7.1 Conclusion This study focused on the development of a new model for estimating dynamic O-D travel time and flow on a long freeway based on a Kalman filter model. The new model was formulated to overcome three problems existing in the previous researches. Firstly, when applying a Kalman filter to a long freeway, interactions among O-D travel time, flow and measurement variables were quite complicated. Artificial neural network (ANN) models were integrated with a Kalman filter to describe the complicated interactions and enable non-linear formulations of the state and measurement equations. The Kalman filter in which state and measurement equations are defined by ANN models is referred to as a Neural Kalman filter (NKF). Secondly, there was a significant time lag until actual O-D travel times measured at off-ramps was reflected in dynamic estimates of drivers’ expected O-D travel time at onramps. The time lag created large errors especially in O-D travel time estimations. A macroscopic traffic flow model was introduced to predict traffic conditions on a long freeway in advance to avoid the significant time lag. Thirdly, few models were capable of estimating both O-D travel time and flow simultaneously although they were strongly correlated with each other. The new model was developed for estimating both O-D travel time and flow simultaneously in one process to fully take into account their interaction. Finally, a conventional Kalman filter considered the state variables for only one previous time step although they were significantly influenced by those for several previous time steps on a long freeway. The Kalman filter was generalized to sufficiently consider the state variables for as many influential previous steps as possible. This study succeeded in developing the NKF model for simultaneous estimations of O-D travel time and flow with an advance prediction of traffic states on freeways. The proposed model was evaluated through a numerical analysis in order to investigate the effect of the ANN models and the advance prediction of traffic states. The evaluation was carried out for free flow states and congested flow states in comparison with a regression Kalman filter (RKF) where state and measurement variables are defined by linear regression models. It was concluded that: • The NKF is capable of estimating non-linearity of dynamic O-D travel time and flow under free flow states and congested flow states. • The advance prediction of traffic states by a macroscopic model contributes in improving their estimation precision for any case. • The NKF reduces the root mean square (RMS) errors at most 16.7 percent in O-D travel time estimations, and 82.3 percent in estimating O-D flow. 139



• The advance prediction of traffic states helps to reduce 65.0 and 60.0 percent of the RMS errors of O-D travel time and flow estimations. The NKF sometimes yields sensitive estimations. Under free flow states, large errors are found at the beginning of a simulation due to the initial errors in the state variables and noise covariance matrices. However, the errors do not cause any fatal errors in the estimations because they are cleared quickly during the simulation. The errors in O-D travel time estimations by the NKF are sometimes larger than those from the RKF under congested flow states especially when traffic conditions drastically change. The sensitive estimates reduce when traffic conditions on the freeways are predicted in advance. To investigate the effect of simultaneous estimations of O-D travel time and flow, they are separately and simultaneously estimated for the congested flow states by using the NKF. The RMS errors were compared between both estimations for three O-D pairs. Through a numerical analysis, the following findings were obtained: • In O-D travel time estimations, the RMS errors by the separate method improve at 31.3, 32.0 and 15.5 percent for all three O-D pairs by estimating them together with O-D flow. • The simultaneous method reduces the RMS errors of O-D flow estimations at 22.9, 30.1 and 50.5 percent for the O-D pairs. Another numerical analysis examined the effect of the number of measurement points on estimations of O-D travel time and flow. This analysis assumed a 50-kilometer freeway corridor and employed a NKF model for estimating dynamic O-D travel time and flow for three O-D pairs. The estimations were carried out under two different traffic states, and the RMS errors were compared among three cases with different sets of measurement points. The numerical analysis showed that the use of more traffic detectors contributed to improving estimation precision of dynamic O-D travel time and flow at any traffic conditions.



7.2 Recommendations



7.2.1 Recommendation for Neural-Kalman filter The numerical analyses indicated the potential of the NKF in estimating dynamic O-D travel time and flow. The NKF especially showed its capabilities in describing non-linearity of dynamic O-D flows. However, the results found here should not be over-estimated. This study mainly focused on the development of the new model for estimating dynamic O-D travel time and flow on a long freeway. The numerical analyses demonstrated in this study may not be sufficient to fully investigate the new model. Also, the NKF tends to estimate dynamic O-D travel time and flow with some sensitive fluctuations especially when traffic conditions drastically change. They sometimes made the RMS errors by the NKF higher than those from the RKF. Sensitivity of the NKF are mainly caused by: • Parameter tuning problems of an ANN model. 140



• Insufficient traffic data for training ANN models, which cover extensive traffic situations It was found that three parameters of the ANN model, θ j , θ k and u 0 . were quite sensitive to the estimates of O-D travel time and flow. They should be carefully adjusted on a trial and error basis through many experiments of the calibration process. If traffic conditions on freeways were not predicted in advance, even the NKF models brought sensitive fluctuations as shown in a numerical analysis in Chapter V. However, the advance predictions helped to reduce the sensitive estimates for any case. This implies that ANN models require training data sets to cover extensive traffic situations to yield more accurate estimates of dynamic O-D travel time and flow. The number of time steps m in Eqs. 3.28 and 3.29 is also an important parameter, which denotes how many time steps the state variables should be considered in a Kalman filter model. The numerical analyses used the fix values for m such as three or five. However, the parameter should be also carefully adjusted depending on the travel times and traffic conditions on long freeways. It should be numerically investigated how many previous time steps are influential for the current state variables. As mentioned above, ANN models require large field data sets to identify the satisfactory connection weights. However, it is extremely difficult to collect such numerous data from real world. The traffic data used in this study are coming from virtual assumptions and a simulation software package for both free flow and congested situations. Also, the freeway network is still small from actual implementation. More field data sets, which cover various traffic situations, should be used to fully train the ANN models. Further research should be directed to investigate the capability of the NKF for real congested situations on large road networks.



7.2.2 Another approach for O-D travel time and flow estimations (a) Use of probe vehicles or AVI (Automatic Vehicle Identification) camera Probe vehicles and AVI cameras are useful techniques to directly measure the O-D travel time and flow. In these techniques, however, the variables are measured at the "end" of the trips. What the drivers want to know is the expected O-D travel time and flow at the "beginning" of their trips. Even if the probe vehicles or AVI cameras measure those variables, they are already "old" information for the drivers, which depart their origins because traffic conditions dynamically change in real-time. This difference between the "measured" and "expected" O-D travel time / flow is significant when the freeway is long. The actual O-D travel time and flow measured by probe vehicles or AVI cameras can be used as the data to update some parameters of NKF in real-time. As introduced in Chapter II, the ADVANCE project developed by Dillenburg et al. (1995) uses up to 3,000 probe vehicles for the direct measurement of actual O-D travel times. The actual measurement data may be quite efficient for more accurate O-D travel time estimations.
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(b) Application of dynamic traffic states estimation models DYNASMART-X (The University of Texas at Austin, 2000) and PARAMICS (Quadstone Limited, 2000) introduced in the literature survey, have the system to predict the traffic conditions some time steps ahead, and then estimate O-D travel times. This system is preferable to estimate and update the O-D travel times because the travel time estimates are based on accurate prediction of traffic states. Nakatsuji et al. (1995; 1997) have used Kalman filter and NKF techniques for estimating dynamic traffic states on freeways. Since state and measurement equations are clearly defined in analytical equations by macroscopic model (Papageorgiou et al., 1989), traffic states such as link density and space mean speed can be estimated with more accuracy. As shown in Figure 2.3, O-D travel time is computed by summing up link travel times along the O-D pairs. Link travel time is solely the function of link length and space mean speed. Therefore, the application of the traffic states estimation technique will lead to another method of estimating O-D travel time and flow. Since this method allows Kalman filter or NKF to be formulated by explicit and analytical state / measurement equations, better estimates of O-D travel time and flow may be expected. Some interview surveys (e.g. Kyattak et al.; 1996 and Ben-Akiva et al., 1991) have revealed that drivers need frequently updated travel time information for their route choice behavior. The Kalman filter technique fully meets this requirement, and has the ability of estimating and updating the travel time in real-time. Further studies should be addressed to develop more sophisticated Kalman filter models for estimating O-D travel time and flow with more accuracy.
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Figure A.1: Link traffic volume at HP (Tuesday, 22/December/1998)
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Figure A.2: Spot speed at HP (Tuesday, 22/December/1998)
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Figure A.3: Link traffic volume at EP (Tuesday, 22/December/1998)
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Figure A.4: Spot speed at EP (Tuesday, 22/December/1998)
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Figure A.5: Link traffic volume at SSP (Tuesday, 22/December/1998)
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Figure A.6: Spot speed at SSP (Tuesday, 22/December/1998)
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Figure A.7: Link traffic volume at HP (Wednesday, 23/December/1998)
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Figure A.8: Spot speed at HP (Wednesday, 23/December/1998)
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Figure A.9: Link traffic volume at EP (Wednesday, 23/December/1998)
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Figure A.10: Spot speed at EP (Wednesday, 23/December/1998)
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Figure A.11: Link traffic volume at SSP (Wednesday, 23/December/1998)
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Figure A.12: Spot speed at SSP (Wednesday, 23/December/1998)
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