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Chapter 6 Multivector Calculus In order to develop multivector Lagrangian and Hamiltonian methods we need to be able to take the derivative of a multivector function with respect to another multivector. One example of this are Lagrangians that are function of spinors (which are even multivectors) as in quantum ﬁeld theory. This chapter contains a brief description of the mechanics of multivector derivataives.



6.1



New Multivector Operations



� � Deﬁne the index i{r} = (i1 , i2 , . . . , ir ) where r ≤ n the dimension of the vector space and P i{r} is the union of 0 and the set of ordered tuples i{r} = (i1 , i2 , . . . , ir ) deﬁned by � � � � {0 if r = 0} ∪ . P i{r} ≡ {(i1 , i2 , . . . , ir ) such that i1 < i2 < · · · < ir and 1 ≤ ij ≤ n for 1 ≤ j ≤ r} (6.1) � � Essentially P i{r} is an index set that enumerates the r-grade bases of the geometric algebra of an n-dimensional vector space where 0 ≤ r ≤ n. Then deﬁne the basis blades where ei{0} = e0 = 1 and where e



i{0}



0



ei{r} ≡ ei1 ∧ ei2 ∧ . . . ∧ eir



(6.2)



ei{r} ≡ eir ∧ eir−1 ∧ . . . ∧ ei1



(6.3)



= e = 1 and the ei ’s form a basis for the multivector space. With these deﬁnitions i



. ei{r} · ej{r} = δj{r} {r} 101



(6.4)
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The multivector X can now be written as X=



n � r=0



�



X i{r} ∈P (i{r} )



i{r}



ei{r} =



n � r=0



�



Xi{r} ei{r} . i{r} ∈P (i{r} )



(6.5)



We now generalize the Einstein summation convention so we can write X = X i{r} ei{r} . Now it is clear that X is a 2n dimensional vector with components X i{r} . For example for n = 3 X = �X�0 + �X�1 + �X�2 + �X�3 = X 0 + X 1 e1 + X 2 e2 + X 3 e3 + X 12 e1 ∧ e2 + X 13 e1 ∧ e3 + X 23 e2 ∧ e3 + X 123 e1 ∧ e2 ∧ e3 .



(6.6) (6.7)



From the properties of the dot product of blades developed in section 5.6.1 we have for r > 1 ei{r} · ej{r} = (ei1 ∧ . . . ∧ eir ) · (ej1 ∧ . . . ∧ ejr ) = δi{r} j{r} e2i{r}



(6.8) (6.9)



Now deﬁne the scalar product of two multivectors A and B by A ∗ B ≡ �AB� .



(6.10)



Then �A�r ∗ �B�s = 0 if r �= s �A�r ∗ �B�r = �A�r · �B�r = �B�r ∗ �A�r if r �= 0 �A�0 ∗ �B�0 = �A�0 �B�0 = �A� �B� n n n � � � A∗B = �A�r ∗ B = �A�r ∗ �B�r = �A� �B� + �A�r · �B�r r=0



r=0



(6.11) (6.12) (6.13) (6.14)



r=1



by grade counting arguments and the orthogonality properties of basis blades of grade greater that 1. Note that since �A�r is a sum of blades each deﬁning a diﬀerent subspace we have by equation 5.145 that the blades that compose �A�r are orthogonal to one another under the ∗ and · operations. Also A ∗ B = �AB� = �BA� = B ∗ A A ∗ (αB + βC) = αA ∗ B + βA ∗ C A ∗ B = A† ∗ B † .



(6.15) (6.16) (6.17)
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We also have



i



ei{r} · ej{r} = ei{r} ∗ ej{r} = δj{r} for r > 0. {r}



(6.18)



We now use the scalar product to deﬁne the scalar magnitude |A| of a multivector A by |A|2 ≡ A† ∗ A =



n � r=0



|�A�r |2



(6.19)



Now deﬁne a super metric tensor for the entire geometric algebra vector space by   1 for r = 0     for r = 1 g i j {1} {1} Gi{r} j{s} ≡ ei{r} ∗ ej{s} = δr,s � �2    δ for r > 1  i{r} j{r} ei{r}



and



Gi{r} j{s} ≡ ei{r} ∗ ej{s}



  



1 for r = 0 i{1} j{1} r,s g for r = 1 =δ � �−2   δ i{r} j{r} ei for r > 1 {r}



    



(6.20)



(6.21)



The super metric tensors have only diagonal entries except for Gi{1} j{1} and Gi{1} j{1} . Due to the block nature of the G tensors (Gi{r} j{s} = Gi{r} j{s} = 0 for r �= s) we can write � � � � (6.22) ej{r} = ei{r} ei{r} ∗ ej{r} = ei{r} ej{r} ∗ ei{r} � � � � ej{r} = ei{r} ei{r} ∗ ej{r} = ei{r} ej{r} ∗ ei{r} . (6.23) An additional relation that we need to prove is (no summation in this case) ei{r} ei{r} = ei{r} · ei{r} = 1.



(6.24)



ei{1} ei{1} = ei1 ei1 = ei1 · ei1 + ei1 ∧ ei1 � = 1 + g j1 i 1 e j1 ∧ e i1 = 1 + g j1 i1 (ej1 ∧ ei1 + ei1 ∧ ej1 ) = 1.



(6.25)



First consider the case for r = 1



j1 


i{r}



are blades that deﬁne the same r-dimesional Now consider the case r > 1. Since ei{r} and e subspaces they can be written as the geometric product of the same r orthogonal vectors o1 , . . . , or to within a scale factor so that � � ei{r} ei{r} = eir ∧ . . . ∧ ei1 (ei1 ∧ . . . ∧ eir ) = αβ (or . . . o1 ) (o1 . . . or ) = αβo21 . . . o2r = ei{r} · ei{r} = 1 � � since by equation 6.26 ei{r} ei{r} = ei{r} ei{r} is a scalar.



(6.26)
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Derivatives With Respect to Multivectors



We start by discussing exactly what we mean we say F (X) is a funtion of a multivector X. First the domain and range of F (X) are both multivectors in a 2n -dimensional vector space formed from the multivector space of the n-dimensional base vector space. Another way of stating this is that the geometric algebra of the base vector space is generated by the n-grade pseudoscalar, In , of the base vector space . The domain of F is the multivector space of the geometric algebra deﬁned by the normalized pseudoscalar In where In2 = ±1. Thus we can consider X to be an element of the 2n dimensional vector space deﬁned by In . The partial dervatives of F (X) are then ∂F the multivectors and there are 2n of them. The deﬁnition of the multivector directional ∂X i{r} derivative ∂X is F (X + hA) − F (X) (A ∗ ∂X ) F ≡ lim . (6.27) h→0 h Thus ∂F − F (X) ∂X i{r} h



F (X) + hAi{r} (A ∗ ∂X ) F = lim



h→0



= Ai{r}



∂F ∂X i{r}



= Ai{r} ei{r} ∗ ej{r} = A ∗ ej{r}



(6.28) (6.29)



∂F ∂X j{r}



∂F ∂X j{r}



(6.30) (6.31)



so that in terms of components



∂ . (6.32) ∂X j{r} Note that we have put parenthesis around (A ∗ ∂X ) to remind ourselves (Doran and Lasenby do not do this) that A ∗ ∂X is a scalar operater in exactly the same way that a · ∇, a · ∂, and a · D are scalar operators. While not explicitly stated in D&L or Hestenes, ∗ must have the same precendence as · and higher than any of the other product of geometric algebra. The multivector derivative ∂X is calculated by letting A take on the values of the bases for the geometric algebra. ∂X = ej{r}



Another notation used for the multivector derivative is F X (A) = F (A) ≡ (A ∗ ∂X ) F (X) .



(6.33)



The form F (A) would be used if it is implicitely understood that the multivector derivative is to be taken with respect to X.
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We can now deﬁne the adjoint of F (A) by



F (B) ≡ ∂A �F (A) B�



(6.34)



This make sense when we consider



�



� AF (B) = �A∂C �F (C) B��



= �A∂C � �F (C) B� = (A ∗ ∂C ) �F (C) B� �F (C + hA) B − F (C) B� = lim h→0 h = �F (A) B�



A ∗ F (B) = F (A) ∗ B.



(6.35)



When A and B are vectors a and b and F (a) is a vector-valued linear function of a we have



a ∗ F (b) = F (a) ∗ b a · F (b) = F (a) · b



(6.36)



which recovers the original deﬁnition of the adjoint. Note: Consider equation 6.35 for the case that A and B are pure grade, but not the same grade. For example let B be a bivector, F (B) a vector, and A a vector. Then A ∗ F (B) = A · F (B) is a scalar, but then F (A) must be a bivector for F (A) ∗ B to be non-zero. In general if A and F (B) are pure grade they must be the same grade then F (A) is the same pure grade as B and we can write A · F (B) = B · F (A).
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Product rule F (X + hA) G (X + hA) − F (X) G (X) h→0 h �� � � ∂F i{r} j{r} ∂G F (X) + hA G (X) + hA − F (X) G (X) ∂X i{r} ∂X j{r} = lim h→0 h ∂G ∂F j{r} = Ai{r} F i{r} G + A {r} ∂X ∂X j� � ∂G ∂F = Ai{r} i{r} G + F ∂X ∂X i{r} � � ∂˙ i{r} j{r} ˙ ˙ FG + FG = A ei{r} ∗ e ∂X j{r}� �� � (6.37) = A ∗ ∂˙X F˙ G + F G˙



(A ∗ ∂X ) (F G) = lim



so that the product rule is Chain rule -



� � ˙ ˙ ˙ ∂X (F G) = ∂X F G + F G .



F (G (X + hA)) − F (G (X)) h � � i{r} ∂G − F (G (X)) F G (X) + hA ∂X i{r} = lim h→0 h ∂Gj{r} ∂F F (G (X)) + hAi{r} − F (G (X)) ∂X i{r} ∂Gj{r} = lim h→0 h j{r} ∂G ∂F = Ai{r} i{r} ∂X ∂Gj{r} j{r} ∂G k{r} ∂F = Ai{r} i{r} ej{r} ∗ e ∂Gk{r} � � ∂X ∂G ∗ ∂G F = Ai{r} ∂X i{r} = ((A ∗ ∂X ) G) ∗ ∂G F



(6.38)



(A ∗ ∂X ) F (G (X)) = lim



h→0



(6.39)



If g (X) is a scalar function of a multivector X and f (g) is a scalar function of a scalar then � � df df ˙ = A ∗ ∂X g˙ (6.40) ((A ∗ ∂X ) g) dg dg
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and



df . dg One other general relationship of use is the evaluation of ∂A ((A ∗ ∂X ) F )



(6.41)



∂X f (g (X)) = (∂X g)



(((A + hB) ∗ ∂X ) F ) − (A ∗ ∂X ) F . h→0 h = (B ∗ ∂X ) F



(B ∗ ∂A ) ((A ∗ ∂X ) F ) = lim



(6.42)



so that ∂A ((A ∗ ∂X ) F ) = ∂X F.



(6.43)



For simple derivatives we have the following 1. ∂X (A ∗ X):



�A (X + hB) − AX� h = �AB� = B ∗ A ∂X (A ∗ X) =A



(B ∗ ∂X ) (A ∗ X) = lim



h→0



� � 2. ∂X X ∗ X † :



�



� � (A ∗ ∂X ) X ∗ X † = lim h � �h→0 † † = XA + AX = X ∗ A† + A ∗ X † �



3. ∂X (X ∗ X):



(X + hA) (X + hA)† − XX †



†



�



=2A ∗ X †



∂X X ∗ X =2X � � ∂X † X ∗ X † =2X



†



�(X + hA) (X + hA) − XX� h→0 h = �XA + AX� = X ∗ A + A ∗ X =2A ∗ X ∂X (X ∗ X) =2X � � ∂X † X † ∗ X † =2X †



(6.44)



� (6.45) (6.46) (6.47)



(A ∗ ∂X ) (X ∗ X) = lim



(6.48) (6.49)
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� � 4. ∂X X † ∗ X † :



�



(X + hA)† (X + hA)† − X † X †



�



� � (A ∗ ∂X ) X † ∗ X † = lim h � �h→0† † † † = X A + A X = X † ∗ A† + A† ∗ X † �



†



∂X X ∗ X



†



�



=2A ∗ X



=2X



(6.50)



∂X † (X ∗ X) =2X †



�



5. ∂X |X|



k



�



(6.51)



: �



∂X |X|



k



�



= ∂X



�



�



2� 2



k



|X|



�



k � 2 � k2 −1 † X |X| 2 = k |X|k−2 X †



=2



(6.52)



by the chain rule.



6.3



Calculus for Linear Functions



Let f (a) be a linear function mapping the vector space onto itself and the ei the basis for the vector space then � � f (a) = f aj ej = f (ej ) aj



= ei (ei · f (ej )) aj



(6.53)



The coeﬃcient matrix for a linear function f (a) with respect to basis ei is deﬁned as fij ≡ ei · f (ej )



(6.54)



f (a) = ei fij aj



(6.55)



and
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Now consider the derivatives of the scalar f (b) · c with respect to the fij � � ∂fij f (b) · c = ∂fij flk bk cl



= δil δjk bk cl = bj ci .



(6.56)



Multiplying equation 6.56 by (a · ej ) ei gives (a · ej ) ei ∂fij f (b) · c = (a · ej ) ei bj ci = (a · ej ) cbj



= aj bj c = aj ej · ek bk c = (a · b) c



(6.57)



Since both f (b) · c and (a · b) c do not depend upon the selection of the basis ei , then (a · ej ) ei ∂fij also cannot depend upon the selection of the basis and we can deﬁne ∂f (a) ≡ (a · ej ) ei ∂fij



(6.58)



∂f (a) (f (b) · c) = (a · b) c.



(6.59)



so that From equation 6.58 we see that ∂f (a) is a vector operator and it obeys the product rule. Now consider ∂f (a) �f (b ∧ c) B� where B = b1 ∧ b2 is a bivector. Then ∂f (a) �f (b ∧ c) B� = ∂f (a) ((f (b) ∧ f (c)) · (b1 ∧ b2 )) � � � �� � ˙ ˙ ˙ = ∂f˙ (a) f (b) ∧ f (c) · (b1 ∧ b2 ) + f (b) ∧ f (c) · (b1 ∧ b2 ) �� � � � � = ∂˙f˙ (a) f˙ (b) ∧ f (c) · (b1 ∧ b2 ) − f˙ (c) ∧ f (b) · (b1 ∧ b2 ) ,



(6.60)



but by equation B.10 (Appendix B) (f (b) ∧ f (c)) · (b1 ∧ b2 ) = (f (b) · b2 ) (f (c) · b1 ) − (f (b) · b1 ) (f (c) · b2 )



(6.61)



so that (also using equation B.2) ∂˙f (a)



��



� �� � � � � � f˙ (b) ∧ f (c) · (b1 ∧ b2 ) = ∂˙f (a) f˙ (b) · b2 (f (c) · b1 ) − f˙ (b) · b1 (f (c) · b2 ) = (a · b) ((f (c) · b1 ) b2 − (f (c) · b2 ) b1 ) = (a · b) f (c) · (b1 ∧ b2 ) = (a · b) (f (c) · B) .



(6.62)
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Thus equation 6.60 becomes ∂f (a) �f (b ∧ c) B� = (a · b) (f (c) · B) − (a · c) (f (b) · B) = ((a · b) f (c) − (a · c) f (b)) · B = f ((a · b) c − (a · c) b) · B = f (a · (b ∧ c)) · B.



(6.63)



In general if A2 and B2 are grade 2 multivectors then by linearity ∂f (a) �f (A2 ) B2 � = f (a · A2 ) · B2 .



(6.64)



The general case can be proved using grade analysis. First consider the following (where the subscript indicates the grade of the multivector and C is a general multivector) �Ap C� = �Ap (C0 + · · · + Cn )�



(6.65)



then the lowest grade of the general product term Ap Cq is |p − q| which is only zero (a scalar) if p = q. Thus �Ap C� = �Ap Cp � = Ap · Cp (6.66) Thus we may write by applying equation 6.52 (C is the multivector (f (a2 ) . . . f (ar )) Br ) �(f (a1 ) ∧ . . . ∧ f (ar )) Br � = �(f (a1 ) . . . f (ar )) Br � = f (a1 ) · �f (a2 ) . . . f (ar ) Br �1 so that ∂˙f (a)



��



(6.67)



� � � � f˙ (a1 ) ∧ . . . ∧ f (ar ) Br = ∂˙f (a) f˙ (a1 ) · �f (a2 ) . . . f (ar ) Br �1 = (a · a1 ) �f (a2 ) . . . f (ar ) Br �1 = �(a · a1 ) (f (a2 ) . . . f (ar )) Br �1 = �(f ((a · a1 ) a2 ) . . . f (ar )) Br �1 = �(f ((a · a1 ) a2 ) ∧ . . . ∧ f (ar )) Br �1 = �f ((a · a1 ) a2 ∧ . . . ∧ ar ) Br �1 .



(6.68)



Thus (using equation A.5 in Appendix A) ∂f (a) �(f (a1 ) ∧ . . . ∧ f (ar )) Br � = =



r �



(−1)r+1 �f ((a · ai ) a1 ∧ . . . ∧ a ˘ i ∧ . . . ∧ ar ) B r � 1



i=1 � ��



f



r � i=1



(−1)r+1 a · ai



�



a1 ∧ . . . ∧ a ˘ i ∧ . . . ∧ ar



= �f (a · (a1 ∧ . . . ∧ ar )) Br �1 .



�



Br



�



1



(6.69)
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Using linearity the general case is ∂f (a) �f (A) B� =



� r



�f (a · �A�r ) �B�r �1 .



For a ﬁxed r-grade multivector Ar we can write � � � � i{r} ∂X f (Ar ) X˙ r ∂˙Xr = f (Ar ) ej{r} j{r} ei{r} ∂X � � = f (Ar ) ei{r} ei{r} � � = f (Ar ) · ei{r} ei{r} = f (Ar ) .



(6.70)



(6.71)



Applying equation 6.70 to equation 6.71 gives (let f (a · Ar ) = Bi1 ...ir−1 eir−1 ∧ . . . ∧ ei1 be a coordinant expansion for f (a · Ar )) � � ∂f (a) f (Ar ) = ∂f (a) f (Ar ) X˙ r ∂˙Xr � � ˙ = f (a · Ar ) · Xr ∂˙Xr � � = Bi1 ...ir−1 eir−1 ∧ . . . ∧ ei1 · (ej1 ∧ . . . ∧ ejr ) ejr ∧ . . . ∧ ej1 . (6.72)



From what we know about subspaces the coeﬃcients of Bi1 ...ir−1 are zero unless the ej1 ∧ . . . ∧ ejr contain the same vectors (possibly in a diﬀerent order) as the eir−1 ∧ . . . ∧ ei1 plus one additional basis vector, ej . Thus (let E r−1 = eir−1 ∧ . . . ∧ ei1 and Er−1 = eir−1 ∧ . . . ∧ ei1 ) � � � �� � ir−1 e ∧ . . . ∧ ei1 · (ej1 ∧ . . . ∧ ejr ) ejr ∧ . . . ∧ ej1 = E r−1 · (Er−1 ∧ ej ) ej ∧ E r−1 . (6.73)



The l.h.s of equation 6.73 can also be put in the form of the r.h.s. since even if the order of the ejk ’s are scrambled they can alway be put into the same order as the eik ’s via transposition. If the order of the ejk ’s are made to be the reverse of the ejk ’s any minus signs generated will cancell out. Also the Er−1 and the E r−1 can be exchanged since they are scalar multiples of one another. The total number of possible ej ’s is n − r + 1 where n is the dimension of the vector space. Now reduce the scalar coeﬃcient of the blade in equation 6.73 � r−1 � � � E · (Er−1 ∧ ej ) = E r−1 (Er−1 ∧ ej ) 1 � � = E r−1 (Er−1 ej − Er−1 · ej ) 1 � �� � = ej − Er−1 E r−1 · ej 1 = ej .



(6.74)
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Now reduce � � � � � � ej ej ∧ E r−1 = ej · ej ∧ E r−1 + ej ∧ ej ∧ E r−1 � � = ej · ej ∧ E r−1



r−1 � � � � � = ej · ej E r−1 + (−1)l ej · eil eir−1 ∧ . . . ∧ e˘il ∧ . . . ∧ ei1 l=1



=E



r−1



.



(6.75)



Thus ∂f (a) f (Ar ) = (n − r + 1) f (a · Ar ) .



(6.76)



∂f (a) = ∂f (a) det (f ) I = f (a · I) ,



(6.77)



Now let Ar = I then but by equation 1.94 we have � � det (f ) f −1 (a) = I ¯f I −1 a = I −1¯f (Ia) det (f ) If −1 (a) = ¯f (Ia) � � �† � det (f ) f −1 (a) I † = ¯f (Ia)† � � det (f ) f −1 (a) I † = ¯f aI † det (f ) f −1 (a) I = ¯f (aI) = ¯f (a · I) −1 det (f ) ¯f (a) I = f (a · I)



(6.78)



or ∂f (a) det (f ) = det (f ) ¯f −1 (a) .



(6.79)



Equation 6.69 can also be used to calculate the functional derivative of the adjoint. The result for r > 1 is � � � � ∂f (a)¯f (Ar ) = ∂f (a) f X˙ r Ar ∂˙Xr � � = f a · X˙ r · Ar ∂Xr . (6.80) Equation 6.80 cannot be used when r = 1 since f (a · X1 ) is not deﬁned. Let Ar = b then using
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components we have ∂f (a)¯f (b) = aj ei ∂fij ek f¯kl bl = aj ei ∂fij ek flk bl = aj ei δli δkj ek bl = aj ei ej bi = ba.



(6.81)
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Chapter 7 Multilinear Functions (Tensors) A multivector multilinear function1 is a multivector function T (A1 , . . . , Ar ) that is linear in each of its arguments2 The tensor could be non-linearly dependent on a set of additional arguments such as the position coordinates xi in the case of a tensor ﬁeld deﬁned on a manifold. If x denotes the coordinate tuple for a manifold we denote the dependence of T on x by T (A1 , . . . , Ar ; x). T is a tensor of degree r if each variable Aj ∈ Vn (Vn is an n-dimensional vector space). More generally if each Aj ∈ G (Vn ) (the geometric algebra of Vn ), we call T an extensor of degree-r on G (Vn ). If the values of T (a1 , . . . , ar ) (aj ∈ Vn ∀ 1 ≤ j ≤ r) are s-vectors (pure grade s multivectors in G (Vn )) we say that T has grade s and rank r + s. A tensor of grade zero is called a multilinear form. In the normal deﬁnition of tensors as multilinear functions the tensor is deﬁned as a multilinear mapping r



T :



×V



n



i=1



→ �,



so that the standard tensor deﬁnition is an example of a grade zero degree/rank r tensor in our deﬁnition. 1



We are following the treatment of Tensors in section 3–10 of [4]. We assume that the arguments are elements of a vector space or more generally a geometric algebra so that the concept of linearity is meaningful. 2
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Algebraic Operations



The properties of tensors are (α ∈ �, aj , b ∈ Vn , T and S are tensors of rank r, and ◦ is any multivector multiplicative operation) T (a1 , . . . , αaj , . . . , ar ) =αT (a1 , . . . , aj , . . . , ar ) , T (a1 , . . . , aj + b, . . . , ar ) =T (a1 , . . . , aj , . . . , ar ) + T (a1 , . . . , aj−1 , b, aj+1 , . . . , ar ) , (T ± S) (a1 , . . . , ar ) ≡T (a1 , . . . , ar ) ± S (a1 , . . . , ar ) .



(7.1) (7.2) (7.3)



Now let T be of rank r and S of rank s then the product of the two tensors is (T ◦ S) (a1 , . . . , ar+s ) ≡ T (a1 , . . . , ar ) ◦ S (ar+1 , . . . , ar+s ) ,



(7.4)



where “◦” is any multivector multiplicative operation.



7.2



Covariant, Contravariant, and Mixed Representations



The arguments (vectors) of the multilinear fuction can be represented in terms of the basis vectors or the reciprocal basis vectors3 aj =aij eij ,



(7.5)



=aij eij .



(7.6)



Equation (7.5) gives aj in terms of the basis vectors and eq (7.6) in terms of the reciprocal basis vectors. The index j refers to the argument slot and the indices ij the components of the vector in terms of the basis. The Einstein summation convention is used throughout. The covariant representation of the tensor is deﬁned by Ti1 ...ir ≡T (ei1 , . . . , eir ) � � T (a1 , . . . , ar ) =T ai1 ei1 , . . . , air eir



(7.7)



=T (ei1 , . . . , eir ) ai1 . . . air =Ti1 ...ir ai1 . . . air .



3



(7.8)



When the aj vectors are expanded in terms of a basis we need a notatation that lets one determine which vector argument, j, the scalar components are associated with. Thus when we expand the vector in terms of the basis we write aj = aij eij with the Einstein summation convention applied over the ij indices. In the expansion the j in the aij determines which argument in the tensor function the aij coeﬃcients are associated with. Thus it is always the subscript of the component super or subscript that determines the argument the coeﬃcient is associated with.
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Likewise for the contravariant representation



� � T i1 ...ir ≡T ei1 , . . . , eir � � T (a1 , . . . , ar ) =T ai1 ei1 , . . . , air eir � � =T ei1 , . . . , eir ai1 . . . air =T i1 ...ir ai1 . . . air .



(7.9)



(7.10)



One could also have a mixed representation



� � ≡T ei1 , . . . , eis , eis+1 . . . eir � � T (a1 , . . . , ar ) =T ai1 ei1 , . . . , ais eis , ais+1 eis , . . . , air eir � � =T ei1 , . . . , eis , eis+1 , . . . , eir ai1 . . . ais ais+1 . . . air Ti1 ...is



is+1 ...ir



=Ti1 ...is



is+1 ...ir i1



a . . . ais ais+1 , . . . air .



(7.11)



(7.12)



In the representation of T one could have any combination of covariant (lower) and contravariant (upper) indices. To convert a covariant index to a contravariant index simply consider



� � � � T ei1 , . . . , eij , . . . , eir =T ei1 , . . . , g ij kj ekj , . . . , eir � � =g ij kj T ei1 , . . . , ekj , . . . , eir Ti1 ...



ij ...ir



=g ij kj Ti1 ...ij ...ir .



Similarly one could raise a lower index with gij kj .



(7.13)
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Contraction



The contraction of a tensor between the j th and k th variables (slots) is4 T (ai , . . . , aj−1 , ∇ak , aj+1 , . . . , ar ) = ∇aj · (∇ak T (a1 , . . . , ar )) .



(7.14)



This operation reduces the rank of the tensor by two. This deﬁnition gives the standard results for metric contraction which is proved as follows for a rank r grade zero tensor (the circumﬂex “˘” indicates that a term is to be deleted from the product). T (a1 , . . . , ar ) =ai1 . . . air Ti1 ...ir � � ∇aj T =elj ai1 . . . ∂alj aij . . . air Ti1 ...ir i



∇am



=elj δljj ai1 . . . a ˘ij . . . air Ti1 ...ir � � � � i · ∇aj T =ekm · elj δljj ai1 . . . a ˘ij . . . ∂akm aim . . . air Ti1 ...ir



(7.15) (7.16)



i



=g km lj δljj δkimm ai1 . . . a ˘ ij . . . a ˘im . . . air Ti1 ...ir =g im ij ai1 . . . a ˘ ij . . . a ˘im . . . air Ti1 ...ij ...im ...ir



=g ij im ai1 . . . a ˘ ij . . . a ˘im . . . air Ti1 ...ij ...im ...ir � � = g ij im Ti1 ...ij ...im ...ir ai1 . . . a ˘ ij . . . a ˘im . . . air



(7.17)



Equation (7.17) is the correct formula for the metric contraction of a tensor. i



If we have a mixed representation of a tensor, Ti1 ... j...ik ...ir , and wish to contract between an upper and lower index (ij and ik ) ﬁrst lower the upper index and then use eq (7.17) to contract the result. Remember lowering the index does not change the tensor, only the representation of the tensor, while contraction results in a new tensor. First lower index Ti1 ...



ij ...ik ...ir



Lower Index



======⇒ gij kj Ti1 ...



kj ...ik ...ir



4



(7.18)



The notation of the l.h.s. of eq (7.14) is new and is deﬁned by ∇ak = elk ∂alk and (the assumption of the notation is that the ∂alk can be factored out of the argument like a simple scalar) � � T (ai , . . . , aj−1 , ∇ak , aj+1 , . . . , ar ) ≡T ai , . . . , aj−1 , elk ∂alk , aj+1 , . . . , aik eik , . . . , ar � � =T ai , . . . , aj−1 , ejk g jk lk ∂alk , aj+1 , . . . , aik eik , . . . , ar =g jk lk ∂alk aik T (ai , . . . , aj−1 , ejk , aj+1 , . . . , eik , . . . , ar )



=g jk lk δlikk T (ai , . . . , aj−1 , ejk , aj+1 , . . . , eik , . . . , ar ) =g jk ik T (ai , . . . , aj−1 , ejk , aj+1 , . . . , eik , . . . , ar ) ˘ ij . . . a ˘ ik . . . a ir . =g jk ik Ti1 ...ij−1 jk ij+1 ...ik ...ir ai1 . . . a
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Now contract between ij and ik and use the properties of the metric tensor. gij kj Ti1 ...



kj ...ik ...ir



Contract



====⇒g ij ik gij kj Ti1 ... =δkikj Ti1 ...



kj ...ik ...ir



kj ...ik ...ir



.



(7.19)



Equation (7.19) is the standard formula for contraction between upper and lower indices of a mixed tensor.



7.4



Diﬀerentiation



If T (a1 , . . . , ar ; x) is a tensor ﬁeld (a function of the position vector, x, for a vector space or the coordinate tuple, x, for a manifold) the tensor directional derivative is deﬁned as DT (a1 , . . . , ar ; x) ≡ (ar+1 · ∇) T (a1 , . . . , ar ; x) ,



(7.20)



assuming the aij coeﬃcients are not a function of the coordinates. This gives for a grade zero rank r tensor (ar+1 · ∇) T (a1 , . . . , ar ) =air+1 ∂xir+1 ai1 . . . air Ti1 ...ir , =ai1 . . . air air+1 ∂xir+1 Ti1 ...ir .



7.5



(7.21)



From Vector/Multivector to Tensor



A rank one tensor corresponds to a vector since it satisﬁes all the axioms for a vector space, but a vector in not necessarily a tensor since not all vectors are multilinear (actually in the case of vectors a linear function) functions. However, there is a simple isomorphism between vectors and rank one tensors deﬁned by the mapping v (a) : V → � such that if v, a ∈ V v (a) ≡ v · a.



(7.22)



So that if v = v i ei = vi ei the covariant and contravariant representations of v are (using ei · ej = δji ) (7.23) v (a) = vi ai = v i ai . The equivalent mapping from a pure r-grade multivector A to a rank-r tensor A (a1 , . . . , ar ) is A (a1 , . . . , ar ) = A · (a1 ∧ . . . ∧ ar ) .



(7.24)
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Note that since the sum of two tensor of diﬀerent ranks is not deﬁned we cannot represent a spinor with tensors. Additionally, even if we allowed for the summation of tensors of diﬀerent ranks we would also have to redeﬁne the tensor product to have the properties of the geometric wedge product. Likewise, multivectors can only represent completely antisymmetric tensors of rank less than or equal to the dimension of the base vector space.



7.6



Parallel Transport Deﬁnition and Example



The deﬁntion of parallel transport is that if a and b are tangent vectors in the tangent spaced of the manifold then (a · ∇x ) b = 0 (7.25) if b is parallel transported in the direction of a (inﬁnitesimal parallel transport). Since b = bi ei and the derivatives of ei are functions of the xi ’s then the bi ’s are also functions of the xi ’s so that in order for eq (7.25) to be satisﬁed we have � � (a · ∇x ) b =ai ∂xi bj ej �� � � =ai ∂xi bj ej + bj ∂xi ej �� � � =ai ∂xi bj ej + bj Γkij ek �� � � =ai ∂xi bj ej + bk Γjik ej �� � � =ai ∂xi bj + bk Γjik ej = 0.



(7.26)



Thus for b to be parallel transported (inﬁnitesimal parallel transport in any direction a) we must have (7.27) ∂xi bj = −bk Γjik . The geometric meaning of parallel transport is that for an inﬁnitesimal rotation and dilation of the basis vectors (cause by inﬁnitesimal changes in the xi ’s) the direction and magnitude of the vector b does not change to ﬁrst order. If we apply eq (7.27) along a parametric curve deﬁned by xj (s) we have dbj dxi ∂bj = ds ds ∂xi dxi j Γ , = − bk ds ik



(7.28)
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and if we deﬁne the initial conditions bj (0) ej . Then eq (7.28) is a system of ﬁrst order linear diﬀerential equations with intial conditions and the solution, bj (s) ej , is the parallel transport of the vector bj (0) ej . An equivalent formulation for the parallel transport equation is to let γ (s) be a parametric curve in the manifold deﬁned by the tuple γ (s) = (x1 (s) , . . . , xn (s)). Then the tangent to γ (s) is given by dγ dxi ≡ ei (7.29) ds ds and if v (x) is a vector ﬁeld on the manifold then � � dxi ∂ � j � dγ v ej · ∇x v = ds ds ∂xi � � dxi ∂v j j ∂ej = ej + v ds ∂xi ∂xi � � dxi ∂v j j k ej + v Γij ek = ds ∂xi dxi k j dxi ∂v j v Γik ej e + = i j ds ∂x ds � � j dxi k j dv + v Γik ej = ds ds =0. (7.30) Thus eq (7.30) is equivalent to eq (7.28) and parallel transport of a vector ﬁeld along a curve is equivalent to the directional derivative of the vector ﬁeld in the direction of the tangent to the curve being zero. As a speciﬁc example of parallel transport consider a spherical manifold with a series of concentric circular curves and paralle transport a vector along each curve. Note that the circular curves are deﬁned by � s � u (s) =u0 + a cos � 2πa s � v (s) =v0 + a sin 2πa where u and v are the manifold coordinates. The spherical manifold is deﬁned by x =cos (u) cos (v) y =cos (u) sin (v) z =sin (u) .
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Note that due to the dependence of the metric on the coordinates circles do not necessarily appear to be circular in the plots depending on the values of u0 and v0 (see ﬁg 7.2). For symmetrical circles we have ﬁg 7.1 and for asymmetrical circles we have ﬁg 7.2. Note that the appearance of the transported (black) vectors is an optical illusion due to the projection. If the sphere were rotated we would see that the transported vectors are in the tangent space of the manifold.



Figure 7.1: Parallel transport for u0 = 0 and v0 = 0. Red vectors are tangents to circular curves and black vectors are the vectors being transported.



If γ (s) = (u (s) , v (s)) deﬁnes the transport curve then du dγ dv = eu + ev ds ds ds



(7.31)
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Figure 7.2: Parallel transport for u0 = π/4 and v0 = π/4. Red vectors are tangents to circular curves and black vectors are the vectors being transported. and the transport equations are � � � � dγ du ∂f u dv ∂f u dv v ·∇ f = + − sin (u) cos (u) f eu + ds ds ∂u ds ∂v ds � � �� v v du ∂f dv ∂f cos (u) du v dv u + + f + f eu ds ∂u ds ∂v sin (u) ds ds � u � dv v df − sin (u) cos (u) f eu + = ds ds � � v �� cos (u) du v dv u df + f + f eu = 0 ds sin (u) ds ds df u dv = sin (u) cos (u) f v ds � ds � v cos (u) du v dv u df = − f + f ds sin (u) ds ds



(7.32) (7.33) (7.34)
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If the tensor component representation is contra-variant (superscripts instead of subscripts) we must use the covariant component representation of the vector arguements of the tensor, a = ai ei . Then the deﬁnition of parallel transport gives



and we need



� � (a · ∇x ) b =ai ∂xi bj ej � � =ai (∂xi bj ) ej + bj ∂xi ej ,



(7.35)



(∂xi bj ) ej + bj ∂xi ej = 0.



(7.36)



To satisfy equation (7.36) consider the following �



� � ∂xi ej · ek =0



� ∂xi ej · ek + ej · (∂xi ek ) =0 � � ∂xi ej · ek + ej · el Γlik =0 � � ∂xi ej · ek + δlj Γlik =0 � � ∂xi ej · ek + Γjik =0 � � ∂xi ej · ek = − Γjik



(7.37)



Now dot eq (7.36) into ek giving5



� � (∂xi bj ) ej · ek + bj ∂xi ej · ek =0



(∂xi bj ) δjk − bj Γjik =0 (∂xi bk ) = bj Γjik .



7.7



(7.39)



Covariant Derivative of Tensors



The covariant derivative of a tensor ﬁeld T (a1 , . . . , ar ; x) (x is the coordinate tuple of which T can be a non-linear function) in the direction ar+1 is (remember aj = akj ekj and the ekj can be functions of x) the directional derivative of T (a1 , . . . , ar ; x) where all the ai vector arguments of T are parallel transported. 5



These equations also show that



∂xi ej = −Γjik ek .



(7.38)
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Thus if we have a mixed representation of a tensor T (a1 , . . . , ar ; x) = Ti1 ...is



is+1 ...ir



(x) ai1 . . . ais ais+1 . . . air ,



(7.40)



the covariant derivative of the tensor is i



...i



∂Ti1 ...is s+1 r i1 a . . . ais ais+1 . . . air air+1 (ar+1 · D) T (a1 , . . . , ar ; x) = ∂xr+1 s � ∂aip i ...i + Ti1 ...is s+1 r ai1 . . . a ˘ip . . . ais ais+1 . . . air air+1 i r+1 ∂x p=1 +



r �



∂aip i ...i Ti1 ...is s+1 r ai1 . . . ais ais+1 . . . a ˘iq . . . air air+1 i r+1 ∂x q=s+1 i



...i



r s+1 ∂T = i1 ...isr+1 ai1 . . . ais ais+1 . . . arir air+1 ∂x s � i i ...i − Γipr+1 lp Ti1 ...ip ...is s+1 r ai1 . . . alp . . . ais ais+1 . . . air air+1



+



p=1 r �



l



Γiqr+1 iq Ti1 ...is



is+1 ...iq ...ir i1



a . . . ais ais+1 . . . alq . . . air air+1 .



(7.41)



q=s+1



From eq (7.41) we obtain the components of the covariant derivative to be i



∂Ti1 ...is s+1 ∂xr+1



...ir



−



s �



i i ...i Γipr+1 lp Ti1 ...ip ...is s+1 r



+



p=1



r �



l



Γiqr+1 iq Ti1 ...is



is+1 ...iq ...ir



.



(7.42)



q=s+1



To extend the covariant derivative to tensors with multivector values in the tangent space (geometric algebra of the tangent space) we start with the coordinate free deﬁnition of the covariant derivative of a conventional tensor using the following notation. Let T (a1 , . . . , ar ; x) be a conventional tensor then the directional covariant derivative is (b · D) T = ai1 . . . air (b · ∇) T (ei1 , . . . , eir ; x) −



r � j=1



T (a1 , . . . , (b · ∇) aj , . . . , ar ; x) .



(7.43)



The ﬁrst term on the r.h.s. of eq (7.44) is the directional derivative of T if we assume that the component coeﬃcients of each of the aj does not change if the coordinate tuple changes. The remaining terms in eq (7.44) insure that for the totality of eq (7.44) the directional derivative (b · ∇) T is the same as that when all the aj vectors are parallel transported. If in eq (7.44)
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we let b · ∇ be the directional derivative for a multivector ﬁeld we have generalized the deﬁnintion of covariant derivative to include the cases where T (a1 , . . . , ar ; x) is a multivector and not only a scalar. Basically in eq (7.44) the terms T (ei1 , . . . , eir ; x) are multivector ﬁelds and (b · ∇) T (ei1 , . . . , eir ; x) is the direction derivative of each of the multivector ﬁelds that make up the component representation of the multivector tensor. The remaining terms in eq (7.44) take into account that for parallel transport of the ai ’s the coeﬃcients aij are implicit functions of the coordinates xk . If we deﬁne the symbol ∇x to only refer to taking the geometric derivative with respect to an explicit dependence on the x coordinate tuple we can recast eq (7.44) into



(b · D) T = (b · ∇x ) T (a1 , . . . , ar ; x) −



7.8



r � j=1



T (a1 , . . . , (b · ∇) aj , . . . , ar ; x) .



(7.44)



Coeﬃcient Transformation Under Change of Variable



In the previous sections on tensors a transformation of coordinate tuples x¯ (x) = (¯ xi (x) , . . . , x¯n (x)), where x = (x1 , . . . , xn ), is not mentioned since the deﬁnition of a tensor as a multilinear function is invariant to the representation of the vectors (coordinate system). From our tensor deﬁnitions the eﬀect of a coordinate transformation on the tensor components is simply calculated. If R (x) = R (¯ x) is the deﬁning vector function for a vector manifold (R is in the embedding space of the manifold) then6



∂ x¯j ∂R = e¯j ∂xi ∂xi ∂R ∂xj e¯i = i = ej . ∂ x¯ ∂ x¯i ei =



6



For an abstract manifold the equation e¯i =



∂xj ej can be used as an deﬁning relationship. ∂x ¯i



(7.45) (7.46)



7.8. COEFFICIENT TRANSFORMATION UNDER CHANGE OF VARIABLE
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Thus we have T (ei1 , . . . , ei1 ) =Ti1 ...ir T (¯ ej1 , . . . , e¯j1 ) =T¯j1 ...jr � � j1 ∂ x¯ ∂ x¯jr e¯j , . . . , ir e¯j1 T (ei1 , . . . , ei1 ) =T ∂xi1 1 ∂x j1 jr ∂ x¯ ∂ x¯ ej1 , . . . , e¯j1 ) = i1 . . . ir T (¯ ∂x ∂x ∂ x¯j1 ∂ x¯jr Ti1 ...ir = i1 . . . ir T¯j1 ...jr . ∂x ∂x Equation (7.51) is the standard formula for the transformation of tensor components.



(7.47) (7.48) (7.49) (7.50) (7.51)
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Chapter 8 Lagrangian and Hamiltonian Methods1 8.1 8.1.1



Lagrangian Theory for Discrete Systems The Euler-Lagrange Equations



Let a system be described by multivector variables Xi , i = 1, . . . , m. The Lagrangian L is a scalar valued function of the Xi , X˙ i (here the dot refers to the time derivative), and possibly the time, t. The action for the system, S, over a time interval is given by the integral S≡



�



t2 t1



�



� ˙ dtL Xi , Xi , t .



(8.1)



The statement of the principal of least action is that the variation of the action δS = 0. The rigorous deﬁnition of δS = 0 is let Xi� (t) = Xi (t) + �Yi (t)



(8.2)



where Yi (t) is an arbitrary diﬀerentiable multivector function of time except that Yi (t1 ) = Yi (t2 ) = 0. Then � dS �� = 0. (8.3) δS ≡ d� ��=0 1



This chapter follows “A Multivector Derivative Approach to Lagrangian Field Theory,” by A. Lasenby, C. Doran, and S. Gull, Feb. 9, 1993 available at http://www.mrao.cam.ac.uk/ cjld1/pages/publications.htm
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Then � � � � L Xi� , X˙ i� , t = L Xi + �Yi , X˙ i + �Y˙ i , t



(8.4)



m � � � � ˙ Yi ∗ ∂Xi L + Y˙ i ∗ ∂X˙ i L = L Xi , Xi , t + �



S=



�



�



t2



�



�



�



dt L Xi , X˙ i , t + �



t1



(8.5)



i=1



m � � i=1



Yi ∗ ∂Xi L + Y˙ i ∗ ∂X˙ i L



� � t2 � m � � dS �� ˙ = dt ∗ ∂ L + Y ∗ ∂ L Y i Xi i X˙ i d� ��=0 t1 i=1 � � � t2 � m � d � ∂X˙ i L dt Yi ∗ ∂ X i L − = dt t1 i=1



�



�



(8.6) (8.7) (8.8)



where we use the deﬁnition of the multivector derivative to go from equation 8.4 to equation 8.5 and then use integration by parts with respect to time to go from equation 8.7 to equation 8.8. Since in equation 8.8 the Yi ’s are arbitrary δS = 0 implies that the Lagrangian equations of motion are � d � ∂X˙ i L = 0, ∀i = 1, . . . , m. ∂ Xi L − (8.9) dt The multivector derivative insures that there are as many equations as there are grades present in the Xi , which implies there are the same number of equations as there are degrees of freedom in the system.



8.1.2



Symmetries and Conservation Laws



Consider a scalar parametrised transformation of the dynamical variables Xi� = Xi� (Xi , α) , where Xi� (Xi , 0) = Xi . Now deﬁne



and a transformed Lagrangian



� dXi� �� δXi ≡ . dα �α=0



� � � � L� Xi , X˙ i , t ≡ L Xi� , X˙ i� , t .



(8.10)



(8.11)



(8.12)



8.1. LAGRANGIAN THEORY FOR DISCRETE SYSTEMS
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Then � m � � � dL� �� � � ˙ � δX = ∗ ∂ L + δ X ∗ ∂ L � ˙ i i Xi Xi dα �α=0 i=1 m � � �� � d � d � � � � δXi ∗ ∂X˙ i� L − δXi ∗ ∂ ˙ �L δXi ∗ ∂Xi� L + = dt dt Xi i=1 � m � �� d � �� � d � � � � ∂X˙ i� L δXi ∗ ∂X˙ i� L + . δXi ∗ ∂Xi� L − = dt dt i=1 If the Xi� ’s satisfy equation 8.9 equation 8.13 can be rewritten as � m � d �� dL� �� δXi ∗ ∂X˙ i L . = � dα α=0 dt i=1



(8.13)



(8.14)



Noether’s theorem is -



From D& L -



� m � � � dL� �� δX = 0 =⇒ ∗ ∂ L = conserved quantity ˙ i Xi dα �α=0 i=1



(8.15)



“If the transformation is a symmetry of the Lagrangian, then L� is independent of α. In this case we immediately establish that a conjugate quantity is conserved. That is, symmetries of the Lagrangian produce conjugate conserved quantities. This is Noether’s theorem, and it is valuable for extracting conserved quantities from dynamical systems. The fact that the derivation of equation 8.14 assumed the equations of motion were satisﬁed means that the quantity is conserved ‘on-shell’. Some symmetries can also be extended ‘oﬀ-shell’, which becomes an important issue in quantum and super symmetric systems.” A more general treatment of symmetries and conservation is possible if we do not limit ourselves to a scalar parametrization. Instead let Xi� = Xi� (Xi , M ) where M is a multivector parameter. Then let � � L� = L Xi� , X˙ i� , t (8.16)



and calculate the multivector derivative of L� with respect to M using the chain rule (summation convention for repeated indices) ﬁrst noting that � � � � ∂ � ∂ � ((A ∗ ∂M ) Xi� ) ∗ ∂X˙ i� L� = (A ∗ ∂M ) X˙ i� ∗ ∂X˙ i� L� + ((A ∗ ∂M ) Xi� ) ∗ ∂X˙ i� L� ∂t ∂t



(8.17)
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and then calculating � � (A ∗ ∂M ) L� = ((A ∗ ∂M ) Xi� ) ∗ ∂Xi� L� + (A ∗ ∂M ) X˙ i� ∗ ∂X˙ i� L� � �� ∂ � � ∂ � � � � ∂X˙ i� L ((A ∗ ∂M ) Xi� ) ∗ ∂X˙ i� L� . + = ((A ∗ ∂M ) Xi ) ∗ ∂Xi� L − ∂t ∂t



If we assume that the Xi� ’s satisfy the equations of motion we have � ∂ � ((A ∗ ∂M ) Xi� ) ∗ ∂X˙ i� L� (A ∗ ∂M ) L� = ∂t



and diﬀerentiating equation 8.19 with respect to A (use equation 6.43) gives � ∂ � ∂A ((A ∗ ∂M ) Xi� ) ∗ ∂X˙ i� L� ∂ M L� = ∂t � ∂ � = (∂M Xi� ) ∗ ∂X˙ i� L� . ∂t



(8.18)



(8.19)



(8.20)



Equation 8.20 is a generalization of Noether’s theorem since if ∂M L� = 0 then the parametrization M is a symmetry of the Lagrangian and (∂M Xi� ) ∗ ∂X˙ i� L� is a conserved quantity.



8.1.3



Examples of Lagrangian Symmetries



Time Translation Consider the symmetry of time translation Xi� (t, α) = Xi (t + α) so that



and



� dXi� �� = X˙ i , δXi = dα �α=0



� m � d �� ˙ dL �� X = ∗ ∂ L ˙ i Xi dα �α=0 dt i=1 � m � � d �� ˙ Xi ∗ ∂X˙ i L − L . 0= dt i=1



(8.21)



(8.22)



(8.23) (8.24)



8.1. LAGRANGIAN THEORY FOR DISCRETE SYSTEMS The conserved quantity is the Hamiltonian m � � � ˙ Xi ∗ ∂X˙ i L − L. H=
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(8.25)



i=1



In terms of the generalized momenta



Pi = ∂X˙ i L, so that H=



m � � i=1



(8.26)



� ˙ Xi ∗ Pi − L.



(8.27)



Central Forces Let the Lagrangian variables be xi the vector position of the ith particle in an ensemble of N particles with a Lagrangian of the form L=



N � 1 i=1



2



mi x˙ 2i



−



N N � �



Vij (|xi − xj |)



i=1 j


(8.28)



which represent a classical system with central forces between each pair of particles. First consider a translational invariance so that x�i = xi + αc



(8.29)



where α is a scalar parameter and c is a constant vector. Then δx�i = c



(8.30)



L� = L



(8.31)



and so that the conserved quantity is (equation 8.15) N � i=1



N �



δxi ∗ ∂x˙i L = c ∗ c·p=c· p=



i=1 N �



∂x˙i L



mi x˙ i



i=1



N � i=1



mi x˙ i



(8.32)
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since c is an arbitrary vector the vector p is also conserved and is the linear momentum of the system. Now consider a rotational invariance where x�i = eαB/2 xi e−αB/2



(8.33)



where B is an arbitrary normalized (B 2 = −1) bivector in 3-dimensions and α is the scalar angle of rotation. Then again L� = L since rotations leave x˙ 2i and |xi − xj | unchanged and � 1 � αB/2 −αB/2 dx�i = Be xi e − eαB/2 xi e−αB/2 B dα 2 1 δx�i = (Bxi − xi B) 2 = B · xi .



(8.34)



Remember that since B ·xi is a vector and the scalar product (∗) of two vectors is the dot product we have for a conserved quantity N � i=1



(B · xi ) · (∂x˙ i L) =



N � i=1



=B·



mi (B · xi ) · x˙ i N � i=1



mi (xi ∧ x˙ i )



=B·J J=



N � i=1



mi (xi ∧ x˙ i )



(8.35) (8.36) (8.37) (8.38)



where we go from equation 8.35 to equation 8.36 by using the identity in equation B.12. Then since equation 8.35 is conserved for any bivector B, the angular momentum bivector, J, of the system is conserved.



8.2



Lagrangian Theory for Continuous Systems



For ease of notation we deﬁne



← − ˙ A ∇ ≡ A˙ ∇.



(8.39)
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This is done for the situation that we are left diﬀerentiating a group of symbols. For example consider ← − ˙ ∇. ˙ (ABC) ∇ = (ABC) (8.40) The r.h.s. of equation 8.40 could be ambiguous in that could the overdot only apply to the B variable. Thus we will use the convention of equation 8.39 to denote diﬀerentiation of the group immediately to the left of the derivative. Another convention we could use to denote the same operation is − � = (ABC) ← �∇ ABC ∇ (8.41) since using the “hat” symbol is unambiguous with respect to what symbols we are applying the diﬀerentiation operator to since the “hat” can extend over all the relevant symbols.



8.2.1



The Euler Lagrange Equations



Let ψi (x) be a set of multivector ﬁelds and assume the Lagrangian density, L, is a scalar function L (ψi , ∇ψi , x) so that the action, S, of the continuous system is given by S=



�



V



|dxn | L (ψi , ∇ψi , x) ,



(8.42)



where V is a compact n-dimensional volume. The equations of motion are given by minimizing S using the standard method of the calculus of variations where we deﬁne ψi� (x) = ψi (x) + �φi (x) ,



(8.43)



and assume that ψi (x) yields an extrema of S and that φi (x) = 0 for all x ∈ ∂V . Then to get an extrema we need to deﬁne � S (�) = |dxn | L (ψi + �φi , ∇ψi + �∇φi , x) , (8.44) V



so that S (0) is an extrema if



∂S ∂S = 0. Let us evaluate (summation convention) ∂� ∂� � = |dxn | ((φi ∗ ∂ψi ) L + (∇φi ∗ ∂∇ψi ) L) .



� ∂S �� ∂� ��=0



V



(8.45)
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Start by reducing the second term in the parenthesis on the r.h.s. of equation 8.45 using RR5 (Appendix C) (∇φi ∗ ∂∇ψi ) L = �(∇φi ) ∂∇ψi � L = �(∇φi ) ∂∇ψi L� � �� � � i ∂� L = ∇ (φi ∂∇ψi L) − ∇φ ∇ψi � � �� � i ∂� = ∇ · �φi ∂∇ψi L�1 − ∇φ ∇ψi L � ← −� = ∇ · �φi ∂∇ψi L�1 − φi (∂∇ψi L) ∇ � ← −� = ∇ · �φi ∂∇ψi L�1 − φi ∗ (∂∇ψi L) ∇ .



So that equation 8.45 becomes � � � � ← −� ∂S �� n = |dx | φi ∗ ∂ψi L − (∂∇ψi L) ∇ + |dxn | ∇ · �φi ∂∇ψi L�1 ∂� ��=0 V �V � � � � � ← − �dS n−1 � n · �φi ∂∇ψ L� = |dxn | φi ∗ ∂ψi L − (∂∇ψi L) ∇ + i 1 ∂V �V � ← −� = |dxn | φi ∗ ∂ψi L − (∂∇ψi L) ∇ .



(8.46)



(8.47)



V



� The V |dxn | ∇ · �φi ∂∇ψi L�1 term is found to be zero by using the generalized divergence theorem (equation 4.84) and the fact that the φi ’s are zero on ∂V . If φi is a pure r-grade multivector we have by the properties of the scalar product the following Lagrangian ﬁeld equations � ← −� ∂ψi L − (∂∇ψi L) ∇ = 0 (8.48) r



or



�



� �� = 0. ∂ψ† L − ∇ ∂(∇ψi )† L



(8.49)



� � ∂ψ† L − ∇ ∂(∇ψi )† L = 0.



(8.51)



i



r



For the more general case of a φi being a mixed grade multivector the Lagrangian ﬁeld equations are ← − ∂ψi L − (∂∇ψi L) ∇ = 0 (8.50) or



i



Note that since equation 8.50 is true for ψi being any kind of multivector ﬁeld we have derived the ﬁeld equations for vectors, tensors (antisymmetric), spinors, or any combination thereof.
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Symmetries and Conservation Laws



We proceed as in section 8.1.2 and let ψi� = ψi� (ψi , M ) where M is a multivector parameter. Then L� (ψi , ∇ψi ) ≡ L (ψi� , ∇ψi� )



(8.52)



and using equation 6.39 and RR5 � � � � (A ∗ ∂M ) L� = ((A ∗ ∂M ) ψi� ) ∗ ∂ψi� L� + ((A ∗ ∂M ) ∇ψi� ) ∗ ∂∇ψi� L� � � �� � � = ((A ∗ ∂M ) ψi� ) ∗ ∂ψi� L� + ((A ∗ ∂M ) ∇ψi� ) ∂∇ψi� L� � ��� � � � � �� � � � � � � � � � � � � � = ((A ∗ ∂M ) ψi ) ∗ ∂ψi L + ∇ ((A ∗ ∂M ) ψi ) ∂∇ψi L − ∇ ((A ∗ ∂M ) ψi ) ∂∇ψi L � � � �� �← � � � −� = ((A ∗ ∂M ) ψi� ) ∗ ∂ψi� L� + ∇ · ((A ∗ ∂M ) ψi� ) ∂∇ψi� L� 1 − ((A ∗ ∂M ) ψi� ) ∂∇ψi� L� ∇ � � �� �← � � � − = ((A ∗ ∂M ) ψi� ) ∗ ∂ψi� L� + ∇ · ((A ∗ ∂M ) ψi� ) ∂∇ψi� L� 1 − ((A ∗ ∂M ) ψi� ) ∗ ∂∇ψi� L� ∇ �� � � �← � �� � −� (8.53) = ((A ∗ ∂M ) ψi� ) ∗ ∂ψi� L� − ∂∇ψi� L� ∇ + ∇ · ((A ∗ ∂M ) ψi� ) ∂∇ψi� L� 1



and if the Euler-Lagrange equations are satisﬁed we have �� � � (A ∗ ∂M ) L� = ∇ · ((A ∗ ∂M ) ψi� ) ∂∇ψi� L� 1 and by equation 6.43



�



�



�



∂M L = ∂A ∇ · ((A ∗



∂M ) ψi� )



�



∂∇ψi� L



�



�� � 1



.



(8.54) (8.55)



If ∂M L� = 0, equation 8.55 is the most general form of Noether’s theorem for the scalar valued multivector Lagrangian density. If in equation 8.55 M is a scalar α and B is a scalar β we have � � �� � � � � � ∂α L = ∂β ∇ · ((β∂α ) ψi ) ∂∇ψi� L 1 �� � � = ∇ · (∂α ψi� ) ∂∇ψi� L� 1 .



(8.56)



Thus if α = 0 in equation 8.56 we have �



∂α L |α=0 = ∇ ·



�



(∂α ψi� )



�



�� �� ∂∇ψi� L 1 � �



α=0



(8.57)



which corresponds to an diﬀerential transformation (∂α L� = 0 is a global transformation). If ∂α L� |α=0 = 0 the conserved current is � �� �� � j = (∂α ψi� ) ∂∇ψi� L� 1 � (8.58) α=0
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with conservation law ∇ · j = 0.



(8.59)



∂α L� |α=0 = ∂α x� |α=0 · ∇L� |α=0 = g (x) · ∇L



(8.60)



∇ · (gL) = (∇ · g) L + g · ∇L.



(8.61)



If ∂α L� |α=0 �= 0 we have by the chain rule that (g (x) = ∂α x� |α=0 ) and consider �



If ∇ · g = 0 we can write ∂α L |α=0 as a divergence so that � � ∇ · �( ∂α ψi� |α=0 ) (∂∇ψi L)�1 − ( ∂α x� |α=0 ) L = 0



(8.62)



and



j = �( ∂α ψi� |α=0 ) (∂∇ψi L)�1 − ( ∂α x� |α=0 ) L



(8.63)



is a conserved current if ∇ · ∂α x� |α=0 = 0.



Note that since ∂α x� |α=0 is the derivative of a vector with respect to a scalar it itself is a vector. Thus the conserved j is always a vector that could be a linear function of a vector, bivector, etc. depending upon the type of transformation (vector for aﬃne and bivector for rotation). However, the conserved quantity of interest may be other than a vector such as the stress-energy tensor or the angular momentum bivector. In these cases the conserved vector current must be transformed to the conserved quantity of interest via the general adjoint transformation A ∗ j (B) = B ∗ j (A).



8.2.3



Space-Time Transformations and their Conjugate Tensors



The canonical stress-energy tensor is the current associated with the symmetries of space-time translations. As a function of the parameter α we have x� = x + αn ψi� (x) = ψi (x + αn)



(8.64) (8.65)



∂α L� |α=0 = ∂α L (x + αn)|α=0 = n · ∇L = ∇ · (nL) ∂α ψi� |α=0 = n · ∇ψi



(8.66) (8.67)



Then



and equation 8.56 becomes ∇ · (nL) = ∇ · �(n · ∇ψi ) (∂∇ψi L)�1



(8.68)
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so that ∇ · T (n) ≡ ∇ · �(n · ∇ψi ) (∂∇ψi L) − nL�1 = 0.



(8.69)



T (n) = �(n · ∇ψi ) (∂∇ψi L)�1 − nL � � �� ˙ = n·∇ ψ˙ i (∂∇ψi L) − nL.



(8.70)



Thus the conserved current, T (n), is a linear vector function of a vector n, a tensor of rank 2. In order put the stress-energy tensor into the standard form we need the adjoint, T (n), of T (n) (we are using that the adjoint of the adjoint is the original linear transformation).



1



Using equation 6.34 we get



�� � � ˙ m·∇ ψ˙ i (∂∇ψi L) n − nL � � �� �1 � ˙ = ∂m m · ∇ ψ˙ i (∂∇ψi L) n − nL 1 �� � � ˙ ˙ = ∇ ψi (∂∇ψi L) n − nL � �1 ˙ ψ˙ i (∂∇ψ L) n − nL. =∇ i



T (n) = ∂m



(8.71)



��



(8.72)



From equation 8.69 it follows that



or in rectangular coordinates



� � ˙ ˙ , 0 = ∇ · T (n) = n · T ∇ � � ˙ = 0, T˙ ∇



� � ˙ = T˙ T˙ ∇ Thus in standard tensor notation



�



∂˙ eµ µ ∂x



�



=



∂T µν ∂ µ T (e ) = eν . ∂xµ ∂xµ



∂T µν = 0, ∂xµ



(8.73) (8.74)



(8.75)



(8.76)



so that T (n) is a conserved tensor. Now consider rotational transformations and for now assume the ψi transform as vectors so that x� = e − ψi� (x) = e



αB 2



αB 2



xe



αB 2



ψi (x� ) e



(8.77) − αB 2



,



(8.78)
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Note that we are considering active transformations. The transformation of x to x� maps one distinct point in space-time to another distinct point in space-time. We are not considering passive transformations which are only a transformation of coordinates and the position vector does not move in space-time. Because the transformation is active the sense of rotation of the vector ﬁeld ψ (x) is opposite that of the rotation of the space-time position vector2 . Thus αB 1 αB ∂α x� = e− 2 (xB − Bx) e 2 2 � ∂α x |α=0 = x · B αB αB αB 1 αB ∂α ψi� = e 2 (Bψi (x� ) − ψi (x� ) B) e− 2 + e 2 (∂α ψi (x� )) e− 2 2 αB αB αB αB = e 2 (B × ψi (x� )) e− 2 + e 2 (∂α x� · ∇ψi (x� )) e− 2 ∂α ψi� |α=0 = B × ψi (x) + ∂α x� |α=0 · ∇ψi (x) = B × ψi + (x · B) · ∇ψi = ψi · B + (x · B) · ∇ψi .



Thus



� � ˙ = −B · x˙ ∧ ∇ ˙ = B · (∇ ∧ x) = 0 ˙ ·∇ ∇ · ( ∂α x� |α=0 ) = ∇ · (x · B) = − (B · x)



(8.79)



(8.80) (8.81)



(8.82)



since ∇ ∧ x = 03 the derivative of the transformed Lagrangian at α = 0 is a pure divergence, ∂α L� |α=0 = ∇ · ((x · B) L) . ∇·



�



(∂α ψi� )



�



∂



∇ψi�



�� �� L 1�



α=0



= ∇ · �(B × ψi − (B · x) · ∇ψi ) (∂∇ψi L)�1



(8.83) (8.84)



Consider an observer at location x that is rotated to location x� . If he is rotated in a clockwise sense he observes the vector ﬁeld to be rotating in a counter clockwise sense. 3 Consider 2



∂ ∧ xη e η ∂xν ∂ = xη eν ∧ eη ∂xν ∂ = gηµ xµ eν ∧ eη ∂xν ∂xµ = gηµ eν ∧ eη ∂xν = δνµ gηµ eν ∧ eη



∇ ∧ x = eν



= gην eν ∧ eη = 0 since gην is symmetric and eν ∧ eη is antisymmetric.



8.2. LAGRANGIAN THEORY FOR CONTINUOUS SYSTEMS ∇ · J (B) ≡ ∇ ·



�



(∂α ψi� )



�



∂



∇ψi�



�� �� L 1�
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− ∂α L� |α=0



α=0 � � = ∇ · �(B × ψi − (B · x) · ∇ψi ) (∂∇ψi L)�1 − (x · B) L



J (B) = �(B × ψi − (B · x) · ∇ψi ) (∂∇ψi L)�1 − (x · B) L.



(8.85) (8.86)



˙ · J˙ (B) = 0 where J (B) is a conserved vector. So that By Noether’s theorem ∇ ˙ · J˙ (B) = 0 ∇



⇒



� � ˙ · B = 0 for all B J˙ ∇



⇒



� � ˙ =0 J˙ ∇



The adjoint functon J (n) is, therefore a conserved bivector-valued function of position (we can use · instead of ∗ since all the grades match up correctly). � � ˙ =0 ˙ Now consider the coordinate (tensor) representation of J ∇ n = nγ e γ J (n) = J µνγ nγ eµ ∧ eν � � ∂J µνγ ˙J ∇ ˙ = eµ ∧ eν = 0 ∂xγ ∂J µνγ =0 ∂xγ



(8.87) (8.88) (8.89) (8.90)



To compute J (n) note that A is a bivector using equation 6.344 to calculate the adjoint of the adjoint and (A ∗ ∂B ) B = A5 and RR76 we get � � A ∗ J (n) = (A ∗ ∂B ) J (B) n � � = (A ∗ ∂B ) �(B × ψi − (B · x) · ∇ψi ) (∂∇ψi L)�1 n − (x · B) Ln = �(A × ψi − (A · x) · ∇ψi ) (∂∇ψi Ln) − (x · A) Ln� = �(A × ψi − (A · (x ∧ ∇)) ψi ) (∂∇ψi Ln) − (x · A) Ln� .



(8.91)



Using RR57 (Reduction Rule 5 in Appendix C) the ﬁrst term on the r.h.s. of equation 8.91 4



F (B) = ∂A �F (A) B� B + hA − B =A (A ∗ ∂B ) B = lim h→0 h 6 (�A�2 · a) · b = �A�2 · (a ∧ b) 7 �A1 . . . Ak � = �Ak A1 . . . Ak−1 � 5
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reduces to 1 �(Aψi − ψi A) (∂∇ψi Ln)� 2 1 = �A {ψi (∂∇ψi Ln) − (∂∇ψi Ln) ψi }� 2 = �A (ψi × (∂∇ψi Ln))� = A ∗ �ψi × (∂∇ψi Ln)�2 ,



�(A × ψi ) (∂∇ψi Ln)� =



(8.92)



using RR7 the second term reduces to �



�



�� � � ˙ ˙ ψi ∂∇ψi Ln �(A · (x ∧ ∇)) ψi (∂∇ψi Ln)� = A · x ∧ ∇ �� �� �� ˙ =A∗ x∧∇ ψ˙ i ∂∇ψi Ln ,



(8.93)



using RR5 again the third term reduces to



1 �(xA − Ax) Ln� 2 1 = �A (nx − xn) L� 2 = �A (n ∧ x) L� = A ∗ (n ∧ x) L.



�(x · A) Ln� =



Combining equations 8.92, 8.93, and 8.94 reduces equation 8.91 to � �� � ˙ ˙ J (n) = �ψi × (∂∇ψi Ln)�2 − x ∧ ∇ ψi ∂∇ψi Ln − (n ∧ x) L



(8.94)



(8.95)



where J (n) is the angular momentum bivector for the vector ﬁeld. Using equation 8.93 we can reduce equation 8.95 to J (n) = T (n) ∧ x + �ψi × (∂∇ψi Ln)�2 . (8.96)



If ψi is a spinor instead of a vector the transformation law is ψi� (x) = e so that ∂α ψi� = e



αB 2



αB 2



ψi (x� )



αB B ψi (x� ) + e 2 ∂α x� ψi (x� ) 2



and ∂α ψi� |α=0 =



B ψi + (x · B) · ∇ψi . 2



(8.97) (8.98) (8.99)



8.2. LAGRANGIAN THEORY FOR CONTINUOUS SYSTEMS Equations 8.86 and 8.95 become �� � � B ψi − (B · x) · ∇ψi (∂∇ψi L) − (x · B) L J (B) = 2 1



and



�



� � �� � ψi ˙ ψ˙ i ∂∇ψi Ln − (n ∧ x) L (∂∇ψi Ln) − x ∧ ∇ J (n) = 2 2 where J (n) is the angular momentum bivector for the spinor ﬁeld.
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(8.100)



(8.101)



Since spinors transforms the same as vectors under translations the expression (equation 8.72) for�the stress-energy tensor of a spinor ﬁeld is the same as for a vector or scalar ﬁeld, T (n) = � ˙ ψ˙ i (∂∇ψ L) n − nL, so that ∇ i � � ψi (∂∇ψi Ln) , (8.102) Spinor Field: J (n) = T (n) ∧ x + 2 2



compared to



Vector Field: J (n) = T (n) ∧ x + �ψi × (∂∇ψi Ln)�2 .



8.2.4



(8.103)



Case 1 - The Electromagnetic Field



Example of Lagrangian densities are the electromanetic ﬁeld and the spinor ﬁeld for an electron. For the electromagnetic ﬁeld we have 1 L= F ·F −A·J (8.104) 2 where F = ∇ ∧ A and using eq 6.15 and eq 6.17 F · F = �(∇ ∧ A) (∇ ∧ A)� � � � � �� 1 † 1 † = ∇A − (∇A) ∇A − (∇A) 2 2 � �2 � 1 � † ∇A − (∇A) = 4 � 1� † † † † ∇A∇A − ∇A (∇A) − (∇A) ∇A + (∇A) (∇A) = 4 � � 1 † † † † (∇A) ∗ (∇A) − (∇A) ∗ (∇A) − (∇A) ∗ (∇A) + (∇A) ∗ (∇A) = 4 � � 1 † (∇A) ∗ (∇A) − (∇A) ∗ (∇A) (8.105) = 2
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Now calculate using eq 6.47 and eq 6.51 � � 1 † ∂(∇A)† F = ∂(∇A)† (∇A) ∗ (∇A) − (∇A) ∗ (∇A) 2 = (∇A)† − ∇A = −2∇ ∧ A 2



(8.106)



We also have by eq 6.44 and that A† = A ∂A† (A · J) = ∂A† (J ∗ A) =J so that



� � ∂A† L − ∇ ∂(∇A)† L = J − ∇ (∇ ∧ A) = 0 ∇F = J



8.2.5



(8.107)



(8.108) (8.109)



Case 2 - The Dirac Field



For the Dirac ﬁeld � � L = ∇ψIγz ψ † − eAψγt ψ † − mψψ † � � � � = (∇ψ) ∗ Iγz ψ † − eAψγt ψ † − mψ ∗ ψ † � � = (∇ψIγz ) ∗ ψ † − eAψγt ψ † − mψ ∗ ψ †



(8.110)



(8.111) � � The only term in eq 8.110 and eq 8.111 that we cannot immediately diﬀerentiate is ∂ψ† eAψγt ψ † . To perform this operation let ψ † = X and use the deﬁnition of the scalar directional derivative � � † � � † † � � eA X γ + hB (X + hB) − eAX γ X t t (B ∗ ∂X ) eAX † γt X = lim �h �h→0 † † = eAB γt X + eAX γt B � � = B † ∗ (eγt XA) + B ∗ eAX † γt � � � � = B ∗ eAX † γt + B ∗ eAX † γt � � = B ∗ 2eAX † γt (8.112) � � ∂X eAX † γt X = 2eAX † γt (8.113) � � † (8.114) ∂ψ† eAψγt ψ = 2eAψγt



8.2. LAGRANGIAN THEORY FOR CONTINUOUS SYSTEMS The other multivector derivatives are evaluated using the formulas in section 6.2 � � �� ∂(∇ψ)† (∇ψ) ∗ Iγz ψ † = ψγz I † = ψγz I = −ψIγz � � ∂ψ† (∇ψIγz ) ∗ ψ † = ∇ψIγz � � ∂ψ† mψ ∗ ψ † = 2mψ.
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(8.115) (8.116) (8.117)



The Lagrangian ﬁeld equation are then � � ∂ψ† L − ∇ ∂(∇ψ)† L = ∇ψIγz − 2eAψγt − 2mψ + ∇ψIγz = 0 = 2 (∇ψIγz − eAψγt − mψ) = 0 0 = ∇ψIγz − eAψγt − mψ.



8.2.6



(8.118)



Case 3 - The Coupled Electromagnetic and Dirac Fields



For coupled electromagnetic and electron (Dirac) ﬁelds the coupled Lagrangian is � � 1 2 † † † L = ∇ψIγz ψ − eAψγt ψ − mψψ + F 2 � � � � 1 (8.119) = (∇ψ) ∗ Iγz ψ † − eAψγt ψ † − mψ ∗ ψ † + F 2 2 � � 1 (8.120) = (∇ψIγz ) ∗ ψ † − eA ∗ ψγt ψ † − mψ ∗ ψ † + F 2 , 2 where A is the 4-vector potential dynamical ﬁeld and ψ is the spinor dynamical ﬁeld. Between the previously calculated multivector derivatives for the electromagnetic and Dirac ﬁelds the only new derivative that needs to be calculated for the Lagrangian ﬁeld equations is � � �� � �† ∂A† eA ∗ ψγt ψ † = e ψγt ψ † = eψγt ψ † . (8.121) The Lagrangian equations for the coupled ﬁelds are then � � ∂ψ† L − ∇ ∂(∇ψ)† L = 2 (∇ψIγz − eAψγt − mψ) = 0 � � ∂A† L − ∇ ∂(∇A)† L = −eψγt ψ † + ∇ (∇ ∧ A) = 0



(8.122) (8.123)



or



∇ψIγz − eAψγt = mψ ∇F = eψγt ψ † .



(8.124) (8.125)
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