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Abstract This paper examines a dynamic process of unilateral and joint deviations of agents and the resulting stochastic evolution of social conventions. Our model unifies stochastic stability analysis in static settings, including normal form games, network formation games, and simple exchange economies, as stochastic stability analysis in a class of interactions in which agents unilaterally and jointly choose their strategies. We embed a static setting in a dynamic process; Over time agents revise their strategies based on the improvements that the new strategy profile offers them. In addition to the optimization process, there are persistent random shocks on agents0 utility that potentially lead to switching to suboptimal strategies. Under a logit specification of choice probabilities, we characterize the set of states that will be observed in the long-run as noise vanishes. We apply these results to examples of certain potential games. Keywords: Stochastic stability; Coalitions; Logit-response dynamics; Bargaining. JEL Classification Numbers: C72, C73.
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Introduction Stochastic stability analysis provides unique predictions of long run behavior in games. This



paper extends the stochastic stability analysis to cooperative settings in which agents may jointly revise their strategies. We develop a unified framework which is applicable to both static noncooperative settings, e.g. normal form games (Kandori et al. (1993) and Young (1993)), and static cooperative settings, e.g. network formation games (Jackson and Watts (2002)). Our model introduces an stochastic stability approach for a solution concept which is robust against deviations by a set of coalitions of agents. Although non-cooperative settings have attracted relatively large attention in game theory, cooperative settings are equally important. Cooperating in joint action with others pervade our economic and social life, and its effect has been a subject of economic inquiry: coalition formation (see, e.g. Ray (2007)), integration of firms (see, e.g. Aumann (1973)), collusions (see, e.g. Hart and Kurz (1983)) and strategic voting (see, e.g. Shapley and Shubik (1954)), to just name a few. In these cooperative settings, it is more appropriate to use a stronger solution concept than Nash equilibrium, one that accounts for joint deviations by groups of agents. For example, in network formation games, Nash equilibrium has weak predictive power, since it fails to capture the fact that it may be beneficial for two agents to form a link. Unrealistic predictions, e.g. an empty network in which no player consents to any link are Nash equilibria.1 It is natural in this context to use a stronger concept that accounts for pairwise deviations as in the notion of pairwise stable equilibrium.2 Even with stronger solution concepts, we still face the problem of multiple equilibria as we do with Nash equilibrium. To address this issue and single out one equilibrium, we apply the concept of stochastic stability. In the stochastic stability approach, we embed a static game in a dynamic process in which players revise their strategies based on the improvement that the new strategies offer them relative to the current strategies. We add stochastic noise to agents’ strategy choices in the process and study the long-run outcomes as noise vanishes. The present paper provides a general framework to extend stochastic stability analysis in cooperative settings. Despite the importance of cooperative settings, the development of stochastic stability in these settings is in its infancy.3 This paper makes three major contributions; (i) introducing the stochastic stability approach in a broader class of settings, (ii) studying stochastic stability with respect to an arbitrary set of feasible coalitions, and (iii) employing the logit-response dynamic.4 Contribution (i) allows us to study stochastically stability in a class of settings broader than a class of normal form games. Once joint deviations are admissible, it is reasonable to consider 1 It



is assumed that link formation between two agents requires both agents’ consent. of such settings are co-author networks (e.g. Jackson and Wolinsky (1996)), R&D networks (e.g. Goyal and Moraga-Gonz´alez (2001)), and trade agreement networks (e.g. Furusawa and Konishi (2007)). 3 A few studies examined stochastic stability with joint deviations. However, they are tailored to particular settings, for example, network formation games (Jackson and Watts (2002)) and roommate problems (Klaus et al. (2010)). 4 We consider other choice rules in Section 5.2. 2 Examples
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settings which has a restriction on strategy profiles. For example, an agent cannot unilaterally change her allocation in a simple exchange economy (see Section 4.1). We define an interaction denoted by I = ( N, (Si , ui )i∈ N , S ) with player set N, strategy sets Si , payoff functions ui and the set of feasible strategy profiles S ⊆ S = ∏i∈ N Si . This generalization of normal-form games allows us to consider settings where some deviations are infeasible. Contribution (ii) allows us to examine stochastic stability of various equilibrium concepts which differ in a class of feasible coalitions, denoted by R. We define an R-stable equilibrium of interaction I to be a strategy profile which is immune against deviations by any coalition in R. Suppose a normal form game. If R is the set of singletons, R-stable equilibrium corresponds to Nash equilibrium; if R is the set of singletons and pairs, it corresponds to pairwise stable equilibrium (Jackson and Wolinsky (1996)); and if R is the set of all sets of players, it corresponds to strong equilibrium (Aumann (1959)). An appropriate choice of R may depend on settings. Our model examines stochastic stability of R-stable equilibria for a given R. Contribution (iii) allows us to apply stochastic stability in settings where agents, while sometimes making mistakes, assign smaller probability to actions which deliver smaller payoffs. The logit rule assigns larger probability to actions which offer larger payoffs, and so takes into account the magnitudes of payoffs when considering agents’ mistakes. As an example, suppose that people send an email to unintended recipients. People will be more careful, and so make such a mistake with lower probability, if the email includes confidential information about their company. To characterize stochastically stable strategy profiles, we introduce a dynamic process. In each period, some agents form a coalition and randomly choose a new strategy profile which agents in the coalition will weigh up shortly. In the unperturbed process, an agent agrees to the new strategy profile if it yields her higher payoff than the current one. The new profile is accepted if all in the coalition agree. To the unperturbed process, we add stochastic noise that leads agents to agree stochastically according to the logit choice rule. Coalitional deviations occur with positive probability even if not all members of the coalition benefit. As a consequence, the process visits every strategy profile repeatedly, and predictions can be made concerning the relative amounts of time that the process spends at each. We examine the behavior of this system as the level of stochastic noise becomes small, defining the stochastically stable strategy profiles to be those which are observed with positive frequency in the long run as noise vanishes. Our main result (Theorem 3.4) characterizes stochastically stable strategy profiles. Its intuition comes from the changes in payoffs by switching strategies. Under the logit choice rule, a coalitional deviation occurs with a probability that declines in the total payoff deficits to coalition members. Thus, the decrease in payoffs by a revision represents its unlikeliness. Roughly, the stochastically stable strategy profiles are those that minimize the sum of the payoff decreases by being switched from other strategy profiles. Those strategy profiles are harder to get away from and easier to get back to in the stochastic dynamic.
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Our results can be applied to various settings.5 We apply it to simple exchange economies and show that the stochastically stable allocations are those maximizing the sum of players’ utilities. We generalize our finding by characterizing a class of interactions that exhibit coalitional potential functions, showing that the stochastically stable outcomes are those maximizing the coalitional potential. We use this construction to derive a similar result for the cost-sharing among agents in a fixed network, where every two agents forming a link are required to share the cost of maintaining the link. We show that, in a star network, the greater portion of a link’s cost is sponsored by the peripheral agents. Related literature A paper closely related to ours is Jackson and Watts (2002) which examined stochastic stability of pairwise stable equilibrium in network formation games. Jackson and Watts (2002) adopted the stochastic stability approach of Kandori et al. (1993) and Young (1993) in order to select among pairwise stable equilibria. This approach, known as the best response with mutations (BRM), has agents choose every suboptimal strategy with same probability. However, it does not allow for the possibility that costly mistakes may be less common than minor mistakes. A model that accounts for this possibility is the logit choice rule of Blume (1993) which we adopt here. ´ Other closely related papers are Alos-Ferrer and Netzer (2010), Newton (2012), Staudigl (2011) and Kandori et al. (2008). First three papers study the stochastic stability of Nash equilibrium, ´ while our model studies that of solution concepts stronger than Nash equilibrium. Alos-Ferrer and Netzer (2010) examined stochastic stability with the logit choice rule in normal form games. Their model handles deviations by more than one agent; but unlike in our model, these agents do not account for the choices of simultaneously revising agents. Theirs examined robustness against simultaneous unilateral deviations, while ours examines robustness against joint deviations. Newton (2012) examines the robustness of Nash equilibrium with the BRM modified by introducing vanishingly small probabilities of joint deviations. In contrast, we assume that forming a coalition is a likely event and focus on solution concepts stronger than Nash equilibrium. Staudigl (2011) applies stochastic stability with the logit choice rule to network formation games in which agents unilaterally form links. Again, our interest is rather stochastic stability against joint deviations. Kandori et al. (2008) employed a similar logit dynamic to study a simple exchange economy. They showed that stochastically stable allocations are those maximizing the sum of players’ utility functions. We define a class of interactions that exhibit coalitional potentials, and show that the economies of Kandori et al. (2008) fall into this category. The paper is organized as follows. Section 2 describes the model. Section 3 introduces the dynamic process and offers the characterization of stochastically stable states. Applications of our framework are laid out in Section 4. Section 5 provides discussions. Section 6 concludes.



5 See



also Newton and Sawa (2013) for matching problems and Sawa (2013) for coalitional bargaining problems.
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2 2.1



The Model Interactions Let G = ( N, (Si , ui )i∈ N ) denote a normal-form game with player set N = {1, . . . , n}, finite



strategy sets Si and payoff functions ui . Let S = ∏i∈ N Si denote the set of pure strategy profiles. The payoff functions are defined as ui : S → R. We define an interaction to be a collection I = ( N, (Si , ui )i∈ N , S ) where S ⊆ S is the set of feasible strategy profiles for the interaction. In interaction I, the payoff functions need only be defined on S , i.e. ui : S → R. Note that the set of interactions includes not only normal-form games, but also more general multi-agent choice environments. For a given strategy si ∈ Si of player i, let S−i (si ) = {s−i ∈ ∏ j6=i S j : (si , s−i ) ∈ S } denote the set of pure strategy profiles of i’s opponents that are feasible in combination with si . For a coalition J ⊆ N and strategy profile s ∈ S , write s J and s− J to represent a strategy profile of agents in J and in its complement, respectively. Let S J (s− J ) = {s J ∈ ∏i∈ J Si : (s J , s− J ) ∈ S } denote the set of pure strategy profiles of players in J that are feasible in combination with s− J . Similarly, we let S− J (s J ) = {s− J ∈ ∏i∈/ J Si : (s J , s− J ) ∈ S }.



2.2



Feasible Coalitions and R-Stable Equilibria We allow agents to jointly revise their strategies by forming a coalition. A set of feasible coali-



tions may vary across settings. For example, a set of single agents may not be appropriate in exchange economies where at least two agents must be involved in an exchange. To meet the variety of needs across settings, we introduce a flexible solution concept. Let R ⊆ P( N ) \ {∅} denote a class of feasible coalitions, where P( N ) denotes the power set of N and ∅ an empty set. With abuse of notation, we write R = N if R is a set of single agents, i.e. R = {{1}, . . . , {n}}. The following solution concept describes a strategy profile such that, for any coalitional deviation by J ∈ R, there is at least one agent in J who will not be better off. In the strict formation, there is at least one agent in J who will be worse off. Definition 2.1. A strategy profile s ∈ S is an R-stable equilibrium in ( I, R) if for all J ∈ R and all s0J ∈ S J (s− J ), ui (s) ≥ ui s0J , s− J







for some i ∈ J.



A strategy profile s ∈ S is a strict R-stable equilibrium in ( I, R) if for all J ∈ R and all s0J ∈ S J (s− J ), ui (s) > ui s0J , s− J







for some i ∈ J.



Note that R-stable equilibrium is equivalent to Nash equilibrium when R = N. R-stable equilibrium is equivalent to a version of pairwise stable equilibrium when R = { J ⊆ N : | J | ≤ 2}.6 R6 A pairwise stable equilibrium requires that there is no pair of players such that one player be strictly better off and



the other be weakly better off. For variations, see Section 5 of Jackson and Wolinsky (1996).
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stable equilibrium is equivalent to strong equilibrium (Aumann (1959)) when R = P ( N ) \ {∅}.



2.3



Examples of Interactions



To illustrate environments represented by interactions, we introduce three examples.  Example 1 (Normal-form games). When S = S, interaction I = N, (Si , ui )i∈ N , S corresponds  to normal-form game G = N, (Si , ui )i∈ N . Note that when R = N in Example 1, ( I, R) corresponds to a non-cooperative normal form game. We discuss a normal form game with choices of R in Section 5.1. The next example shows a network formation game where both agents need to consent to form a link. Example 2 (Network formation games). A strategy of agent i in interaction I is her choice of a vector of contributions si ∈ Si = {0, 1}n−1 . Let sij be an entry of si and representing agent i’s contribution to forming link ij. Link ij is formed if and only if sij = s ji = 1. The feasible strategy profile space is given by S = S. A network g is a set of links formed by agents. Let s ∈ S be a strategy profile and g(s) the network generated by s, that is, (ij) ∈ g(s) if and only if sij = s ji = 1. The payoffs of agent i are given by ui (si , s−i ) = ϕ( g(s)) where ϕ is a function that maps a network and the agent’s strategy to her payoffs. In Example 2, it is natural that a pair of agents will form a link if it is beneficial for both agents. A reasonable solution concept would be R-stable equilibrium with R = { J ⊆ N : | J | ≤ 2}. The next example shows an interaction which is not a normal form game, i.e. S ⊂ S. Example 3 (Simple exchange economies). We let an interaction I represent a housing market as in Shapley and Scarf (1974). Let H denote the finite set of (indivisible) houses with | H | = n. Let the strategy space for agent i be ( Si =



) n h si ∈ {0, 1} ∑ si = 1 h∈ H



Strategy si is interpreted as a house allocation for agent i. An entry sih = 1 represents agent i owning house h. Define the set of feasible strategy profile as ( S =



) h s ∈ S ∑ si = 1 ∀ h ∈ H . i ∈ N



S is the set of allocations in which each owner has exactly one house. Note that no single agent can unilaterally change her allocation under S . R represents groups of owners which potentially swap their houses. See Section 4.1 for our analysis in simple exchange economies.
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Dynamics and Stochastically Stable States In this section, we apply the stochastic stability approach to interaction I with a set of coalitions



R. The approach is summarized as follows. We embed a static interaction in a dynamic process 6



in which agents randomly form coalitions and revise their strategies based on improvements in their payoffs in the presence of stochastic payoff shocks. We examine the limiting probability distribution over strategy profiles in the process as the level of stochastic shocks approaches zero.



3.1



The Unperturbed Dynamic We describe an unperturbed dynamic, i.e. a dynamic with no stochastic payoff shocks. The



state of the dynamic in period t is defined as a strategy profile of agents, i.e.  st = s1t , . . . , stn ∈ S where sit denote the strategy played by agent i in period t. The dynamic interaction proceeds as follows. In each period t, a coalition J ∈ R is randomly selected to revise their strategy profile. For coalition J, a feasible strategy profile s0J ∈ S J (st− J ) is proposed at random. An agent will agree to s0J if she will be strictly better off by switching. If an agent is indifferent between the current strategy and the proposed strategy, she will agree with probability α ∈ (0, 1). Otherwise, she disagrees. If all agents in J agree with s0J , agents will switch to s0J for the next round. If at least one agent disagrees, then no agent will alter her current strategy. The dynamic above determines a Markov chain with state space S . We use state s ∈ S and strategy profile s ∈ S interchangeably since these two sets coincide. Now, we discuss the transition probabilities of the Markov chain for s, s0 ∈ S . Let q J denote the probability that coalition J is selected to revise.7 We assume that J has positive probability to revise if J is feasible, i.e. q J > 0 for all J ∈ R. qs0 ( J, s) denotes the probability that s0 is proposed as a new strategy profile given that coalition J is selected in state s. For s, s0 ∈ S , let Rs,s0 = { J ∈ R|si0 = si ∀i ∈ / J } denote the set of coalitions potentially leading from s to s0 . A transition from state s to s0 is denoted by (s, s0 ). We say that (s, s0 ) is feasible if Rs,s0 6= ∅. The transition probabilities for (s, s0 ) of the unperturbed dynamic is given by 0 Ps,s 0



=



∑



J ∈ Rs,s0



where



"



q J qs0 ( J, s) ∏



   0   Ψ0i (s, s0 ) = α    1



# Ψ0i (s, s0 )



,



(1)



i∈ J



if ui (s) > ui (s0 ), if ui (s) = ui (s0 ), if ui (s) < ui (s0 ).



We say that state s is absorbing in the unperturbed dynamic if the process does not exit s, 0 = 1. We also say that a set of states RC is a recurrent class in the unperturbed dynamic if i.e. Ps,s



there is zero probability that the unperturbed dynamic will exit RC and there is a positive probability of moving from s to s0 within finite time periods for all s, s0 ∈ RC. Note that an absorbing 7 Probability



q J is independent of time, but it may depend on the current state. All the results will hold without change if q J > 0 for one state implies that q J > 0 for any state.
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state must be a singleton recurrent class. The following proposition relates an absorbing state with a strict R-stable equilbrium. Proposition 3.1. State s is absorbing in the unperturbed dynamic if and only if s is a strict R-stable equilbrium in ( I, R). Proof. For the ’if’ part, recall that if s is a strict R-stable equilbrium, then there exist at least one agent who will be strictly worse off for any coalitional deviation. Equation (1) implies that the transition probabilities from s to any other states are zero. For the ’only if’ part, suppose not. There exists absorbing state s that is not a strict R-stable equilbrium. Then, there exists J ∈ R such that all agents in J will be weakly better off by some joint deviations. Equation (1) implies that state s is not absorbing, a contradiction. The process starting from any state must lead to a strict R-stable equilibrium or a recurrent class consisting of multiple states. An issue is that the predictions of the unperturbed dynamic depend on initial states. The approach introduced below adds stochastic shocks to the dynamic and examine how resilient recurrent classes are to stochastic shocks. By doing so, it provides predictions independent of initial states.



3.2



The Coalitional Logit Dynamic We now introduce stochastic shocks and describe a perturbed dynamic behavior. We focus



on a logit-response dynamic of Blume (1993). To describe the logit rule, suppose that the current strategy profile is given by s, that the set of revising agents is given by J, and that s0J is proposed as their new strategy profile. The probability that agent i in coalition J agree with strategy profile s0J is given by η Ψi (s, s0 )



  exp η −1 ui (s0 ) = . exp [η −1 ui (s0 )] + exp [η −1 ui (s)]



(2)



where s0 = (s0J , s− J ) and η ∈ (0, ∞) denotes the noise level of the logit-response function. Note that agent i takes into account other agents’ new strategies, s0J , in Equation (2). The probability that all agents in J agree is given by ∏i∈ J Ψi (s, s0 ). η



The logit response dynamic is a Markov chain on the state space S . The probability for transition (s, s0 ) is given by η



Ps,s0 =



∑



q J qs0 ( J, s)



J ∈ Rs,s0



∏ Ψi (s, s0 ). η



(3)



i∈ J



Note that the unperturbed dynamic is obtained in the limit as η approaches zero.8



8 More precisely, the unperturbed dynamic with α



= 1/2 is the limiting dynamic as η approaches zero. Our analysis



will not differ for all α ∈ (0, 1).
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3.3



Limiting Stationary Distributions and Stochastic Stability The Markov chain induced by Pη is irreducible and aperiodic for η > 0, and so admits a unique



stationary distribution, denoted by π η . π η nicely summarizes the agents’ behavior in the longrun. Let π η (s) denote the weight that π η places on state s. π η (s) represents the fraction of time in which state s is observed in the long-run. It is also the probability that state s will be observed at any given time t, provided that t is sufficiently large. We say that state s is R-stochastically stable if the limiting stationary distribution places positive probability on s. Definition 3.2. State s is R-stochastically stable if limη →0 π η (s) > 0. To characterize R-stochastically stable states, we introduce several definitions. Given a state s, define an s-tree to be a directed graph T in which there exists a unique path from any state s0 ∈ S to s. An edge of s-tree, denoted by (s0 , s00 ) ∈ T (s), represents a transition from s0 to s00 . We define the cost of transition, (s, s0 ) as follows.



cs,s0 =



     min ∑i∈ J max{ui (s) − ui (s0 ), 0}



if Rs,s0 6= ∅,



 ∞



if Rs,s0 = ∅.



J ∈ Rs,s0



(4)



In words, the cost of a transition is the sum of payoff losses of agents revising in that transition. The next lemma shows that cost cs,s0 is equal to the exponential rate of decay of transition η



probability Ps,s0 .9 Most of proofs in this paper are relegated to Appendix. Lemma 3.3. If Rs,s0 6= ∅, then η



− lim η log Ps,s0 = cs,s0 . η →0



Lemma 3.3 implies that the amount of payoff losses plays a significant role in determining transitions. An interesting observation is that the dynamic captures the notion of ”taking one for team”. A transition in which an agent sacrifices a smaller amount of her payoffs to benefit others will be more likely than transitions which lose a greater amount of their payoffs. For instance, if everyone wants to go out but someone has to stay home to watch kids, it is more likely that someone will volunteer to stay than that everyone will stay. Let T (s) denote the set of s-trees. The waste of a tree T ∈ T (s) is defined as



∑



W (T ) =



cs0 ,s00 .



(5)



(s0 ,s00 )∈ T



The waste of a tree is the sum of the payoff disadvantages along the tree. The stochastic potential of state s is defined as W (s) = min W ( T ). T ∈T (s)



9 See



Chapter 12 of Sandholm (2010b) for a discussion of defining costs for stochastic dynamics.
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As η approaches zero, the stationary distribution converges to a unique limiting stationary distribution. Our main result below offers the characterization of R-stochastically stable states.10 The proof is relegated to Appendix, where we also provide the expression of the limiting stationary distribution (see Equation (19)). Theorem 3.4. A state is R-stochastically stable if and only if it minimizes W (s) among all states. Roughly, R-stochastically stable strategy profiles minimize the sum of payoff deficits by being switched from other strategy profiles. The cost defined by Equation (4) is the main difference from the standard stochastic stability analysis which assumes unilateral deviations. The cost evaluates the payoff disadvantages of coalitional deviation s0J for J ∈ Rs,s0 instead of unilateral deviations, i.e. evaluating ui (s0J , s− J ) instead of ui (si0 , s−i ).



R-stable Equilibrium Selection: Acyclicity and Coalitional Potential



3.4 3.4.1



Acyclic Interactions



Our dynamic may not select R-stable equilibrium in all interactions. In Sections 3.4.1 and 3.4.2, we characterize two classes of interactions in which our model selects a subset of R-stable equilibria. In this section, we consider a condition which parallels the acyclic condition in noncooperative games due to Young (1993). First, We define weakly improving path and cycle. Definition 3.5. A weakly improving path from a strategy profile s1 to another strategy profile sK is a sequence of strategy profiles {s1 , s2 , . . . , sK }, such that, for all k = 1, . . . , K − 1, (i) Rsk ,sk+1 is not empty, and (ii) ∃ J ∈ Rsk ,sk+1 such that ui (sk+1 ) ≥ ui (sk ) ∀i ∈ J. A weakly improving path {s1 , . . . , sK } is a sequence of strategy profiles that will be observed with positive probability in an unperturbed dynamic starting from s1 . A set of strategy profiles C with |C | ≥ 2 forms a cycle if there exists a weakly improving path connecting a strategy profile s to another strategy profile s0 for all s ∈ C and s0 ∈ C. A cycle C is closed if there is no weakly improving path from any s ∈ C that leads to some s0 ∈ / C. We call ( I, R) R-acyclic if ( I, R) has no closed cycle. It is weakly R-acyclic if, from any strategy profile s1 , there exists a weakly improving path to sK from which there is no weakly improving path to any other state. A non-singleton recurrent class corresponds to a closed cycle. If the interaction is weakly R-acyclic, then the process selects a subset of singleton recurrent classes. It is shown by the following proposition. Proposition 3.6. Suppose that ( I, R) is weakly R-acyclic. Then, any stochastically stable state is a strict



R-stable equilibrium. 10 By



replacing cs,s0 , the result can be applied with other noisy best responses. See Section 5.2.
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3.4.2



Coalitional Potential Interactions



In this section, we introduce a class of interactions which exhibit a function named coalitional potential. We show that the stochastically stable strategy profiles are those maximizing coalitional potential. This result provides a simpler way to determine the stochastically stable strategy profiles relative to Theorem 3.4.  Let I = N, (Si , ui )i∈ N , S be an interaction and R the set of feasible coalitions. We assume that Rs,s0 = Rs0 ,s for all s, s0 ∈ S . We define a coalitional potential and a coalitional potential interaction as follows. Definition 3.7. A function P : S → R is a coalitional potential for ( I, R) if for all J ∈ R, s J , s0J ∈ S J , s− J ∈ S− J



∑



 (ui (s J , s− J ) − ui (s0J , s− J ) = P (s J , s− J ) − P (s0J , s− J ).



i∈ J



( I, R) is called a coalitional potential interaction if it admits a coalitional potential. When S = S and R = N, a coalitional potential function coincides with a potential function of Monderer and Shapley (1996).11 In Sections 4.1 and 4.2, we show that the class of coalitional potential interactions includes interesting examples. The following lemma relates the maximizer of P with R-stable equilibrium of I. And the subsequent proposition shows that our model always selects R-stable equilibrium that maximizes P . Lemma 3.8. Suppose that ( I, R) is a coalitional potential interaction with potential P . A strategy profile s∗ ∈ S is an R-stable equilibrium if s∗ maximizes P . Proof. For any J ∈ R and s J ∈ S J , observe that



∑



∗ ) − u (s∗ ) = P (s , s∗ ) − P (s∗ ) ≤ 0. ui ( s J , s − J −J i J



i∈ J



∗ ) > u (s∗ ), then there must exist at This implies that if there exists agent i ∈ J such that ui (s J , s− i J ∗ ∗ least one agent j ∈ J such that u j (s J , s− J ) < u j (s ). According to Definition 2.1, s∗ is an R-stable equilibrium Lemma 3.8 also shows the existence of an R-stable equilibrium for a coalitional potential interaction. For example, s∗ maximizing P is a strong equilibrium if ( I, R) is a coalitional potential interaction with R = P( N ).12 Its converse is not necessarily true; An R-stable equilibrium does not necessarily maximize P . The following proposition, together with the lemma above, shows that our model selects Rstable equilibria maximizing a coalitional potential. 11 Recall Example 1 which shows that an interaction with S



= S and R = N is a noncooperative normal form game. S = S and R = P( N ), the coalitional potential is a generalized strong potential of Harks et al. (2012) which also showed the existence result of a strong equilibrium. 12 If



11



Proposition 3.9. Suppose that ( I, R) is a coalitional potential interaction with potential P . State s∗ is R-stochastically stable if and only if s∗ maximizes P . Proposition 3.9 is a generalization of results of Blume (1997) which considered potential games, i.e. coalitional potential interactions with S = S and R = N. Two generalizations of coalitional potential In the remainder of this section, we consider two generalizations which parallel (i) constrained dynamic of Marden and Shamma (2012) and (ii) ordinal potential due to Monderer and Shapley (1996), respectively.13 Following Marden and Shamma (2012), we consider dynamics in which the set of available deviations depends on the current strategy profile. Let st be the strategy profile in period t. With a constrained dynamic, the set of strategy profiles available to coalition J ∈ R in period t + 1 is a function of st , denoted by S J (st ).14 We impose the following assumption. Assumption 3.10. For any strategy profile pair s, s0 ∈ S , J ∈ Rs,s0 if and only if J ∈ Rs0 ,s . For any strategy profile s1 , sk ∈ S , there exists a sequence of strategy profiles {s1 , s2 , . . . , sk } such that Rsi ,si+1 6= ∅ for all 1 ≤ i ≤ k − 1. The assumption ensures that a reverse of a feasible path is also feasible. We have the following proposition. We omit the proof since it is similar to Proposition 3.9. Proposition 3.11. Suppose a coalitional potential interaction ( I, R) with potential P and a constrained dynamic satisfying Assumption 3.10. State s∗ is R-stochastically stable if and only if s∗ maximizes P . Second, we generalize the class of coalitional potential interactions in another way. It parallels ordinal potential of non-cooperative games due to Monderer and Shapley (1996). Definition 3.12. A function P : S → R is a coalitional ordinal potential for ( I, R) if for all J ∈ R, s J , s0J ∈ S J , s− J ∈ S− J , the following property holds:



∑



 (ui (s J , s− J ) − ui (s0J , s− J ) > 0 iff P (s J , s− J ) − P (s0J , s− J ) > 0.



i∈ J



We turn to the question of convergence to R-stable equilibria in coalitional ordinal potential interactions. We answer it in the affirmative. Proposition 3.13. Suppose coalitional ordinal potential interaction ( I, R). The set of stochastically stable states of ( I, R) is contained in the set of R-stable equilibria.



13 Another



potential generalization is to study the stability of local potential maximizer along a line of Okada and Tercieux (2012). We leave it for future analysis. 14 Note that S J ( st ) ⊆ S J ( st ). −J
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3.5



Radius-Coradius Theorems



3.5.1



A Radius-Coradius Theorem



In the stochastic stability literature, one of the most powerful methods to identify stochastically stable states is the Radius-Coradius theorem of Ellison (2000). In this section, we prove an analogous result to the Radius-Coradius theorem. The result provides predictions in a less computationally expensive manner than Theorem 3.4 whenever it can apply. A directed graph d(s1 , sk ) on S is a path if d(s1 , sk ) is a finite, repetition-free sequence of transitions {(s1 , s2 ), (s2 , s3 ), . . . , (sk−1 , sk )} such that si ∈ S for all i = 1, . . . , k. A path d(s1 , sk ) is feasible if Rsi si+1 6= ∅ for all i = 1, . . . , k − 1. Let D(s, s0 ) be the set of feasible paths with initial point s and terminal point s0 . Let the waste W (d(s, s0 )) be the sum of transition costs of d(s, s0 ), i.e.



∑



W (d(s, s0 )) =



(si ,si+1



csi ,si+1 .



)∈d(s,s0 )



The basin of attraction of state s, B(s), is the set of all states s0 such that there exists a path d ∈ D(s0 , s) with W (d) = 0. Let U denote a recurrent class and Θ1 a set of recurrent classes, i.e. U ∈ Θ and and Θ1 ⊂ Θ.15 Let B(U ) = ∪s∈U B(s) and B(Θ1 ) = ∪U ∈Θ1 B(U ). These are interpreted similarly to B(s). For example, B(U ) denotes the set of all states s0 such that there exists a path d ∈ D(s0 , s) with W (d) = 0 for some s ∈ U. We define the radius and the coradius of Θ1 as16 W (d) d ∈ D(s, s0 ) ,



(6)



 CR(Θ1 ) = max min min W (d) d ∈ D(s0 , s) .



(7)



R(Θ1 ) = min min min U ∈ Θ 1 s ∈U



s0 ∈ / B(Θ



 1)



s0 ∈ / B ( Θ 1 ) U ∈ Θ 1 s ∈U



R(Θ1 ) is the minimum waste for the process to move away from the basin of attraction of Θ1 . CR(Θ1 ) is the maximum waste for the process to move into the basin of attraction of Θ1 . Theorem 3.14 (Radius-Coradius). Let Θ denote the set of all recurrent classes of the unperturbed dynamic. Suppose that Θ1 ⊂ Θ satisfies that R(Θ1 ) > CR(Θ1 ). Then, the limiting stationary distribution places probability one on Θ1 . We omit the proof since it is immediate from Theorem 3.15 below. The theorem is interpreted as follows. The minimum expected duration the process stays in Θ1 until it exits is proportional to exp(η −1 R(Θ1 )). While the maximum waiting time before the process reaches Θ1 is proportional to exp(η −1 CR(Θ1 )). If R(Θ1 ) > CR(Θ1 ), the ratio of staying time to the waiting time approaches infinity as the noise vanishes. Then, we will observe Θ1 most of times. that U is a set of states and Θ1 is a set of sets of states. Θ1 consists of one recurrent class U, then (6) and (7) are reduced to  R(U ) = min min W (d) s0 ∈ / B(U ), d ∈ D(s, s0 ) , s ∈U  CR(U ) = max min W (d) d ∈ D(s0 , s) for some s ∈ U .



15 Note 16 If



s0 ∈ / B (U )
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3.5.2



A Modified Radius-Coradius Theorem



Next, we show an analogous result of the Modified Radius-Coradius theorem of Ellison (2000). Suppose that s1 ∈ U1 and sk ∈ Uk for some U1 , Uk ∈ Θ. We define Θ(d(s1 , sk )) = {U ∈ Θ |si ∈ U for some 1 ≤ i ≤ k } \ {U1 , Uk }. Θ(d(s1 , sk )) denotes the set of the intermediate recurrent classes through path d(s1 , sk ). Define the offset of path d(s1 , sk ) as



∑



OW (d(s1 , sk )) =



U 0 ∈Θ(d(s



R (U 0 ) .



(8)



1 ,sk ))



For Θ1 ⊂ Θ, define the modified coradius as   CR∗ (Θ1 ) = max min min W (d) − OW (d) d ∈ D s0 , s . s0 ∈ / B ( Θ 1 ) U ∈ Θ 1 s ∈U



Theorem 3.15 (Modified Radius-Coradius). If there exists Θ1 ⊂ Θ such that R(Θ1 ) > CR∗ (Θ1 ), then the limiting stationary distribution places probability one on Θ1 . Since CR∗ (Θ1 ) ≤ CR(Θ1 ) for all Θ1 ⊂ Θ, Theorem 3.15 can be applied in a larger class of interactions than Theorem 3.14. However, this theorem involves slightly more computations. Our rule of thumb is to try theorems in the following order: (i) Theorem 3.14, (ii) Theorem 3.15, then (iii) Theorem 3.4.



4



Applications



4.1



Applications in Exchange Economies



4.1.1



Simple Exchange Economy



In Sections 4.1 and 4.2, we introduce applications of coalitional potential interactions. Following Kandori et al. (2008), we consider a simple exchange economy in this section. Examples of such markets are markets in which any money transfer is prohibited, and markets which are too thin for any intermediary to act.17 Coalitions are naturally formed in an exchange economy, since two or more agents are involved with an exchange of goods. Suppose a house swapping market introduced by Shapley and Scarf (1974). H denotes the finite set of houses with | H | = n. Let the strategy space for agent i be ( Si =



) h si ∈ {0, 1} ∑ si = 1 h∈ H n



An entry sih = 1 in si ∈ Si represents that agent i owns house h. Strategy si is interpreted as a 17 For



example, any monetary transfer is prohibited in a kidney exchange (See Roth et al. (2007)).
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house allocation for agent i. Let ( S =



) h s ∈ S ∑ si = 1 ∀ h ∈ H . i ∈ N



In words, S is the set of states in which every agent owns exactly one house. Thus, strategy profile space S is interpreted as the space of feasible allocations. The utility of agent i is given by ui (s) = ui (h|sih = 1) for s ∈ S . Let R be such that the perturbed dynamic visits every allocation with positive probability, e.g. a set of pairs.18 The dynamic interaction proceeds as follows. At the beginning of a period, a coalition J ∈ R is chosen with probability q J . They choose one feasible allocation s0 ∈ S J (s) where s denotes the current allocation, and  S J (s) = s00 ∈ S : si00 = si ∀i ∈ /J .



(9)



The probability that s0 is chosen is given by qs0 (s, J ) such that qs0 (s, J ) = 0 if s0 ∈ / S J (s). Agents in J agree with s0 with the probability given by (3). Otherwise, the trade does not occur in a given period. This economy exhibits a coalitional potential given by Σi∈S ui (·).



We characterize R-



stochastically stable allocations as below. Proposition 4.1. The limiting stationary distribution places probability one on the set of allocations that maximize the sum of the agents’ utility functions. Proof of Proposition 4.1. Observe that the interaction of the house exchange economy admits a coalitional potential function P over S such that for all s ∈ S



P ( s ) = ∑ ui ( s ) . i∈ N



The claim follows from Proposition 3.9. In a market with a price mechanism, Vega-Redondo (1997) showed that the stochastically stable outcome is a Walrasian outcome which maximizes the sum of firms’ profits.19 Interestingly, in a simple exchange economy, we have obtained a similar result; the stochastically stable outcome is an allocation which maximizes the sum of agents’ utilities. A version of the result has been proved by Kandori et al. (2008). Our result is more general in the sense that we relax two restrictions; (i) q J must be independent of the current strategy profile, and (ii) qs0 ( J, s) must be symmetric in the candidate strategy distribution, i.e. qs0 ( J, s) = qs ( J, s0 ). Restriction (i) rules out settings where coalition formations depend on the strategy profile. For instance, suppose a listing service, e.g. craigslist.org, that provides a list of potential traders. 18 We



do not restrict R to be a set of pairs since more than two agents might exchange. For example, there is a precedent that three patients exchange their donors in kidney exchange. See Roth et al. (2007). 19 Vega-Redondo (1997) considered the firms’ behavior with an imitative revision rule. Consumers are represented by a demand curve.
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The coalition formations may depend on the current allocation on such a listing service, because a typical service provides a list sorted by categories, e.g. houses sorted by location. It implies that the probability people find their counter-part on such listing services would depend on their current locations, i.e. the current allocation. Restriction (i) rules out these settings. Restriction (ii) prohibits any favorable choice of allocations. Observe that (ii) implies that



∑



qs0 ( J, s) = 1 ⇔



s0 ∈S J (s)



∑



qs ( J, s0 ) = 1.



s0 ∈S J (s)



For the intuition, suppose J = {1, 2, 3}, S J (s− J ) = {s1 , s2 , s3 }, and that s1 Pareto dominates s2 and s3 . It is natural to imagine that coalition J picks up s1 with higher probability when they are in s2 or s3 , i.e. qs1 ( J, s) > 0.5 for s J ∈ {s2 , s3 }. However, (ii) rules out such probability distributions. Remark 4.2 (Preference Order ). When we only have preference orders of agents, a way to apply our model is to assign utility functions to their orders. Suppose a house allocation problem as a triple h N, H, {i }i∈ N i where i is a complete, transitive preference order over H. Suppose that utility function is such that ui (s) = |{h ∈ H : hi (s)  x h}| for all i ∈ N and s ∈ S , e.g. ui (s) = | H | if i owns her most preferred house. Proposition 4.1 tells us that states maximizing the sum of utilities are stochastically stable. Define the envy level of agent i in allocation s as ei (s) = |{h ∈ H : h i hi (s)}|, that is the number of houses agent i prefers to his current house. Observe that ( s∗ : ∑ ui (s∗ ) = max 0 i∈ N



∑ ui ( s 0 )



)



s ∈S i ∈ N



(



=



s∗ :



∑



i∈ N



(



=



s∗ :







 | H | − ui (s∗ ) = min 0 s ∈S



ei ( s 0 ) ∑ ei (s∗ ) = smin 0 ∈S ∑



i∈ N



∑



) 



| H | − ui ( s 0 )







i∈ N



) .



i∈ N



By assigning a linear utility to the preference order, the stochastically stable allocation coincides with the minimum envy allocation proposed by Ben-Shoham et al. (2004). 4.1.2



Exchange Economy with K Goods



It is straightforward to extend the analysis to an economy with more than one good. Suppose an economy consisting of consumer set N = {1, . . . , n} and K goods. Consumer i’s consumption K .20 An entry sk ≥ 0 represents i’s holdings of bundle is denoted by si = {s1i , . . . , siK } ∈ Si = Z+ i



good k. The total endowment of k is ek ≥ 0 for k = 1, . . . , K. The space of feasible allocations is ( S =



20 Each



) s ∈ S ∑ sik = ek ∀k = 1, . . . , K . i ∈ N



good is divisible (but not perfectly).



16



We assume that the intrinsic utility of consumer i is given by ui (s) = ui (si ). Let R be such that the perturbed dynamic visits every allocation with positive probability. The dynamic proceeds similarly. In each period, a coalition J ∈ R is chosen. Given the current allocation s, consumers in J choose one allocation s0 ∈ S J (s) where S J (s) is given by (9). They will agree to the exchange and switch to allocation s0 if every consumer yields higher utility subject to the random shocks. Define the social surplus as SS(s) = ∑i∈ N ui (s). It is straightforward to see that SS(·) is a coalitional potential. The following proposition is immediate, and we omit its proof. Proposition 4.3. Suppose an exchange economy consisting of n consumers and K goods. The limiting stationary distribution places probability one on the set of allocations that maximize the social surplus. The proposition holds even if utility function is decreasing over some goods. However, note that the endowment constraints must hold for all goods. An interpretation of such a good is that it is a ’task’ that must be carried out by somebody. The following example illustrates the case. Example 4 (Divide the household chores). Two individuals 1 and 2 share their monthly (30 days) household duties, say cooking and dish washing denoted by c and d respectively. Assume that each duty must be done everyday, i.e. ∑i=1,2 six = 30 for x ∈ {c, d}. Also assume that six ∈ Z for i ∈ {1, 2} and x ∈ {c, d}. Suppose that the utility function for i ∈ {1, 2} is given by ui = αi log (30 − sic ) + (1 − αi ) log (30 − sid ) where 0 < αi < 1. αi is interpreted as the relative dislike of cooking to washing for i. At the beginning of each month, they negotiate to swap their duties. The R-stochastically stable allocation maximizes u1 + u2 . For α1 = 2/3 and α2 = 1/3, it is given by s1c∗ =



4.2



30α2 = 10, α1 + α2



s1d∗ =



30α1 = 20. α1 + α2



Cost Sharing in a Fixed Network: Distance-based Payoffs In this section, we study cost-sharing among agents in a fixed network with the distance-based



payoffs. Network g is a set of links and a link between agents i and j is denoted by (ij) ∈ g. Let gi denote a set of neighbors of agent i, i.e. j ∈ gi if and only if (ij) ∈ g. Let sij denote agent i’s contribution to link (ij). For all (ij) ∈ g, a strategy space of agent i with regards to link (ij) is such that Sij = {0, γ, . . . , c − γ, c} where γ > 0 and c the cost of maintaining a link. No element in Sij is negative, i.e. there is no transfer between agents. Agent i’s strategy space is defined as Si = × j∈ gi Sij . Since links are fixed, a strategy profile s = (s1 , . . . , sn ) is such that sij + s ji = c > 0 for any (ij) ∈ g. We let R = { J ⊂ N : | J | = 2} which reflects a fact that a change in cost-sharing must involve two agents. The set of feasible strategy profiles is given by S = {s ∈ ×i∈ N Si : sij + s ji = c ∀(ij) ∈ g}. Let d(i, j) denote the number of links in the shortest path between i and j. Let d(i, j) = ∞ if i
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and j are not connected. A distance-based utility function is given by ui ( si , s −i ) = ϕ



∑δ j 6 =i



d(i,j)



−



∑ sij



!



j ∈ gi



for some δ < 1 and an increasing function ϕ : R → R. The interpretation of the utility function is that agent i joined some collaborative work if she has an access to or is being accessed by another agent. The next proposition is an application of the coalitional potential result. Proposition 4.4. A state s is R-stochastically stable if and only if s maximizes the sum of the agents’ utilities. Proof. Note that a change in strategies sij and s ji affects only agents i and j’s utility functions. Then, the interaction admits a coalitional potential P such that P (s) = ∑i∈ N ui (s) for all s ∈ S . The claim follows from Proposition 3.9. In the remainder of this section, We consider the cost-sharing among agents forming a star network. A network is said to be a star network if one agent (the center agent) has links with every other agent and every other agent has no link except the one with the center agent. Many studies have shown that a star network is the most likely structure of networks.21 Suppose network g is a star network and that the agents’ payoff functions are distance-based and concave. We assume that δ − δ2 < c.22 Using Proposition 4.4, we have the following corollary. Corollary 4.5. Suppose that ϕ is concave. In a fixed star network, the center agent will contribute either  k ∗ γ or k ∗ + 1 γ to each link in R-stochastically stable states where k ∗ is an integer satisfying   2 +c n − 2 δ − δ ( n − 2) δ − δ2 + c ( ) − 1 < k∗ ≤ . γn γn Note that k ∗ approaches zero as δ approaches one with sufficiently large n. If the benefits of networking do not depreciate, e.g. sharing digital data or information, then the star network will be mainly supported by peripheral agents.



5



Discussions



5.1



Pareto Efficiency In the applications in Section 4, our model selects Pareto efficient strategy profiles. One might



tend to conclude that these results are obvious because stochastic potentials are computed based on payoff decreases between strategy profiles. However, Pareto efficiency of outcomes is not always guaranteed. Moreover, larger sets of feasible coalitions may not always result in more efficient outcomes. These are illustrated in the following example. 21 See 22 It



Bala and Goyal (2000), Feri (2007) and Hojman and Szeidl (2008), for example. is a known condition under which a star network will be stochastically stable (see Feri (2007)).



18



Example 5. Consider the following three-player normal form game G. 3



1



A3



B3



2



2



A2



B2



A1



4, 4, 4



0, 0, 0



B1



0, 0, 0



3, 6, 0



A2



B2



A1



0, 0, 0



0, 3, 6



B1



6, 0, 3



2, 2, 2



Suppose that interaction I is equivalent to G, i.e. S = S. Let A = ( A1 , A2 , A3 ) and B =



( B1 , B2 , B3 ). Observe that the sets of Nash equilibria and pairwise stable equilibria coincide and are given by { A, B}, and that A Pareto dominates B. A is the unique R-stochastically stable strategy profile when R = N, but B is the unique R-stochastically stable profile when R = { J ⊂ N : | J | ≤ 2}. It might seem puzzling that the Pareto dominated equilibrium is selected when pairs of players can cooperate. However, it can happen when some coalitions make it less costly to escape from a Pareto efficient equilibrium. In Example 5, any unilateral deviation from strategy profile A costs 4, while any unilateral deviation from B costs 2. While, any pairwise deviation from A, e.g. ( B2 , B3 ), costs 1 and any pairwise deviation in B costs 4. We easily find that B is R-stochastically stable with R = { J ⊂ N : | J | ≤ 2}. This example also illustrates that a larger set of feasible coalitions may not necessarily lead to more efficient outcomes.



5.2



Other Choice Rules In this section, we discuss other noisy best responses. Although the logit choice rule pro-



vides an intuitive model of mistakes, we feel that the best modeling choice may be applicationdependent. For our readers, we show that the transition costs for two other major noisy best responses, such as the best response with mutations (BRM) and the probit choice. Our technique used in Lemma 3.3 is applicable to those choice rules, and Theorem 3.4 holds by replacing the transition costs of Equation (4) with those of Equation (10) or (11).23 BRM The probabilities of suboptimal choices are identical and independent of the payoff disadvantages of doing so, e.g. given by exp(−η −1 ). We define the cost of transition (s, s0 ) as follows.



cBR s,s0 =



   min ∑i∈ J 1{ui (s0 ) < ui (s)}



if Rs,s0 6= ∅,



 ∞



if Rs,s0 = ∅,



J ∈ Rs,s0



23 Note



(10)



that the noise level η should be conveniently reinterpreted for the two specifications in order to obtain analogous results of Lemma 3.3. See Examples 1 and 3 of Sandholm (2010a) for the reinterpretation of η.
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where 1{ui (s0 ) < ui (s)} =



 1



if ui (s0 ) < ui (s),



0



otherwise.



0 cBR s,s0 is the number of agents which will be worse off in transition ( s, s ) and thus embodies the



notion of “mutation counting” in the style of Kandori et al. (1993) and Young (1993). Probit choice24 The probit choice assumes that the payoff perturbations are i.i.d. normal random variables with mean 0 and variance η > 0. The cost of transition (s, s0 ) is defined as follows.



cPro s,s0 =



   min ∑i∈ J J ∈ Rs,s0



1 4



(max{ui (s) − ui (s0 ), 0})2



 ∞



if Rs,s0 6= ∅,



(11)



if Rs,s0 = ∅,



The probit choice takes into account the magnitudes of payoff disadvantages of suboptimal choices as well. The difference is that the logit choice linearly evaluates payoff disadvantages, while the probit choice quadratically does.



5.3



Synchronous Deviations by Multiple Coalitions We have restricted our attention to asynchronous learning so far, where exactly one coalition



revises their strategy profile in each period. In this section, we discuss arbitrary specification of revision opportunities, i.e. multiple coalitions may revise simultaneously. Here, we extend our ´ model similarly to Alos-Ferrer and Netzer (2010) extending Blume (1993). Let J ⊂ R denote an arbitrary set of coalitions which may independently and simultaneously deviate in one period. Let Rsy denote the class of such J . We assume that coalitions simultaneously revising are disjoint, i.e.



Rsy ⊆ {J ⊂ R : J ∩ J 0 = ∅ ∀ J, J 0 ∈ J and J 6= J 0 }. The following example illustrates the notion of Rsy . Example 6. Suppose that {{1}, {2}, {3}}, {{1, 2}, {3, 4}} ∈ Rsy . The first element means that Players 1, 2 and 3 independently revise their strategies in a given period, while the second element that two coalitions {1, 2} and {3, 4} do so. The dynamic interaction proceeds as follows. In period t, J is randomly selected from Rsy . For each J ∈ J , one strategy profile s0J ∈ S J (st− J ) is proposed. If all agents in J agree with playing 24 The



probit choice model has been studied in stochastic stability analysis by Myatt and Wallace (2003), Maruta (2002) and Dokumacı and Sandholm (2011), for example.
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s0J , agents will switch to s0J for the next period. If at least one agent in J disagrees, then agents in J will stick with their current strategies. Since coalitions independently revise, it can occur that agents in some J ∈ J switch while those in some J 0 ∈ J do not in the period. For any pair of strategy profiles s, s0 ∈ S , let sy



Rs,s0 = {J ∈ Rsy : si 6= si0



only if i ∈ J for some J ∈ J }.



sy



Rs,s0 denotes the set of J potentially leading from s to s0 . Let sy



J1 = { J ∈ J : si 6= si0 for some i ∈ J } and J2 = J \ J1



for J ∈ Rs,s0 .



J1 is the set of coalitions which must switch their strategy profiles to realize transition (s, s0 ). While J2 , possibly an empty set, is the set of coalitions which must not switch .25 The probability that agent i in coalition J agrees with strategy profile s0J for all J ∈ J1 is given by h i −1 u ( s 0 , s ) exp η i J −J η h i Ψi (s, s0 , J ) = . exp η −1 ui (s0J , s− J ) + exp [η −1 ui (s)]



(12)



The difference from Equation (2) is that agent i ∈ J is evaluating (s0J , s− J ), not s0 . Agents in a coalition take into account their new strategy profile, but do not take into account new strategy profiles of other revising coalitions. The probability that all simultaneously revising coalitions agree to switch is given by ∏ J ∈J1 ∏i∈ J Ψi (s, s0 , J ). η



Let qJ denote the probability that coalitions in J receive revision opportunities, and qs0 ( J, s) the probability that s0J is proposed to J. The probability for transition (s, s0 ) is given by η Ps,s0



=



∑



sy



J ∈ Rs,s0



qJ



∏



J ∈J1



"



qs0 ( J, s) ∏ i∈ J



"



# η Ψi (s, s0 ,



J)



∏ ∑



J ∈J2



sˆ∈S



qsˆ ( J, s) 1 − ∏ i∈ J



!#! η Ψi (s, sˆ,



J)



.



(13)



Note that the product over J2 is the probability that at least one member rejects a proposal for each J ∈ J2 . The cost of transition (s, s0 ) will be given by



cs,s0 =



" #    0  min ∑ ∑ max{ui (s) − ui (s J , s− J ), 0} sy J ∈ Rs,s0



J ∈J1 i ∈ J



  ∞



sy



if Rs,s0 6= ∅, if



sy Rs,s0



(14)



= ∅,



Observe that cs,s0 does not involve any cost regarding to J2 . The cost regarding to J2 is always zero because there is non-negligible probability that the process proposes the current strategy profile s as a new one for all J ∈ J2 . In that case, every agent rejects with probability .5. It will be interesting to apply the synchronous learning model to applications in Section 4. We transition (s, s0 ) to occur, coalitions in J2 should reject any proposal. J2 does not affect the cost of transition (see Equation (14)). 25 For
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leave it for our future research. We conclude this section by introducing an example in which predictions of two learning models would differ. Example 7. Consider the following three-player normal form game G. 3



1



A3



B3



2



2



A2



B2



C2



A2



B2



C2



A1



6, 6, 6



0, 0, 0



0, 0, 0



A1



0, 0, 0



0, 0, 0



0, 0, 0



B1



0, 0, 0



9, 3, 9



0, 0, 0



B1



0, 0, 0



10, 10, 10



0, 0, 0



C1



0, 0, 0



0, 0, 0



0, 0, 0



C1



0, 0, 0



0, 0, 0



9, 10, 10



Suppose that interaction I is equivalent to G, i.e. S = S. Let R = { J ⊂ N : | J | ≤ 2}. Observe that pairwise stable equilibria are A = ( A1 , A2 , A3 ) and B = ( B1 , B2 , B3 ). Under asynchronous learning, B is the unique R-stochastically stable profile. While A is unique stochastically stable profile under synchronous learning with Rsy = {J ⊂ R : J ∩ J 0 = ∅ ∀ J, J 0 ∈ J and J 6= J 0 }.26 In asynchronous learning, observe that W ( A) = 4 and W ( B) = 3. The minimum-cost transition from A to B is a sequence of transitions such that the process sequentially visits ( B1 , B2 , B3 ),



( B1 , B2 , A3 ), and then ( A1 , A2 , A3 ). That from B to A is a sequence reversing the above sequence. While, in synchronous learning, W ( A) = 2 and W ( B) = 3. The minimum-cost transition from A to B is the same as asynchronous learning. That from B to A is a sequence of transitions such that the process visits ( B1 , B2 , B3 ), (C1 , C2 , A3 ), and ( A1 , A2 , A3 ). The first transition will occur when Players 1 and 2 jointly switch to (C1 , C2 ), which costs one for Player 1 and zero for Player 2, while independently Player 3 switches to A3 , which costs one for Player 3. In the second transition, Players 1 and 2 jointly switch to ( A1 , A2 ) with zero cost.
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Conclusion We have extended the stochastic stability approach to settings in which agents make joint



decisions. Our framework accommodates arbitrary sets of groups of agents who potentially make a joint decision. The modeller chooses a setting and a set of admissible coalitions, denoted by R, and then our result provides R-stochastically stable outcomes. Many questions remain to be answered. One is whether the stochastically stable outcomes can be characterized succinctly in matching problems, such as Gale-Shapley marriage problems and hospital-intern problems. Jackson and Watts (2002) showed that all stable matchings are stochastically stable under the best response with mutations dynamic. The result will likely differ under the logit choice rule; our model may select a proper subset of stable matchings.27 26 Stochastic 27 Newton



stability in synchronous learning is defined by replacing costs in Equation (5) with Equation (14). and Sawa (2013) have been addressing this question.
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Another question is whether our model can be extended in a way to examine stochastic stability of coalition-proof equilibrium due to Bernheim et al. (1987). Our present model may not be suitable for it. Coalition-proof equilibrium is robust against self-enforcing joint deviations by coalitions. Roughly describing, a joint deviation by coalition J is self-enforcing if no proper subset of J, taking the actions of its complement as fixed, can agree to deviate in a way that makes all of its members better off. In the unperturbed dynamic of our model, a coalition-proof equilibrium is not necessarily absorbing because it may be upset by non self-enforcing joint deviations. This suggests that our predictions might differ from any subset of coalition-proof equilibria. An interesting problem in further study is to investigate what types of differences might emerge, and characterize a class of interactions in which our predictions coincide with a subset of coalition-proof equilibria.
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Appendix



Proofs of Theorems in Section 3 Proof of Lemma 3.3. For J ∈ Rs,s0 , define cs,s0 ( J ) =



∑ max{ui (s) − ui (s0J , s− J ), 0}. i∈ J



Note that cs,s0 = min J ∈ Rs,s0 cs,s0 ( J ). For J ∈ Rs,s0 , let η ψs,s0 ( J )



  exp η −1 ∑i∈ J ui (s0 ) = q J qs0 ( J, s) . ∏i∈ J [exp [η −1 ui (s0 )] + exp [η −1 ui (s)]] η



We will show that limη →0 η log ψs,s0 ( J ) = −cs,s0 ( J ) for all J ∈ Rs,s0 , and then prove that the rate of η



decay of Ps,s0 is given by the minimum of cs,s0 ( J ), i.e. cs,s0 . Observe that η



lim η log ψs,s0 ( J ) =



η →0



η log ∑ ui (s0 ) − ∑ ηlim →0 i∈ J



h



h i h ii exp η −1 ui (s0 ) + exp η −1 ui (s)



i∈ J



= −cs,s0 ( J ).



(15)



To see this, observe that the rightmost term of the first equality above can be rewritten as follows. The rightmost term of the equation below approaches zero in the limit. h h i h ii lim η log exp η −1 ui (s0 ) + exp η −1 ui (s) η →0  h i = max{ui (s0 ), ui (s)} + lim η log 1 + exp η −1 min{ui (s0 ) − ui (s), ui (s) − ui (s0 )} . η →0



∗ 0 = { J ∈ R 0 : c 0 ( J ) = c 0 }. In words, R∗ 0 is the set of coalitions which minimize the Let Rs,s s,s s,s s,s s,s
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∗ 0 . For sufficiently small η, Equation (15) tells us that decay rate in transition (s, s0 ). Let J ∗ ∈ Rs,s ψs,s0 ( J ∗ ) > ψs,s0 ( J ) η



∗ 0. ∀J ∈ / Rs,s0 \ Rs,s



η



It implies that, for sufficiently small η, ψs,s0 ( J ∗ ) ≤ Ps,s0 = η



η



∑



∑



η



J ∈ Rs,s0



ψs,s0 ( J ) ≤



ψs,s0 ( J ∗ ). η



J ∈ Rs,s0



Taking the limits in the both sides, we have  lim η log ψs,s0 ( J ∗ ) ≤ lim η log Ps,s0 ≤ lim η log  η



η



η →0



η →0



η →0







∑



J ∈ Rs,s0



ψs,s0 ( J ∗ ) η



η



⇔ − cs,s0 ≤ lim η log Ps,s0 ≤ −cs,s0 . η →0



This proves the claim. We prove Lemmas A.1 and A.2 in order to prove Theorem 3.4. We first make a couple of definitions. For transition (s, s0 ), define as,s0 =



∑



"



∗ J ∈ Rs,s 0



 # exp η −1 max{ui (s0 ), ui (s)} . q J qs0 ( J, s) ∏ exp (η −1 ui (s0 )) + exp (η −1 ui (s)) i∈ J



Let T ∗ (s) = { T (s) ∈ T (s) : W ( T (s)) = W (s)}. T ∗ (s) is the set of s-trees which minimize the stochastic potential of s. For s ∈ S , define A T (s) =



∏



as0 ,s00 ,



and



αs =



(s0 ,s00 )∈ T (s)



∑



T (s)∈T ∗ (s)



A T (s) .



Lemma A.1 below shows the dependence of stationary distribution π η on noise level η. Lemma A.1. The stationary distribution π η satisfies for each s ∈ S π η (s) ∝ αs exp(−η −1 W (s)) + o (exp(−η −1 W (s))). Proof. By Freidlin and Wentzell (1988), we know that π η (s) ∝



∑



∏ 0 00



T ∈T (s) (s ,s )∈ T



η



Ps0 ,s00 .



Note that s-trees including infeasible transitions contribute zero to the sum above. Let T c (s) =
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T (s) \ T ∗ (s). Decompose the RHS of the above expression as follows.



∑



∏ 0 00



∑∗



η



Ps0 ,s00 =



T ∈T (s) (s ,s )∈ T



∏ 0 00



T ∈T (s) (s ,s )∈ T



η



Ps0 ,s00 +



∑



∏ 0 00



T ∈T c (s) (s ,s )∈ T



η



Ps0 ,s00 .



Lemma 3.3 together with the definition of T ∗ (s) implies that we have " lim η log



η →0



∑



#



∏



T ∈T c (s) (s0 ,s00 )∈ T



η Ps0 ,s00



< −W ( s ) .



The observation above implies that π η (s) ∝



∑∗



∏ 0 00



Ps0 ,s00 + o (exp(−η −1 W (s))). η



T ∈T (s) (s ,s )∈ T



(16)



We further decompose the first term of the RHS of (16). Observe that, for all J ∈ Rs∗0 ,s00 , "   #     exp η −1 max{ui (s00 ), ui (s0 )} exp η −1 ui (s00 ) −1 ∏ exp [η −1 ui (s00 )] + exp [η −1 ui (s0 )] = exp −η cs0 ,s00 ∏ exp [η −1 ui (s00 )] + exp [η −1 ui (s0 )] i∈ J i∈ J η



Using the observation above, we can decompose Ps0 ,s00 as below. η Ps0 ,s00



=



∑



  exp η −1 ui (s00 ) q J qs00 ( J, s ) ∏ + o (exp(−η −1 cs0 ,s00 )) −1 u ( s00 )] + exp [ η −1 u ( s0 )] exp η [ i i i∈ J 0



J ∈ Rs∗0 ,s00



= as0 ,s00 exp(−η −1 cs0 ,s00 ) + o (exp(−η −1 cs0 ,s00 )). Note that o (exp(−η −1 cs0 ,s00 )) includes all terms for J ∈ / Rs∗0 ,s00 . Also observe that exp(−η −1 W (s)) =



∏



exp(−η −1 cs0 ,s00 )



∀ T ∈ T ∗ ( s ).



(s0 ,s00 )∈ T



Using two observations above, we can rewrite the first term of Equation (16) as follows.



∑∗



∏ 0 00



T ∈T (s) (s ,s )∈ T



η



Ps0 ,s00 =



=



∑∗



∏ 0 00



h



as0 ,s00 exp(−η −1 cs0 ,s00 ) + o (exp(−η −1 cs0 ,s00 ))



i



T ∈T (s) (s ,s )∈ T



∑∗



A T (s) exp(−η −1 W (s)) + o (exp(−η −1 W (s)))



T ∈T (s)



= αs exp(−η −1 W (s)) + o (exp(−η −1 W (s))). The last equation together with Equation (16) proves the claim. With Lemma A.1, we analyze the limiting behavior of the dynamic. Let π 0 denote the limiting
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stationary distribution, i.e. π 0 = limη →0 π η . Define W ∗ as the minimum stochastic potential, i.e. W ∗ = min W (s). s ∈S



Also let S ∗ = {s ∈ S : W (s) = W ∗ }. In words, S ∗ is the set of states which minimize the stochastic potential. The existence of π 0 is provided by the lemma below. Lemma A.2. The limiting stationary distribution limη →0 π η exists. Proof of Lemma A.2. Observe that, for all Rs,s0 6= ∅,



∗ 0 ≡ lim a 0 = as,s s,s η →0



"



∑



∗ J ∈ Rs,s 0



 1{ui (s0 )=ui (s)} # 1 , q J qs0 ( J, s) 2



where 1{ui (s0 ) = ui (s)} = For s ∈ S , define



A∗ T (s) =



∏ 0 00



as∗0 ,s00 ,



 1



if ui (s0 ) = ui (s),



0



otherwise.



and



αs∗ =



(s ,s )



∑∗



A∗ T (s) .



T (s)∈T (s)



According to Lemma A.1, it is obvious that π η (s) =0 η →0 π η ( s ∗ )



if s ∈ / S ∗ and s∗ ∈ S ∗ .



lim



(17)



This implies that π 0 (s) = 0 if s ∈ / S ∗ . For states in S ∗ , observe that π η (s) αs∗ = 


0 < lim



∀s, s0 ∈ S ∗ .



(18)



Since state space S is finite, this proves the existence. With Lemmas A.1 and A.2, we are ready to prove our main result. Proof of Theorem 3.4. We will show that the limiting stationary distribution is given by



0



π (s) =



 



αs∗ ∑s0 ∈S ∗ αs∗0



0



if s ∈ S ∗ ,



(19)



otherwise.



Observe that π 0 defined in (19) satisfies Equations (17) and (18). In addition, π 0 satisfies that ∑s∈S π 0 (s) = 1. Due to the uniqueness of π η for all η > 0 together with the existence, π 0 in Equation (19) must be the unique limiting stationary distribution. Observing that π 0 (s) > 0 if and only if s ∈ S ∗ , we complete the proof. 26



Proof of Proposition 3.6. Let Θ denote the set of all recurrent classes of the unperturbed dynamic. It suffices to show that every recurrent class corresponds to a strict R-stable equilibrium. Suppose that there exists U ∈ Θ such that s1 ∈ U does not correspond to a strict R-stable equilibrium. Since ( I, R) is weakly R-acyclic, there is an improving path from s1 to some sK which has no outbound improving path. Note that sK must be a strict R-stable equilibrium by definition. Observe that there is positive probability that the unperturbed dynamic will lead the process from s1 to sK . Proposition 3.1 implies that sK is a singleton recurrent class, and so the process will never reach s1 again. It contradicts that U is a recurrent class. Proofs for Section 3.4.2 We prove the next lemma which we extensively use in the proof of Proposition 3.9. Lemma A.3. P (s) − P (s0 ) = cs,s0 − cs,s0 for all s, s0 ∈ S with Rs,s0 6= ∅.



∗ 0 is the set of coalitions which minimize the decay rate in transition (s, s0 ). Proof. Recall that Rs,s ∗ 0 ∩ R∗0 6= ∅. It guarantees the existence of a coalition minimizing the First, we show that Rs,s s ,s 0 decay rate in both (s, s ) and (s0 , s). By the way of contradiction, suppose that R∗ 0 ∩ R∗0 = ∅. s,s



s ,s



∗ 0 \ R∗0 and J 0 ∈ R∗0 \ R∗ 0 . Due to that J ∈ ∗ 0 , we have There must exist J ∈ Rs,s / Rs∗0 ,s and J 0 ∈ / Rs,s s ,s s ,s s,s



∑ max







u j (s) − u j (s0 ), 0 = cs,s0 



j∈ J



∑0 max



∑0 max







u j ( s ) − u j ( s 0 ), 0 ,



∑ max







u j ( s 0 ) − u j ( s ), 0 .



j∈ J







u j (s0 ) − u j (s), 0 = cs0 ,s < 



j∈ J



j∈ J



Observe that 0







− P (s) − P (s ) = −



∑ u j (s) − u j (s )



!



0



j∈ J



  = ∑ max u j (s0 ) − u j (s), 0 − ∑ max u j (s) − u j (s0 ), 0 > cs0 ,s − cs,s0 j∈ J



j∈ J



Also observe that



P (s0 ) − P (s) = ∑ u j (s0 ) − u j (s) < cs0 ,s − cs,s0 j∈ J 0



∗ 0 ∩ R∗0 6= ∅. Let J ∗ ∈ R∗ 0 ∩ R∗0 . The two inequalities above contradict. Thus, it must be that Rs,s s ,s s ,s s,s Observe that



P (s) − P (s0 ) =



∑∗ max







u j ( s ) − u j ( s 0 ), 0 −



j∈ J



∑∗ max



j∈ J



=cs,s0 − cs0 ,s This proves the claim. 27







u j ( s 0 ) − u j ( s ), 0







Proof of Proposition 3.9. Let s1 and sk be states such that P (s1 ) ≥ P (sk ). We will show that W (s1 ) ≤ W (sk ). This will imply that a state maximizing P has the lowest stochastic potential. Let Tk∗ be a sk -tree such that W ( Tk∗ ) = W (sk ). Let d = {(s1 , s2 ), . . . , (sk−1 , sk )} ⊂ Tk∗ . In words, d is a path from s to s along tree T ∗ . By definition of tree, such a path exists and is unique. We 1



k



k



construct a s1 -tree, denoted by T1 , by reversing path d. More specifically, let T1 be such that T1 3



 (s0 , s00 )



if (s0 , s00 ) ∈ Tk∗ \ d,



(s00 , s0 )



if (s0 , s00 ) ∈ d,



Observe that W (s1 ) ≤ W ( T1 ) = W ( Tk∗ ) +



∑



 csi+1 ,si − csi ,si+1 .



∑



(P (si+1 ) − P (si ))



(si ,si+1 )∈d



= W ( Tk∗ ) +



(si ,si+1 )∈d



= W ( s k ) + P ( s k ) − P ( s1 ) ≤ W ( s k ). We use Lemma A.3 in the second equality. By a similar discussion, we can show that W (s1 ) < W (sk ) if P (s1 ) > P (sk ). Since the choice of s1 and sk is arbitrary, a state has the lowest stochastic potential if and only if it maximizes the coalitional potential. The claim follows from Theorem 3.4. Proof of Proposition 3.13. We first show a lemma below. It shows that there exists a path toward a



R-stable equilibrium along which the potential is strictly increasing. Lemma A.4. Let ( I, R) be a coalitional ordinal potential interaction. For all s1 ∈ S , there exists a weakly improving path {s1 , . . . , sK } such that P (s1 ) < P (s2 ) < . . . < P (sK ), and sK is a R-stable equilibrium. Proof for Lemma A.4. If s1 is a R-stable equilibrium, let K = 1 and we are done. Suppose that s1 is not. Then, there exists s J ∈ S J for some J ∈ R such that ui (s J , s1− J ) ≥ ui (s1 )



∀ i ∈ J,



with at least one strict inequality. Letting s2 = (s J , s1− J ), we have that P (s1 ) < P (s2 ). If s2 is a Rstable equilibrium, let K = 2. Otherwise, continue a similar discussion until we reach a R-stable equilibrium. By the way of contradiction, suppose that s1 is not a R-stable equilibrium, but stochastically stable. Let T ∗ (s1 ) give the minimum stochastic potential of s1 , i.e. W ( T ∗ (s1 )) = W (s1 ). Due to Lemma A.4, there exists {s1 , . . . , sK } such that P (s1 ) < . . . < P (sK ). Suppose path 0 {sK , . . . , sK+K , s1 } ⊂ T ∗ (s1 ), that is the path from sK to s1 in T ∗ (s1 ). Since P (s1 ) < P (sK ), there 28



exists kˆ ≤ K 0 such that W ((sK+k , sK+k+1 )) > 0.28 Construct a sK+k -tree by modifying T ∗ (s1 ) in the ˆ



ˆ



ˆ



following manner. (i) Remove existing edges emanating from s1 , . . . , sK . (ii) Add path {(s1 , s2 ), . . . , (sK−1 , sK )}. ˆ



ˆ



(iii) Remove the edge (sK+k , sK+k+1 ). ˆ



Let T (sK+k ) denote the resulting tree. Observe that ˆ



W ( T (sK+k )) = W (s1 ) +



K −1



ˆ



ˆ



∑ max{P (si ) − P (si+1 ), 0} − W ((sK+k , sK+k+1 ))



i =1 1



< W ( s ). The inequality comes from that P (s1 ) < . . . < P (sK ). It contradicts that s1 minimizes W (·). Proof of Therem 3.15. By way of contradiction, suppose that there exists stochastically stable Θ2 ⊆ {Θ \ Θ }. Choose U ∈ Θ and s∗ ∈ U . For any state s, let T ∗ (s) be a tree of s such that 1



2



2



2



W ( T ∗ (s)) = W (s). Choose U1 ∈ Θ1 such that, for some s∗∗ ∈ U1 ,



∃d0 ∈ D(s∗ , s∗∗ ) s.t. W (d0 ) − OW (d0 ) ≤ CR∗ (U1 ). By definition of modified coradius, such U1 , s∗∗ and path d0 exist. In the subsequent proof, we construct a s∗∗ -tree which has a smaller stochastic potential than T ∗ (s∗ ). First, replace edges in T ∗ (s∗ ) emanating from states in B(U1 ) with new edges in the following manner: (i) For s ∈ B(U1 ) \ U1 , add an edge toward U1 such that W (d(s, sˆ)) = 0 for some sˆ ∈ U1 in the resulting graph. By the definition of basin of attraction, such a set of edges exists. (ii) For s ∈ U1 \ {s∗∗ }, add an edge toward s∗∗ such that W (d(s, s∗∗ )) = 0 in the resulting graph. By definition of recurrent class, such a set of edges exists. (iii) For s∗∗ , add nothing. Note that the added edges do not increase the stochastic potential. This first operation reduces the stochastic potential by at least R(U1 ). Second, replace edges emanating from states in B(U ) for some U ∈ Θ(d0 ) with edges in a similar way to the first operation. Let s0 ∈ U be a state passed by path d0 . Follow steps (i)–(iii) above with replacing U1 and s∗∗ with U and s0 .29 The second operation reduces the stochastic potential by at least R(U ). Do the second operation for all U ∈ Θ(d0 ). As a whole, this operation reduces the stochastic potential by at least OW (d0 ) (see Equation (8)). 28 If



the waste of (sK , sK +1 ) is positive, let kˆ = 0. that we don’t add an edge to s0 here, but we do in the final operation.



29 Note



29



Finally, add path d0 to T ∗ (s∗ ). If any state has more than one edges, then remove all but the edge in path d0 . The final operation increases the stochastic potential by W (d0 ). Note that the resulting graph is a s∗∗ -tree, denoted by T (s∗∗ ). Observe that W (s∗∗ ) ≤ W ( T (s∗∗ )) ≤ W (s∗ ) − R(U1 ) − OW (d0 ) + W (d0 )



≤ W (s∗ ) − R(Θ1 ) + CR∗ (Θ1 ) < W ( s ∗ ). Since the choice of U2 and s∗ is arbitrary, any recurrent class in Θ2 has the strictly greater stochastic potential than some state in Θ1 . This contradicts that Θ2 is stochastically stable.
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