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ABSTRACT We study in this paper the problem of using multiple-instance semi-supervised learning to solve object-based image retrieval problem, in which the user is only interested in a portion of the image, and the rest of the image is considered as irrelevant. Although many multiple-instance learning (MIL) algorithms have been proposed to solve object-based image retrieval problem, most of them only have a supervised manner and do not fully utilize the information of the unlabeled data in the image collection. In this paper, to make use of the large amount of unlabeled data, we present a semi-supervised version of multipleinstance learning, i.e. multiple-instance semi-supervised learning (MISSL). By taking into account both the multiple-instance property and the semi-supervised property simultaneously, a novel regularization framework for MISSL is presented. Based on this framework, a graph-based multiple-instance learning (GMIL) algorithm is developed, in which three kinds of data, i.e. labeled data, semi-labeled data, and unlabeled data simultaneously propagate information on a graph. Moreover, under the same framework, GMIL can be reduced to a novel standard MIL algorithm (GMIL-M) by ignoring unlabeled data. We theoretically prove the convergence of the iterative solutions for GMIL and GMIL-M. We apply GMIL algorithm to solving object-based image retrieval problem, and experimental results show the superiority of the proposed method. Some experiments on standard MIL problems are also provided to show the competitiveness of the proposed algorithms compared with stateof-the-art MIL algorithms.
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1. INTRODUCTION Content-based image retrieval (CBIR) has become an active topic in multimedia community since the early 1990s [9][18]. Classic content-based image retrieval takes a single query image, and retrieves similar images from an image repository. Typically, such a retrieval process must be based on a holistic view of the image, because only given one query image, there is usually no indication of which portion of the image is of interest. However, a user’s search interest is usually an object in an image, rather than the entire image itself. Therefore, object-based (or localized content-based) image retrieval has been defined in [15], in which the user is only interested in a portion of an image, and the rest of the image is considered as irrelevant. In object-based image retrieval, to learn the user’s search intention, a small query image set needs to be provided by the user directly or through relevance feedback. Notice that object-based image retrieval is related but different from the concept of region-based image retrieval. On the one hand, although some region-based image retrieval algorithms such as SIMPLIcity [19] try to measure image-toimage similarity by combining the information from all of the regions, most of them still suffer from the aforementioned issues, since they are basically based on the holistic view of the images. On the other hand, object-based image retrieval algorithms could be implemented based on either region-based features [14][15] or local descriptors [11]. There has been much work on applying multiple-instance learning (MIL) to object-based image retrieval problem [13][14][15]. Multiple-instance learning (MIL) was first formulized by Dietterich et al. [7] in the context of drug activity prediction, and then widely applied to content-based image retrieval [1][3][5][12] [13][15][25], image annotation [1][22] and text categorization [1]. Unlike in standard supervised learning, where all instances in the training set are definitely labeled, in MIL, data are labeled in the bag level, where each bag consists of multiple instances. MIL assumes that a bag is positive if at least one instance in it is positive, and negative if all the instances in it are negative. The goal of a MIL algorithm is to generate a classifier that will classify unseen bags correctly. In object-based image retrieval, under the MIL setting, each query image which contains the target object is considered as a positive bag, while the other negative labeled images are considered as negative bags. All images could be segmented into small patches or regions, and each batch or region represents an instance. The patches or regions containing
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or within the target object are considered as positive instances, while the others are negative instances.



information of labeled data, semi-labeled data and unlabeled data are leveraged in the propagation process.



In spite of many MIL algorithms applied to object-based image retrieval, most of them only have a supervised manner using baglevel labels and do not utilize the information of unlabeled data which do not belong to any labeled bag. In contrast, on the one hand, since the labeled data in content-based image retrieval systems usually comes from users during an interactive session, it is very important to obtain good results using a small number of labeled images. On the other hand, the rich image repository is indeed available during retrieval, which could help the MIL process. Thus, semi-supervised learning, which aims to utilize the large amount of unlabeled data to improve the performance, is a natural way to consider.



Under the proposed framework, GMIL can be reduced to a novel standard MIL algorithm (GMIL-M) by ignoring unlabeled data. We theoretically prove the convergence of the iterative solutions for GMIL and GMIL-M.



Much work on semi-supervised learning (SSL) algorithms has been developed to solve practical problems by leveraging the information of unlabeled data. For a detailed literature survey please see [27]. However, most of them are only in the standard single-instance setting and cannot be directly applied to MIL problem. Therefore, how to solve MIL problem for partially labeled data has become a promising research direction to leverage informative yet unlabeled data. Considering both multiple-instance (MI) and semi-supervised (SS) properties in this problem, we call it multiple-instance semi-supervised learning (MISSL) in this paper. Recently, Rahmani and Goldman [14] have proposed a solution to MISSL, and applied it to solve object-based image retrieval problem. In [14], they first transform the MISSL setting into a bag-level graph, which is an input of the single-instance SSL setting, and then directly solve the single-instance SSL problem. However, although the work of Rahmani and Goldman [14] gives a solution to MISSL by combining MIL and SSL algorithms, it cannot show significant improvements compared with traditional supervised CBIR methods [14]. As mentioned in [14], one main reason may be that, in spite of careful construction, the constructed bag-level graph still has a bias towards bags with more instances, and it is not trivial to construct a proper bag-level graph. Moreover, the algorithm in [14] seems a loosely coupled manner of MIL and SSL, rather than a direct encoding to MISSL. In this paper, a novel regularization framework for MISSL is presented. Based on this framework, a graph-based multipleinstance learning (GMIL) algorithm is proposed. Unlike the loosely coupled manner as in [14], we consider the MI property and SS property simultaneously and give a direct solution to the MISSL problem by minimizing the cost function of the regularization framework. The cost function explicitly takes into account three kinds of data: labeled data, semi-labeled data, and unlabeled data. Here labeled data and semi-labeled data represent instances in negative bags and positive bags respectively. Unlike labeled data and unlabeled data, which provide clear information about whether an individual data sample is labeled, semi-labeled data, i.e. data points in a positive bag, provide more label information than unlabeled data but less label information than labeled data. In order to properly utilize the label information of semi-labeled data, we use the “max” operation to measure the label information of instances in a positive bag. Moreover, different from traditional graph-based SSL algorithms, we do not force unlabeled data to align to the underlying label “0”, but let them freely receive label information from neighbor samples on the graph. Like standard graph-based SSL, all the distribution



We apply the GMIL algorithm to solving object-based image retrieval problem. Experimental results on typical SIVAL data set (a benchmark data set for object-based image retrieval) show the superiority of the proposed method. We also provide some experiments of using GMIL-M to solve the drug activity prediction problem, which show the competitiveness of GMIL-M compared with state-of-the-art MIL algorithms. The remainder of this paper is organized as follows. In Section 2, we discuss the regularization framework for MISSL problem, and present the GMIL algorithm. In Section 3, GMIL is reduced to a novel standard MIL algorithm (GMIL-M). Thereafter, experimental results on real world data are presented in Section 4, followed by the conclusions in Section 5.



2. GRAPH-BASED MULTIPLE-INSTANCE LEARNING FOR MISSL In this section, we present the graph-based multiple-instance learning (GMIL) algorithm to solve the multiple-instance semisupervised learning (MISSL) problem. First, let us state the definition of MISSL: Given: 1)



2)



A set of labeled bags {Bi| i=1,…,L}, with their classification labels c(Bi)∈{1,-1}, and unlabeled bags Bi, i=L+1,…,N, without classification labels. Instances xij (j=1,…,ni) belong to the corresponding bag Bi. The existence of an underlying function f that classifies each individual instance as 1 or -1, and for which it holds that c(Bi)=1 if and only if ∃xij∈Bi: f(xij)=1 (multiinstance constraint).



Find: the function f and c to classify unlabeled bags. Notice that once the instance classifier f is found, the bag classifier c could be decided from f. Due to the existence of both the multiple-instance (MI) property and the semi-supervised (SS) property, we have three kinds of data in the MISSL problem. We denote the instances in positive bags, negative bags and unlabeled bags as “positive instances”, “negative instances”, and “unlabeled instances”. According to multi-instance constraint, the positive instances are not all positive, whereas the negative instances are truly negative. We can consider the so-called positive, negative and unlabeled instances as “semi-labeled data”, “labeled data” and “unlabeled data”. We first present the notations and the regularization framework for MISSL problem, and then give the GMIL algorithm in detail.



2.1 Notations To facilitate the deduction, we reassign a new index for each S U d ={x1,…,xn} , where instance in the data set: = L L S U , and are the sets of instances of labeled, semi-labeled and unlabeled data respectively, and n is the total number of instances in all bags. Let y = (y1,y2,…,yn)T, in which yi is the label of xi. We call y the initial label vector. (We give each positive or



negative bag’s label to its instances, and set the initial labels of unlabeled instances to be any limited values, which makes no difference in our algorithm.) Notice that the labels of negative instances are correct, while the positive instances are semi-labeled. Let us denote the negative, positive and unlabeled bag sets as BL, BS and BU, and denote the sizes of each set as NL, NS and NU, respectively.



2.2 Regularization Framework We start our deduction from establishing a regularization framework to the MISSL problem. Let denote the set of n×1 vectors. A vector ∈ corresponds to a classification function defined on . ∀f∈ can assign a real value fi to each point xi, where fi is the i-th element of f. The label of the unlabeled data point xu is determined by the sign of fu. To find the optimal vector f to classify , we need to design a cost function Q(f), which can be formalized as follows: f = arg min Q ( f )



(1)



f



When we design the cost function, we need to consider two kinds of constraints: smoothness constraint and fitting constraint [26]. The former one means that a good classification function should not change too much between nearby points. The latter one means that a good classification function should not change too much from the initial label assignment. Since different kinds of data give different label information, we can use the following cost function: Q( f ) = Qsmoothness + ( μ LQ Lfitting + μ S Q Sfitting + μ U QUfitting ) (2) where Qsmoothness is the smoothness cost. QLfitting, QSfitting and QUfitting are the fitting costs of labeled data, semi-labeled data, and unlabeled data respectively. µL, µS and µU control the trade-off between constraints. In the MISSL setting, unlabeled instances do not have any label information, and therefore we can ignore the corresponding fitting cost by directly setting µU to be 0. In contrast, negative instances (also called labeled data) provide accurate label information, and therefore we use the following fitting cost: Q Lfitting =



n



∑



(3)



( f i − yi ) 2



xi ∈ X L



Different from labeled data and unlabeled data, which give clear information about whether an individual data sample is labeled, semi-labeled data (positive instances) provide more label information than unlabeled data but less label information than labeled data. To conform to the multi-instance constraint, we design the following fitting cost for positive instances: Q Sfitting =



∑ (max f



Bi ∈ B S



x j ∈Bi



j



− 1)



2



(4)



That is, in each positive bag, we only know that there exists one positive sample and therefore we put the most positive (confident) one in the fitting cost. QLfitting denotes that a negative instance should tend to be classified as negative. QSfitting treats the “most positive” instance in a positive bag as positive instance, and tends to classify it to be positive. For other instances in the same positive bag, as we have no more information based on the MIL definition, we treat them as unlabeled instances and ignore their fitting cost. Therefore, the



semi-labeled data in positive bags have been divided into two parts: “one most positive sample” and “other samples”. The former one has the same behavior as the labeled data in negative bags, while the latter ones have the same behavior as the unlabeled data in unlabeled bags. Similar to standard SSL algorithms [26], we adopt the following smoothness cost function: fj 2 1 n f (5) Qsmoothness = ∑ Wij ( i − ) 2 i , j =1 di dj where Wij represents the similarity between two points xi and xj. di is the sum of the i-th row of W. Qsmoothness constrains that nearby instances tend to have accordant labels. It should be noted that all the three kinds of data are used in this smoothness cost. Thus, the cost function for the MISSL problem is defined as: Q( f ) = Qsmoothness + ( μ LQ Lfitting + μ S Q Sfitting ) =



f 1 n f Wij ( i − j ) 2 ∑ 2 i , j =1 di dj + μL



n



∑ (f



xi ∈ X



L



i



− yi ) 2 + μ S



(6)



∑ (max f



Bi ∈B



S



x j ∈Bi



j



− 1)



2



2.3 Graph-based Multiple-Instance Learning Algorithm To solve the optimization problem of Equation 6, we first assume that the affinity matrix W of data points is symmetrical and irreducible. Let D be a diagonal matrix with its (i,i)-element equal to the sum of the i-th row of W. Due to the “max” operation, Equation 6 does not have a closed form solution. The difficulty in solving Equation 6 is that we do not know which instance in a positive bag is a real positive instance. Thus we propose a joint optimization process to find the optimal f in Equation 6, by introducing NS hidden variables. We first use an estimate of the classifier f to predict the expected hidden variables that indicate the underlying most positive instance, and then use the hidden variables to minimize the objective function. For each positive bag Bi∈BS, we denote an n×1 vector z(i) as the hidden variable to indicate the index of the underlying “most positive” instance in Bi. Ideally, z(i)k is set to be 1 if xk=argmaxxj∈Bi(fj), and 0 otherwise. We consider z(i) as a variable that needs to be optimized and relax it to a real vector subjected to the following constraints: n 0 ≤ z (k i ) ≤ 1 if ( xk ∈ Bi ) (7) and z (k i ) = 1 ∑ z (ki ) = 0 if ( xk ∉ Bi ) k =1 Therefore, we rewrite the cost function in Equation 6 by adding NS hidden variables z(i) (Bi∈BS): Q( f ,{z (i ) }) = f T ( I − D−1/ 2WD−1/ 2 ) f 2 + μ L ( f − y)T I L ( f − y) + μ S (1 − f T z (i ) ) (8)



∑



Bi ∈B S



where IL is a diagonal matrix, in which Ijj is set to be 1 if xj∈ L, and 0 otherwise. The algorithm of optimizing f and {z(i)} in Equation 8 is presented in Algorithm 1. Since both of the two optimization steps in Algorithm 1 reduce the total cost in Equation 8, Algorithm 1 will iteratively find a



Algorithm 1 Solution to Equation 8



Algorithm 2 GMIL algorithm for MISSL problem



Initialize * = 0 satisfying that = -1 if xk∈ L, = 1/ni if can be any xk is an instance in a positive bag Bi, and limited value if xk∈ U , where ni is the number of instances in Bi.



Input: MISSL setting Output: The labels of all unlabeled bags 1)



repeat { z(i)*}= argmin Q({ z(i)}|



*



--- Optimize { z(i)}



)



*



= argmin Q( |{ z(i)*})



--- Optimize 2)



until convergence locally optimal solution for f and {z(i)}. The joint optimization problem could be efficiently solved, since the first step is just a linear programming problem and the second step has a closed form solution.



2.3.1 Optimize {z(i)} The optimization function in this step is: Q({z (i ) }| f * ) = f *T ( I − D −1/ 2WD −1/ 2 ) f *



3) 4)



Give each positive or negative bag’s label to its instances and transform N bag-label pairs (Bi, c(Bi))i=1,2,…,N into n instance-label pairs (xi, yi)i=1,2,…,n. The initial label of unlabeled instance in unlabeled bags can be set to any limited value, which does not influence our algorithm. Form the affinity matrix W defined by Equation 18. Notice that W is symmetrical and irreducible. Solve the optimization problem presented in Algorithm 1. We thus get the vector classifier f of the data set. For each unlabeled bag Bu in the data set, we set the bag , where fj is the label c(Bu) to be sign max j-th element of vector classifier f, and is a constant threshold that needs to be decided.



With simple deduction, we have



+ μ L ( f * − y)T I L ( f * − y) + μ S



∑



(1 − f *T z (i ) )



2



(9)



(1 + μ L + μ S ) f * = ( S + μ L A L + μ S A S ) f * + ( μ L I L y + μ S



∑



Bi ∈B S



We can omit the first two terms on the right hand side as they are independent of z(i). According to the constraints to z(i) and the initialization of f*, f*Tz(i) is always equal or less than 1. Also taking into account the independency between z(i) for different i, we can transform Equation 9 to NS independent linear programming problems as follows: (10) z ( i ) = arg max f *T z ( i ) s.t. Equation 7 According to the theory of linear programming, the feasible region of a linear programming problem is a convex polyhedron, and if the linear programming is feasible, an optimum can be located at a vertex of the polyhedron. The constraints in Equation 7 make Equation 10 feasible. Thus we can find an optimal solution at one vertex of the polyhedron, which coincidently corresponds to a simple solution, that is, z(i)k is 1 if f*k=maxxj∈Bi(f*j), and 0 otherwise. If multiple z(i)k are set to be 1, we can arbitrarily set only one of them to be 1, and set others to be 0. By choosing the optimal solution at the vertex of the polyhedron, the values of elements of z(i) are always 0 or 1. Thus, by choosing the special solution, the difference between Equation 6 and 8 is eliminated, and Algorithm 1 could also be regarded as the solution to Equation 6. Thus, in the following of the paper, we will directly consider Algorithm 1 as the solution of the MISSL problem.



2.3.2 Optimize f The optimization function in this step is: Q( f |{z (i )*}) = f T ( I − D−1/ 2WD−1/ 2 ) f T



L



S



∑ (1 − f



) (11)



T ( i )* 2



z



Differentiating Q(f |{ z }) with respect to f, we have dQ = 2 × [( I − D −1/ 2WD −1/ 2 ) f * + μ L I L ( f * − y ) df f = f * +μ



∑ (z



Bi ∈B S



( i )* ( i )*T



z



f −z *



∑



(13) z ( i )* z ( i )*T .



Bi ∈ B S



L



S



L



L



L



S



Denote α=1/(1+µ +µ ), β =µ /(1+µ +µ ) and βS=µS/(1+µL+ µS). (Notice that α+βL+βS=1.) We have ( I − α S − β L AL − β S AS ) f * = β L I L y + β S



∑



z ( i )*



(14)



Bi ∈ B S



Now we prove that I-αS-βLAL-βSAS is invertible. Proof: Let us recall the theorem that if a matrix M is irreducible and weakly diagonally dominant then M is invertible [8]. According to the theorem, we need to prove that I-αS-βLAL-βSAS is irreducible and weakly diagonally dominant. Notice that both AL and AS are diagonal matrix, and thus we have I − α S − β L A L − β S A S = D 1/ 2 [ I − (α D −1W + β L A L + β S A S )] D −1/ 2



(15) where D-1W is a stochastic matrix with the sum of each row equal to 1. By denoting S1=αD-1W+βLAL+βSAS, we can easily find that the sum of each row of S1 is less or equal to 1. Thus, I-S1 is weakly diagonally dominant. Since W is irreducible, we can also infer that I-S1 is irreducible. From the aforementioned theorem, we can infer that I-S1 is invertible, so is I-αS-βLAL-βSAS. The proof is over.



( i )*



)] = 0



f * = ( I − α S − β L A L − β S A S ) −1 ( β L I L y + β S



∑



z ( i )* )



(16)



Bi ∈ B S



When the number of data points is large, we can replace Equation 16 with an iteration process:



Bi ∈B S



(i)*



S



where S = D −1/ 2WD −1/ 2 , A L = I − I L , A S = I −



Therefore, we have the closed form expression for f*:



+ μ ( f − y) I ( f − y) + μ L



z ( i )* )



Bi ∈ B S



f (t + 1) = (α S + β L A L + β S A S ) f (t ) + ( β L I L y + β S



(12)



∑



Bi ∈ B



z ( i )* ) (17) S



The convergence of Equation 17 is obvious, since I-αS-βLAL-βSAS is invertible.
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Figure 1. Example images in the SIVAL dataset. Images sampled from four different categories are listed in different columns. We can see that, the objects may occur anywhere spatially in the images with different lighting conditions and backgrounds.



2.3.3 GMIL Algorithm The proposed graph-based multiple-instance learning (GMIL) algorithm for MISSL is summarized in Algorithm 2, in which the affinity matrix W is given by: if i = j or, xi and x j are ⎧ 0 ⎪ in the same positive bag (18) Wij = ⎨ ⎪exp( − x − x 2 / 2σ 2 ) otherwise i j ⎩ Notice that the links between instances in the same positive bags are removed to void the improper propagation between the socalled “positive instances” that are not truly positive. It is easy to extend GMIL to multi-class classification problems. Suppose there are m classes and the label set is changed to be ={1,2,…,m}. We transform the multi-class classification problem to m two-class classification problems. For each class i , if the label of a bag is not i, the bag will be considered as a negative bag for class i. Thus, for each class i we can use the first three steps in Algorithm 2 to obtain the vector classifier f(i). Finally, for each unlabeled bag Bu, we determine the bag label c(Bu) as follows: (19) argmax max As a special case, when m=2, from Equation 19, we can obtain another decision rule for bag classifier c, different from that in the fourth step of Algorithm 2. Although when m=2, the multi-class version propagates labels one more time than the former one, it avoids the estimation process for parameter in Algorithm 2. It should be noted that we use Equation 19 as the decision function for two-class classification work in our experiments.



2.4 Induction for Out-of-Sample Data In this section, we will introduce an effective method to extend the GMIL algorithm to out-of-sample (unseen) data. We design the induction method according to two strategies: (1) use the same smoothness cost function as in Equation 5 for a new testing instance xt; (2) the inclusion of xt should not affect the original smoothness cost value of the training set. Therefore, the smoothness criterion for a new testing instance xt is:



f ( xt ) = arg min Q ( f ( xt )) =



∑ w( x , x )(



xi ∈ X



t



i



f ( xt ) f* − i )2 dt di



(20)



where w(xt,xi) represents the similarity between instance xt and xi. di and dt have the same meaning as in Equation 5, in which dt is unknown. f* is the obtained instance classifier by Algorithm 2. We can easily obtain the closed form solution from Equation 20: f* (21) f ( xt ) = d t ∑ w( xt , xi ) i ∑ w( xt , xi ) di x ∈X x ∈X Since dt is a constant for a particular testing instance xt, we can ignore it when making decision. As w(xt,xi) is constructed using Gaussian to capture local similarities, in practice, we can approximate Equation 21 using only K nearest neighbors to reduce computational cost. When given a testing bag with multiple instances, we can use Equation 19 to classify the bag. i



i



3. REDUCTION TO A STANDARD MIL ALGORITHM As aforementioned, there are three kinds of data in MISSL setting: semi-labeled data, labeled data, and unlabeled data. In last section, we have developed GMIL algorithm to solve MISSL problem by simultaneously considering all of the three kinds of data. In this section, we only consider the first two kinds of data, i.e. semi-labeled data and labeled data. Under the proposed regularization framework, GMIL can be reduced to a novel standard MIL algorithm (GMIL-M). Unlike MISSL, the standard MIL setting has a supervised manner. The goal is to generate classifiers f and c from training set and then classify unseen examples. There are only labeled data L and semi-labeled data S in the training set. In order to obtain f, we first try to deduct the cost function of standard MIL by removing the information of unlabeled data from the cost function of MISSL. We rewrite the cost function of MISSL as follows: L Q( f ) = Qsmoothness + ( μ LQ fitting + μ S Q Sfitting ) (22) Since there is no fitting cost for unlabeled data in our framework, the only difference between the cost functions of MISSL and



Table 1. Average AUC values and 95%-confidence intervals over 30 independent runs on the SIVAL data set. Query Set (8 positive., 8 negative.) Object Type FabricSoftenerBox FeltFlowerRug CheckeredScarf GreenTeaBox DirtyRunningShoe AjaxOrange JuliesPot CokeCan CardboardBox WD40Can DataMiningBook StripedNotebook SmileyFaceDoll CandleWithHolder GoldMedal TranslucentBow1 SpriteCan DirtyWorkGloves RapBook GlazedWoodPot BlueScrunge Apple WoodRollingPin Banana LargeSpoon Average



GMIL



RMISSL



ACCIO!



94.6±0.6 94.1±0.6 94.0±0.6 93.1±0.8 89.5±0.8 88.2±1.2 87.1±1.6 85.3±0,8 85.0±1.3 84.9±1.1 84.8±1.6 83.7±1.7 81.1±1.4 81.0±1.5 80.4±1.7 79.6±1.3 79.4±1.3 78.1±1.7 77.0±1.7 76.4±1.2 73.4±1.8 72.7±1.5 72.4±1.9 69.5±1.6 64.3±1.4 82.0



97.7±0.3 90.5±1.1 88.9±0.7 80.4±3.5 78.2±1.6 90.0±2.1 68.0±5.2 93.3±0.9 69.6±2.5 93.9±0.9 77.3±4.3 70.2±2.9 80.7±2.0 84.5±0.8 83.4±2.7 63.2±5.2 81.2±1.5 73.8±3.4 61.3±2.8 51.5±3.3 76.8±5.2 51.1±4.4 51.6±2.6 62.4±4.3 50.2±2.1 74.8



86.6±2.9 86.9±1.6 90.8±1.5 87.3±2.9 83.7±1.9 77.0±3.4 79.2±2.6 81.5±3.4 67.9±2.2 82.0±2.4 74.7±3.3 70.2±3.1 77.4±3.2 68.8±2.3 77.7±2.6 77.5±2.3 71.9±2.4 65.3±1.5 62.8±1.7 72.7±2.2 69.5±3.3 63.4±3.3 66.7±1.7 65.9±3.2 57.6±2.3 74.6



ACCIO! +EM 44.4±1.1 51.1±24.8 58.1±4.4 46.8±3.5 75.4±19.8 43.6±2.4 51.2±24.5 48.5±25.6 57.8±4.7 50.3±3.0 37.7±4.9 43.5±3.1 48.0±25.8 57.9±3.0 42.1±3.6 47.4±25.9 59.2±22.1 57.8±2.9 57.6±4.8 51.0±2.8 36.3±2.5 43.4±2.7 52.5±23.9 43.6±3.8 51.2±2.5 50.3



standard MIL is the smoothness cost Qsmoothness. Since Qsmoothness is directly constructed from the similarity matrix W, the information of unlabeled data from Qsmoothness can be easily removed by building W only upon the instances in the training set. In other words, we need to initialize data set using the training set. Thus, after initializing , the cost function of standard MIL is the same as that of MISSL, so are the whole deductions and solutions. Therefore, we give the following algorithm for standard MIL (named as GMIL-M): 1) 2)



S Construct the data set = L , and use the first three steps of Algorithm 2 to obtain the optimal classifier f. Use the induction algorithm described in Section 2.4 to classify unseen bags in the testing set.



4. EXPERIMENTS To evaluate the proposed algorithms, we first apply the proposed graph-based multiple-instance learning algorithm (GMIL) to solving object-based image retrieval problem. Then we give some experimental results of using GMIL-M to solve standard MIL problems.



4.1 GMIL for Object-based Image Retrieval In this section, we use GMIL to solve object-based image retrieval problem.



4.1.1 Data Collection



The SIVAL1 (Spatially Independent, Variably Area, and Lighting) data set is a benchmark data set that emphasizes the task of objectbased image retrieval, which has been widely used in contentbased image retrieval and multiple-instance semi-supervised 1



http://www.cs.wustl.edu/accio/



Single Positive Query Image SIMPLIcity 55.3±1.1 58.2±0.9 69.1±1.0 55.8±0.7 66.0±0.9 56.8±0.6 57.7±0.7 58.2±1.1 60.1±0.9 57.9±1.0 52.4±2.1 55.7±0.9 60.5±1.2 61.1±1.1 54.6±1.5 57.6±0.8 60.1±0.9 60.4±0.6 57.9±0.8 54.4±1.1 52.2±1.0 57.9±0.8 51.7±0.9 57.9



SBN



GMIL



ACCIO!



53.3±2.1 53.2±3.1 59.6±1.6 51.6±1.0 57.5±2.0 52.2±1.8 52.3±2.3 48.9±1.6 53.9±1.7 50.6±1.2 62.8±4.5 52.8±2.4 54.4±2.4 53.0±1.2 53.4±1.6 55.9±3.4 50.4±1.8 55.4±1.9 52.0±1.7 54.9±2.5 53.2±2.5 50.2±1.5 52.5±1.7 53.9±2.3 60.7±3.1 53.9



76.9±3.7 75.8±3.7 75.4±3.4 74.6±3.1 73.5±2.7 67.1±2.6 68.0±2.7 66.6±3.2 64.6±1.9 63.5±2.8 68.1±2.9 61.6±3.4 61.4±2.2 64.7±2.4 58.2±1.6 61.0±2.1 62.4±2.2 60.9±1.2 61.6±1.8 66.4±2.0 55.5±2.3 59.6±2.2 56.5±2.4 55.8±2.0 54.6±1.4 64.6



70.8±4.8 69.2±3.9 78.2±3.5 65.6±4.4 78.6±2.9 56.3±2.7 58.9±3.1 65.6±3.8 61.6±2.2 65.4±5.2 53.9±3.1 56.3±2.4 60.0±2.4 62.5±2.2 57.3±2.3 61.2±3.7 60.8±3.4 60.7±1.4 56.4±1.1 58.0±2.6 50.4±3.2 52.2±3.0 60.2±1.5 52.8±1.7 53.2±1.9 61.0



SIMPLIcity 51.4±1.6 55.4±1.3 65.2±1.6 53.5±1.5 61.9±1.1 54.6±1.1 55.4±1.6 55.0±1.2 56.6±1.4 55.8±1.8 55.6±4.4 56.9±1.5 55.1±1.5 57.1±2.1 54.6±3.3 54.4±1.5 56.6±1.2 57.0±0.9 55.6±1.9 53.9±2.7 50.5±1.4 55.1±0.8 50.8±1.7 55.6



SBN 52.1±2.1 45.9±1.5 58.0±3.6 50.1±1.0 57.6±1.8 52.4±2.0 49.6±2.0 47.0±1.6 50.6±2.6 49.4±1.3 46.0±3.6 51.9±1.8 46.7±3.2 54.1±0.8 51.6±3.1 45.8±2.8 48.6±1.3 51.8±2.7 51.2±1.5 49.3±2.0 46.7±3.5 45.0±3.0 50.0±3.7 49.6±2.2 55.3±5.0 50.3



learning works [14][15]. For the sake of evaluation, we also choose this collection in this experiment. It consists of 25 different categories with 60 images for each category. The categories consist of images of single objects photographed against highly diverse backgrounds. The objects may occur anywhere spatially in the image and also may be photographed at a wide-angle or close up. Some example images in SIVAL are shown in Figure 1. Each image in SIVAL is segmented using the ISH segmentation algorithm [23]. A bag corresponds to an image including segmented regions as instances. There are more than 30 instances for each bag, and each instance is represented by a 30dimensional feature. For details please refer to [14].



4.1.2 Evaluation Measure In the image retrieval, the area under the receiver-operating characteristic (ROC) curve (AUC) is a good measure of the retrieval performance. Consistent with existing works [14][15], we use AUC as the performance measure. The ROC curve plots the true positive rate as a function of the false positive rate. The AUC is equivalent to the probability that a randomly chosen positive image will be ranked higher than a randomly chosen negative image.



4.1.3 Compared Algorithms We compare the proposed GMIL algorithm with the work of Rahmani and Goldman [14] (the only existing MISSL algorithm to the best of our knowledge, which is denoted as RMISSL in this paper). Moreover, we also list the results of four other contentbased image retrieval systems, including SIMPLIcity [19], SBN (Single-Blob with Neighbors) [13], ACCIO! [15], and ACCIO!+EM [14]. SIMPLIcity is a standard region-based CBIR system, which ranks the images in the repository according to their similarity to the query image based on the integrated region matching (IRM) algorithm [10]. Notice that since SIMPLIcity is designed to just



1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0



Table 2. Classification accuracy of different algorithms for standard MIL problem on the MUSK data sets.
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NL+S Figure 2. Learning curves for different number of labeled bags. use a single positive example, for a query set more than one query image, a variant of SIMPLIcity was used [15]. SBN was proposed by Maron et al [13], which applies multiple-instance learning to the task of recognizing a person from a series of images. ACCIO! and ACCIO!+EM solve object-based image retrieval problem in the multiple-instance learning framework. In particular, ACCIO!+EM combines ACCIO! with EM by treating the labels of unlabeled images as hidden variables. The results of RMISSL and ACCIO!+EM are directly referred from [14], and the results of ACCIO!, SIMPLIcity, and SBN are referred from [15]. For details of the above algorithms please refer to the corresponding references.



4.1.4 Performance Comparison



In the implementation, we empirically set σ2, α and βL to be 0.8, 0.01, and 0.01×(βL+βS), respectively. All other settings are consistent with RMISSL. Table 1 shows the average AUC values over 30 independent runs for all 25 categories using 8 positive and 8 negative images for each category. The entries marked by a dash are those in which the SIMPLIcity’s segmentation algorithm failed on a few images and thus results could not be provided. Three conclusions could be drawn from the results. First, GMIL, RMISSL, and ACCIO! greatly outperform SIMPLIcity, SBN, and ACCIO!+EM. The weakness of solving object-based image retrieval problem using SIMPLIcity, SBN, and ACCIO!+EM has been indicated in [14] and [15]. SIMPLIcity tries to search for images that holistically match query images, and may prefer images with similar background but different object, since the target object on average occupy only 10-15% of the image. SBN suffers from the lack of using a region-based approach and has less flexibility in varying the neighbor weights which prevents it from recognizing the same object that occur in scenes with different lighting. The poor performance of ACCIO!+EM is partly due to the inconsistency of ACCIO! algorithm and EM algorithm. ACCIO!+EM treats unlabeled data as hidden variables, which causes performance to degrade when the labeled data is not representative enough. Second, although RMISSL leverages unlabeled data while Accio! does not, RMISSL cannot show significant improvements compared with Accio!. (The average AUC values of RMISSL and Accio! over 25 categories are 74.8% and 74.6% respectively.) As aforementioned in the introduction part, RMISSL first transforms the MISSL setting into a bag-level graph, which is an input of the single-instance SSL setting, and then directly solves the single-instance SSL problem. The loosely combination of MIL and SSL could suffer from worse
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performance if either of them does not work well. As mentioned in [14], in spite of careful construction, the constructed bag-level graph still has a bias towards bags with more instances, and it is not a trivial work to construct a proper bag-level graph. Third, the proposed GMIL algorithm significantly outperforms all other algorithms listed in Table 1, including RMISSL. Unlike the loosely coupled manner as in RMISSL, the GMIL algorithm considers the MI property and SS property simultaneously, and gives a direct solution to the MISSL problem, which may avoid the possible additional error caused by the intermediate bag-level graph. In Table 1, we also provide the retrieval performance using only one positive query image per class. The superiority of GMIL over ACCIO!, SIMPLIcity, and SBN shows that GMIL could also be applied in the environment where only one query image is offered. In Figure 2, we can see how the average performance over 25 categories of GMIL changes when the number of labeled bags (NL+S=NL+NS) is varied. Here all NL+S labeled bags are randomly selected and we set NL=NS. All remaining images are placed in unlabeled bag set BU. We can see that the performance of GMIL is increasing when NL+S becomes larger, which shows that the more label information is given, the more accurate the obtained classifier will be.



4.2 Experiments on Standard MIL problem In this experiment, we use the proposed GMIL-M algorithm to solve MIL problem. We perform experiments on the MUSK data sets 2 for drug activity prediction. The MUSK data sets, i.e. MUSK1 and MUSK2, are the benchmark data sets for MIL. Both of the two data sets consist of descriptions of molecules. Specifically, a bag represents a molecule; instances in a bag represent low-energy confirmations of the molecule. MUSK1 contains about 6 conformations per molecule on average, while MUSK2 has on average more than 60 conformations in each bag. Classification accuracy for bags is taken as the measurement for comparison. The results of different algorithms are summarized in Table 2, which include the performance of GMIL-M and other 15 MIL algorithms in the literature: MI-NN [20], EMDD [24], MissSVM [28], MILES [4], MI-LR [16], MIBoosting [21], DD [12], mi-SVM [1], MI-SVM [1], DD-SVM [5], RIPPER-MI [6], RELIC [17], Citation-kNN [20], MULTINST [2], and IAPR [7]. The prediction accuracies for Citation-kNN were based on the



2



http://www.cs.columbia.edu/~andrews/mil/datasets.html



leave-one-out test, while the performance of other methods was evaluated using 10-fold cross-validation. Table 2 shows that on the MUSK data sets, GMIL-M is competitive with state-of-the-art MIL algorithms. In particular, on MUSK1, GMIL-M has the third best performance among all 16 MIL algorithms listed in Table 2. On MUSK 2, its performance is not as good as on MUSK1, possibly because that the large number of unbalanced instances in each bag (from 1 to 1044) in MUSK2 make the propagation process more difficult. In future work we will try several variants of GMIL-M to solve the classification of severe unbalanced bags.



5. CONCLUSIONS In this paper, we have presented a novel regularization framework for multiple-instance semi-supervised learning (MISSL). Based on this framework, a graph-based multiple-instance learning (GMIL) algorithm has been proposed. Unlike the loosely coupled manner as in the existing MISSL work, we consider the multipleinstance property and semi-supervised property simultaneously and give a direct solution to MISSL problem. Under the proposed framework, GMIL can be reduced to a novel standard MIL algorithm (GMIL-M). Extensive experimental results on objectbased image retrieval have shown the superiority of the proposed algorithm for the MISSL problem. We also provide some experimental results on standard MIL problems. Experimental results have shown that GMIL-M is very competitive compared with state-of-the-art MIL algorithms.
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