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ABSTRACT



or virtual machines since this might lead to biased conclusions.



Java workloads are becoming increasingly prominent on various platforms ranging from embedded systems, over generalpurpose computers to high-end servers. Understanding the implications of all the aspects involved when running Java workloads, is thus extremely important during the design of a system that will run such workloads. In other words, understanding the interaction between the Java application, its input and the virtual machine it runs on, is key to a succesful design. The goal of this paper is to study this complex interaction at the microarchitectural level, e.g., by analyzing the branch behavior, the cache behavior, etc. This is done by measuring a large number of performance characteristics using performance counters on an AMD K7 Duron microprocessor. These performance characteristics are measured for seven virtual machine conﬁgurations, and a collection of Java benchmarks with corresponding inputs coming from the SPECjvm98 benchmark suite, the SPECjbb2000 benchmark suite, the Java Grande Forum benchmark suite and an open-source raytracer, called Raja with 19 scene descriptions. This large amount of data is further analyzed using statistical data analysis techniques, namely principal components analysis and cluster analysis. These techniques provide useful insights in an understandable way. From our experiments, we conclude that (i) the behavior observed at the microarchitectural level is primarily determined by the virtual machine for small input sets, e.g., the SPECjvm98 s1 input set; (ii) the behavior can be quite different for various input sets, e.g., short-running versus longrunning benchmarks; (iii) for long-running benchmarks with few hot spots, the behavior can be primarily determined by the Java program and not the virtual machine, i.e., all the virtual machines optimize the hot spots to similarly behaving native code; (iv) in general, the behavior of a Java application running on one virtual machine can be signiﬁcantly diﬀerent from running on another virtual machine. These conclusions warn researchers working on Java workloads to be careful when using a limited number of Java benchmarks



Categories and Subject Descriptors C.4 [Performance of Systems]: design studies, measurement techniques, performance attributes



General Terms Measurement, Performance, Experimentation



Keywords workload characterization, performance analysis, statistical data analysis, Java workloads, virtual machine technology



1. INTRODUCTION In the last few years, the Java programming language is taking up a more prominent role in the software ﬁeld. From high-end application servers, to webservers, to desktop applications and ﬁnally to small applications on portable or embedded devices, Java applications are used in virtually every area of the computing sector. Not only Java applications are abundant, the advent of the language also introduced various virtual machines capable of executing these applications, each with their own merits and drawbacks. We can distinguish three important aspects that possibly have a large impact on the overall behavior of a Java workload: the virtual machine executing the Java bytecode, the Java application itself and the input to the Java application. For example, concerning the virtual machine, the choice of interpretation versus Just-in-Time (JIT) compilation is a very important one. Also, the mechanism implemented for supporting Java threads as well as for supporting garbage collection can have a large impact on the overall performance. Secondly, the nature of the Java application itself can have a large impact on the behavior observed by the microprocessor. For example, we can expect a database application to behave diﬀerently from a game application. Third, the input of the Java application can have a signiﬁcant impact on the behavior of a Java workload. For example, a large input can cause a large number of objects being created during the execution of the Java application stressing the memory subsystem. Each of these three aspects can thus have a large impact on the behavior as observed at the microarchitectural level (in terms of branch behavior, cache behavior, instruction-level parallelism, etc.). This close in-
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teraction between virtual machine, Java application and input is hard to understand due to the complex behavior of Java workloads. Therefore, we need techniques to get better insight in this interaction. The main question we want to address in this paper is thus the following: how much of the behavior as observed at the microprocessor level is due to the virtual machine, the Java application, and the input to the application? For example, most virtual machines currently employ a JIT compilation/optimization strategy. But how big is the impact of the actual implementation of the JIT engine on the observed behavior? I.e., do virtual machines implementing more or less the same strategy behave similarly? Secondly, how large is the impact of the Java application? Is the behavior of a Java workload primarily determined by the Java application or by the virtual machine? And what is the impact of the input to the Java application? In the last few years, valuable research has been done on characterizing Java workloads to get better insight in its behavior, see also the related work section at the end of the paper. Previous work typically considered only one or two virtual machines in their methodology as well as only one benchmark suite, mostly SPECjvm98. In addition, some studies use a small input set, e.g., s1 for SPECjvm98, to limit the simulation time in their study. As such, we can raise the following questions in relation to previous work. Is such a methodology reliable for Java workloads? What happens if the behavior of a Java workload is highly dependent on the chosen virtual machine? Can we translate conclusions made for one virtual machine to another virtual machine? Also, is SPECjvm98 representative for other Java applications? I.e., are the conclusions taken based on SPECjvm98 valid for other Java programs? And is using a small input, e.g., SPECjvm98 s1, yielding a short-running Java workload representative for a large input, e.g., s100, yielding a long-running Java workload? To answer these questions, we use the following methodology. First, we measure workload characteristics through performance counters while running the Java workloads on real hardware, in our case an AMD K7 Duron microprocessor. This is done for a large number of virtual machine conﬁgurations (7 in total) as well as for a large number of Java applications with corresponding inputs. The benchmarks and their inputs are taken from the SPECjvm98 suite, the SPECjbb2000 suite and the Java Grande Forum suite. In addition, we also include a raytracer with 19 scene descriptions. Second, a statistical analysis is done on these data using principal components analysis (PCA) [17]. PCA is a multivariate statistical data reduction technique capable of increasing the understandability of the large amounts of data. The basic idea of this statistical analysis is as follows. Java workloads could be displayed in a n-dimensional space, with n the number of performance characteristics measured in the previous step. However, the dimension of this space n is too large to be understandable, in our study n = 34. PCA reduces this high dimensional space to a lower dimensional and uncorrelated space, typically 4-D in our experiments without loosing important information. This increases the understandability for two reasons: (i) its lower dimension and (ii) there is no correlation between the axes in this space. In the third step of our methodology, we display the Java workloads in this lower dimensional space obtained after PCA. In addition, we further analyze this reduced Java



workload space through cluster analysis (CA) [17]. This methodology will allow us to address the questions raised in this paper. Indeed, Java workloads that are far away from each other in this space show dissimilar behavior whereas Java workloads close to each other show similar behavior. As such, if Java workloads are clustered per virtual machine, i.e., all the Java applications running on one particular virtual machine are close to each other, we can conclude that the overall behavior is primarily determined by the virtual machine and not the Java application. Likewise, if Java workloads are clustered per Java application, we conclude that the Java application has the largest impact and not the virtual machine. Also, if a Java program running diﬀerent inputs results in clustered data points, we can conclude that the input has a small impact on the overall behavior. Answering the questions raised in this paper is of interest for various research domains. First, Java application developers can get insight in the behavior of the code they are developing and how their code interacts with the virtual machine and its input. For example, if the overall behavior is primarily inﬂuenced by the virtual machine and not the Java application, application developers will pay less attention to the performance of their code but will focus more on its reusability or reliability. Second, virtual machine developers will get better insight in what sense the behavior of a Java workload is inﬂuenced by the virtual machine implementation and more in particular, how Java programs interact with their virtual machine design. Using this information, virtual machine developers might design better VMs. Third, microprocessor designers can get insight in how Java workloads behave and how their microprocessors should be designed to address speciﬁc issues posed by Java workloads. Also, for microprocessor designers who heavily rely on time-consuming simulations, it is extremely useful to know whether small inputs result in similar behavior as large inputs and can thus be used to reduce the total simulation time without compromising the accuracy of their simulation runs [13]. This paper is organized as follows. In the next section, we present the experimental setup of this paper. We distinguish four components in our setup: (i) the Java workloads, consisting of the virtual machine, the Java benchmarks and if available, various inputs for each of these benchmarks; (ii) the hardware platform, namely the AMD K7 Duron microprocessor; (iii) the measurement technique, i.e., the use of on-chip performance counters; and (iv) the workload characteristics we use in our methodology. In section 3, we discuss the statistical data analysis techniques, namely principal components analysis (PCA) and cluster analysis (CA). In section 4 we present the results we obtain through our analysis and extensively discuss the conclusions that can be taken from these. Section 5 discusses related work on characterizing Java workloads. Finally, we conclude in section 6.



2. EXPERIMENTAL SETUP 2.1 Java workloads This section discusses the virtual machines and the Java applications that are used in this study.



2.1.1 Virtual machines In our study, we have used seven virtual machine conﬁgurations which are tabulated in Table 1: SUN JRE 1.4.1,
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show that the choice of the garbage collector has a minor impact on the results of this paper and does not change the overall conclusions.



Blackdown JRE 1.4.1 Beta, IBM JRE 1.4.1, JikesRVM, JRockit and Kaﬀe. Both the SUN JRE 1.4.1 and the Blackdown JRE 1.4.1 Beta virtual machines are based on the same SUN HotSpot virtual machine core [26]. HotSpot uses a mixed scheme of interpretation, Just-in-Time (JIT) compilation and optimization to execute Java applications. The degree of optimization can be speciﬁed by choosing either client mode or server mode. In client mode, the virtual machine performs fewer runtime optimizations resulting in a limited application startup time and a reduced memory footprint. In server mode, the virtual machine performs classic code optimizations as well as optimizations that are more speciﬁc to Java, such as null-check and range-check elimination. It is also interesting to note that HotSpot maps Java threads to native OS threads. The garbage collector uses a fully accurate, generational copying scheme. New objects are allocated in the ‘nursery’ and moved to the ‘old object’ space when the ‘nursery’ is collected. Objects in the ‘old object’ space are reclaimed by a mark and sweep compacting strategy. BEA Weblogic’s JRockit [6] is a virtual machine that is targeted at server-side Java. JRockit compiles methods upon their ﬁrst invocation. At runtime, statistics are gathered and hot methods are scheduled for optimization. The optimized code replaces the old code while the virtual machine keeps running. This way, an adaptive optimization scheme is realized. JRockit uses a mixed threading scheme, called ThinThread, in which n Java threads are multiplexed on m native threads. The virtual machine comes with four possible garbage collection strategies. We have used the generational copying version in our experiments, which is the default for heap sizes less than 128MiB. Jikes [2, 3] is a Research Virtual Machine (RVM)—previously known as Jalape˜ no—that is targeted at server-side Java applications. Jikes is written entirely in Java and uses compilation throughout the entire execution (no interpretation). It is possible to conﬁgure the JikesRVM in diﬀerent compiling modes: baseline compiler, optimizing compiler and adaptive compiler. We have used the baseline and adaptive modes in our experiments. The threading system multiplexes n Java threads to m native threads. There is a range of garbage collection strategies available for this virtual machine. Among them are copying, mark-and-sweep and generational collectors as well as combinations of these strategies. We have used the non-generational copying scheme (SemiSpace). Kaﬀe1 is an open source virtual machine. We have used version 1.0.7 in our experiments. Kaﬀe uses interpretation as well as JIT compilation. In addition, native threads can be used. The IBM JRE 1.4.02 [25] also uses a mixed strategy by employing IBM’s JIT compiler as well as IBM’s Mixed Mode Interpreter (MMI). Note that the choice of the garbage collector is not consistent over the virtual machine conﬁgurations. We have chosen the default garbage collector for each virtual machine. This leads to diﬀerent garbage collector mechanisms for diﬀerent virtual machines as can be seen from Table 1. In section 4.4, we will evaluate the impact of the garbage collector on overall workload behavior. This evaluation will



2.1.2 Java applications and their inputs There are numerous Java applications available both in the public and the commercial domain. However, most of these are (highly) interactive. Using such applications for our purposes is unsuitable since the measurements would not be reproducable. As such, we used non-interactive Java programs with command line inputs. The applications we have used are taken from several sources, see also Table 2: SPECjvm98, SPECjbb2000, the Java Grande Forum suite, and Raja. SPECjvm983 is a client-side Java benchmark suite consisting of seven benchmarks. For each of these, SPECjvm98 provides three inputs: s1, s10 and s100. Contradictory to what the input set names suggest, the size of the input set does not increase linearly. For some benchmarks, a larger input indeed increases the problem size. For other benchmarks, a larger input executes a smaller input multiple times. In the evaluation section, we will discuss the impact of the various input sets on the behavior of the Java programs and their virtual machines. SPECjvm98 was designed to evaluate combined hardware (CPU, caches, memory, etc.) and software aspects (virtual machine, kernel activity, etc.) of a Java environment. However, they do not include graphics, networking or AWT (window management). SPECjbb2000 (Java Business Benchmark)4 is a serverside benchmark suite focussing on the middle-tier, the business logic, of a three-tier system. We have run the SPECjbb2000 benchmark with diﬀerent numbers of warehouses: 2, 4 and 8 warehouses. The Java Grande Forum (JGF) benchmark suite5 [9] is intended to study the performance of Java in the context of so-called Grande applications, i.e., applications requiring large amounts of memory, bandwidth and/or processing power. Examples include computational science and engineering codes, large scale database applications as well as business and ﬁnancial models. For this paper, we have chosen four large scale applications from the sequential suite which are suitable for uniprocessor performance evaluation. For each of these benchmarks, we have used the two available problem sizes, small and large. Raja6 is a raytracer in Java. We included this raytracer in our analysis since its distribution comes with 19 scene descriptions. As such we will be able to quantify the impact of the input on the behavior of the raytracer. Unfortunately, we were unable to execute this benchmark on the Jikes and Kaﬀe virtual machines. We ran all the benchmarks with a standard 64MiB virtual machine heap size. For SPECjbb2000, we used a heap size of 256 MiB.



2.2 Hardware used We have done all our experiments on a x86-compatible platform, namely a 1GHz AMD Duron (model 7). The microarchitecture of the AMD Duron is identical to the AMD Athlon’s microarchitecture except for the reduced size of the 3
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Virtual machine SUN JRE 1.4.1 Blackdown JRE 1.4.1 JikesRVM base JikesRVM adpt JRockit Kaﬀe IBM JRE 1.4.1



Conﬁguration used HotSpot client, generational non-incremental garbage collection HotSpot client, generational non-incremental garbage collection baseline compiler with copying garbage collection adaptive compiler with copying garbage collection adaptive optimizing compiler, generational copying collector interpretation and JIT compilation, non-generational garbage collection interpretation and JIT compilation



Table 1: The virtual machine conﬁgurations we have used to perform our measurements.



SPECjvm98 201 compress



A compression program, using a LZW method ported from 129.compress in the SPECCPU95 suite. Unlike 129.compress, it processes real data from several ﬁles. The various inputs are obtained by performing a diﬀerent number of iterations through various input ﬁles. It requires a heap size of 20MiB and allocates 334MiB of objects. An expert shell system, adapted from the CLIPS system. The various inputs consist of a set of puzzles to be solved, with varying degrees of diﬃculty. The benchmark requires a heap size of 2MiB while allocating 748MiB of objects. The benchmark performs a set of database requests on a memory resident database of 1MiB. The various inputs are obtained by varying the number of requests to the database. It requires a heap size of 16MiB and allocates 224MiB of objects. This is the JDK 1.0.2 source code compiler. The various inputs are obtained by making multiple copies of the same input ﬁles. It requires a heap size of 12MiB, and allocates 518MiB of objects. A commercial application decompressing MPEG Layer-3 audio ﬁles. The input consists of about 4MiB of audio data. The number of objects that are allocated is negligible. A raytracer using two threads to render a scene. The various inputs are determined by the problem size. The benchmark requires a heap size of 16MiB and allocates 355MiB of objects. An early version of JavaCC which is a Java parser generator. The various inputs make several passes through the same data. Execution requires a heap size of 2MiB while 481MiB of objects are allocated. A three-tier transaction system, where the user interaction is simulated by random input selection and the third tier, the database, is represented by a set of binary trees. The benchmark focuses on the business logic found in the middle tier. It is loosely based on the IBM pBOB benchmark [5]. About 256MiB of heap space is required to run the benchmark.



202 jess 209 db



213 javac 222 mpegaudio 227 mtrt 228 jack



SPECjbb2000



Java Grande Forum search euler



moldyn raytracer



Raja



A program solving a connect-4 game, using an alpha-beta pruning technique. The problem size is determined by the starting position from which the game is solved. The heap size should be at least 6MiB for both inputs. Solution for a set of time-dependent Euler equations modeling a channel with a bumped wall, using a fourth order Runge-Kutta scheme. The model is evaluated for 200 timesteps. The problem size is determined by the size of the mesh on which the solution is computed. The heap size that is required is 8MiB for the small input and 15MiB for the large input. Evaluation of an N -body model for particles interacting under a LennardJones potential in a cubic space. The problem size is determined by the number of particles. Both inputs need a heap size of 1 MiB. A raytracer rendering a scene containing 64 spheres. The problem size is determined by the resolution of the rendered image. Both inputs require a heap size of 1 MiB. A Raytracer. We used the latest 0.4.0-pre4 version. Input variation is obtained by using a set of 19 scene descriptions.



Table 2: The benchmarks we used in our measurements.
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component memory hierarchy



subcomponent L1 I-cache L1 D-cache L2 cache L1 I-TLB L2 I-TLB L1 D-TLB L2 D-TLB BTB RAS taken/not-taken bus integer ﬂoating-point pipeline 1



branch prediction



system design pipeline stages integer pipeline



ﬂoating-point pipeline



pipeline pipeline pipeline pipleine



2 3 1 2



pipeline 3



description 64KB two-way set-associative, 64-byte lines, LRU replacement with next line prefetching 64KB two-way set-associative, 8 banks with 8-byte lines, LRU write-allocate, write-back, two access ports 64 bits each 64KB two-way set-associative, uniﬁed, on-chip, exclusive 24 entries, fully associative 256 entries, four-way set-associative 32 entries, fully associative 256 entries, four-way set-associative branch target buﬀer, two-way set-associative, 2048 entries return address stack, 12 entries gshare 2048-entry branch predictor with 2-bit counters 200MHz, 1.6GiB per second 10 cycles 15 cycles integer execution unit and address generation unit also allows integer multiply integer execution unit and address generation unit idem 3DNow! add, MMX ALU/shifter and ﬂoating-point add 3DNow!/MMX multiply/reciproce, MMX ALU and ﬂoating-point multiply/divide/square root ﬂoating-point constant loads and stores



Table 3: The AMD K7 Duron microprocessor summary. in the L1 D-cache. The L1 D-cache is organized as an eightbank cache having two 64-bit access ports. Another interesting aspect of the AMD K7 microarchitecture is the fact that the L2 uniﬁed cache is an exclusive cache. This means that cache blocks that were previously held by the L1 caches but had to be evicted from L1, are held in L2. If the newer cache block that is to be stored in L1 previously resided in L2, that cache block will be evicted from L2 to make room for the L1 block, i.e., a swap operation is done between L1 and L2. If the newer cache block that is to be stored in L1 did not previously reside in L2, a cache block will need to be evicted from L2 to memory.



L2 cache (64KB instead of 256KB). As such, the Duron as well as the Athlon belong to the same AMD K7 processor family [1, 12]. For more details on the AMD Duron that is used in this study we refer to Table 3. The AMD K7 is a superscalar microprocessor implementing the IA-32 instruction set architecture (ISA). It has a pipelined microarchitecture in which up to three x86 instructions can be fetched. These instructions are fetched from a large predecoded 64KB L1 instruction cache (I-cache). For dealing with the branches in the instruction stream, branch prediction is done using a global history (gshare) based taken/not-taken branch predictor, a branch target buﬀer (BTB) and a return address stack (RAS). Once fetched, each (variable-length) x86 instruction is decoded into a number of simpler (and ﬁxed-length) macro-ops. Up to three x86 instructions can be translated per cycle. These macro-ops are then passed to the next stage in the pipeline, the instruction control unit (ICU) which basically consists of a 72-entry reorder buﬀer. From this reorder buﬀer, macro-ops are scheduled into an 18-entry integer scheduler and a 36-entry ﬂoating-point scheduler for integer and ﬂoating-point operations, respectively. The 18entry integer scheduler is organized as a collection of three 6-entry deep reservation stations, each reservation station serving an integer execution unit and an address generation unit. The 36-entry ﬂoating-point scheduler (FPU: ﬂoatingpoint unit) serves three ﬂoating-point pipelines executing x87, MMX and 3DNow! operations. In the schedulers, the macro-ops are broken down to ops which can execute outof-order. Next to these schedulers, the AMD K7 microarchitecture also has a 44-entry load-store unit. The load-store unit consists of two queues, a 12-entry queue for L1 D-cache load and store accesses and a 32-entry queue for L2 cache and memory load and store accesses—requests that missed



2.3 Performance counters The AMD K7 Duron has a set of microprocessor-speciﬁc registers. These registers can be used to obtain information about the processor’s usage during the execution of a computer program. This kind of information is held in so called performance counter registers. We have used the performance counter registers available in the AMD Duron to measure several characteristics of benchmark executions. Performance counters have several important beneﬁts over alternative characterization methods. First, characteristics are obtained very fast since we run computer programs on native hardware. Alternative options are signiﬁcantly less eﬃcient. For example, measuring characteristics using instrumented binaries inevitably results in a serious slowdown. Measuring characteristics through simulation is even worse since detailed simulation is approximately a factor 100,000 slower than native execution. The second advantage of using performance counters is that setting up the infrastructure for doing these experiments is extremely simple: no simulators, nor instrumentation routines have to be written. Third, measuring kernel activity using performance
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2.4 Workload characteristics



counters comes for free. Instrumentation or simulation on the other hand, require either instrumenting kernel code or employing a full system simulator. The fourth advantage of performance counters is that characteristics are measured on real hardware instead of a software model. The latter can lead to inaccuracies due to its higher abstraction level [11]. Unfortunately, performance counters also come with their disadvantages. First, measuring an event of two executions of the same computer program can lead to slightly diﬀerent results. One reason for this is cache contention due to multitasking, interrupts, etc. To cope with this problem, each event can be measured multiple times and an average number of these measurements can be used throughout the analysis. For this study, we have measured each event four times and the arithmetic average is used in the analysis. A second problem with performance counters is that only a limited number of events can be measured per program execution, e.g., four events for the AMD K7. As such, to measure the 34 events as listed in Table 4 we had to run each program nine times. Note that these two slowdown factors result in the fact that each program needs to be run 36 times, i.e., 4 times for making the average over four program runs multiplied by 9 times for measuring all events (4 events per program run). As such, using the approach of performance counters, although running on native hardware, yields a slowdown of a factor 36 over one single native program execution. Note that this is still much faster than through instrumentation (slowdown factor heavily depending on the instrumentation routines, typically more than 1,000) or simulation (slowdown factor of 50,000 up to 300,000 [4, 7]). A third disadvantage of performance counters is that the sensitivity to performance of a microarchitectural parameter cannot be measured since the microarchitecture is ﬁxed. This disadvantage could be remedied by measuring characteristics on multiple platforms having diﬀerent microprocessors. In our environment, reading the contents of the performance counter registers is done using the perfctr version 2.4.0 package7 which provides a patch to the most common Linux/x86 kernels. Our Linux/x86 evironment is RedHat 7.3 with kernel 2.4.19-11. The perfctr package keeps track of the contents of the performance counter registers on a per-process basis. This means that the contents of the performance counters are saved on a context switch and restored after the context switch. This allows precise perprocess measurements on a multi-tasking operating system such as Linux. In order to use this package for our purpose we had to extend the perfctr package to deal with multithreaded Java. The original perfctr package v2.4.0 is only capable of measuring the performance counter values for a single-threaded process. However, in most modern virtual machines running Java applications, all the Java threads are actually run as native threads or (under Linux) separate processes. Other VMs multiplex their n Java threads on a set of m native threads, for example JRockit [6] and Jikes [2, 3]. Yet other VMs map all Java threads to a single native thread. In this case, the Java threads are often called green threads. To be able to measure the characteristics for all the threads running in a virtual machine that uses multiple native threads, we extended the perfctr package. This way, all the Java threads that are created during the execution of a Java application are proﬁled. 7



The processor events that were measured for this study on the AMD Duron are tabulated in Table 4. These 34 workload characteristics can be roughly divided in six groups: • General characteristics. This group of events contains the number of clock cycles needed to execute the application; the number of retired x86 instructions; the number of retired operations—recall that x86 instructions are broken down to ﬁxed-length and much simpler operations; the number of retired branches, etc. • Processor frontend. Here we have grouped characteristics that are related to the processor frontend, i.e., the I-cache and the fetch unit: the number of fetches from the L1 I-cache, the number of L1 I-cache misses, the number of instruction fetches from the L2 instruction cache and the number of instruction fetches from main memory. Next to these characteristics, we also measure the L1 I-TLB misses that hit the L2 TLB, as well as the L1 I-TLB misses that also miss the L2 ITLB. In addition, we also measure the number of fetch unit stall cycles. • Branch prediction. This group measures the performance of the branch prediction hardware: the number of branch taken/not-taken mispredictions, the number of branch target mispredictions, the performance of the return address stack (RAS), etc. • Processor core. The performance counters that deal with the processor core basically measure stall cycles, i.e., cycles in which no new instructions can be further pushed down the pipeline due to data, control or structural hazards, for example, due to a read-after-write dependency, an unavailable functional unit, an unresolved D-cache miss, a branch misprediction, etc. In this group we make a distinction between the following events: an integer control unit (ICU) full stall, a reservation station full stall, a ﬂoating-point unit (FPU) full stall, load-store unit queue full stalls, and a dispatch stall which can be the result of a number of combined stall events. • Data cache. We distinguish the following characteristics related to the data cache: the number of L1 Dcache accesses, the number of L1 D-cache misses, the number of reﬁlls from L2, the number of reﬁlls from main memory and the number of writebacks. We also measure the L1 D-TLB misses that hit the L2 D-TLB and the L1 D-TLB misses that also miss the L2 DTLB. • Bus unit. We monitor the number of requests to the main memory, as seen on the bus. The performance characteristics that are actually used in the statistical analysis, are all divided by the number of clock cycles. By doing so, the events are actually measured per unit of time. For example, one particular performance characteristic will be the number of L1 D-cache misses per unit of time, in casu, per clock cycle. Note that this performance measure is more appropriate than the L1 D-cache miss rate, often used in other studies, since it is more directly related



http://user.it.uu.se/∼mikpe/linux/perfctr/
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component general



processor frontend



branch prediction



processor core



abbrev. cycles instr ops br br taken far ctrl ret ic fetch ic miss ic L2 fetch ic mem itlb L1 miss itlb L2 miss fetch stall br mpred br taken mpred ret mpred target mpred ras hits ras oﬂow dispatch stall icu full res stat full fpu full lsu full lsu L2 full



data cache



dc access



system bus



dc miss dc L2 dc mem dc wb dtlb L1 miss dtlb L2 miss mem requests



decription number of clock cycles number of retired x86 instructions number of retired operations number of retired branches number of retired taken branches number of retired far control instructions number of retired near return instructions number of L1 I-cache fetches number of L1 I-cache misses number of L2 instruction fetches number of instruction fetches from memory number of L1 I-TLB misses, but L2 I-TLB hits number of L1 and L2 I-TLB misses number of fetch unit stall cycles number of retired mispredicted branches number of retired mispredicted taken branches number of retired mispredicted near return instructions number of mispredicted branches due to address miscompare number of return address stack hits number of return address stack overﬂows number of dispatch stall cycles (combined stall events) number of integer control unit (ICU) full stall cycles number of reservation station full stall cycles number of ﬂoating-point unit (FPU) full stall cycles number of load-store unit (LSU) full stall cycles concerning the L1 D-cache access queue number of load-store unit (LSU) full stall cycles concerning the L2 and memory access queue number of L1 data cache accesses equals number of load-store operations number of L1 data cache misses number of reﬁlls from the L2 cache number of reﬁlls from main memory number of writebacks number of L1 D-TLB misses, but L2 D-TLB hits number of L1 and L2 D-TLB misses number of memory requests as seen on the bus



Table 4: The 34 workload characteristics obtained from the performance counters on the AMD Duron. components analysis (PCA) and cluster analysis (CA) [17], to present a diﬀerent view on the measured data. Applying these statistical analysis techniques was done using the commercial software package STATISTICA [24]. We will discuss PCA and CA in the following two subsections.



to actual performance. Indeed, a high D-cache miss rate can still result in a low number of D-cache misses per unit of time if the number of D-cache accesses is low. As stated in the previous section, performance counters can be measured for both kernel and user activity. Since it is well known from previous work [19] that Java programs spend a signiﬁcant amount of time in kernel activity, we have measured both.



3.



3.1 Principal components analysis The basic idea of our approach is that a Java workload— a Java workload is determined by the Java application, its input and the virtual machine—could be viewed as a point in the multidimensional space built up by the performance counter events. Before applying any statistical analysis technique, we ﬁrst normalize the data, i.e., mean and variance of each event is zero and one, respectively. Subsequently, we apply principal components analysis (PCA) which transforms the data into uncorrelated data. This is beneﬁcial for our purpose of measuring (dis)similarity between Java workloads. Measuring (dis)similarity between two Java workloads based on the original non-normalized and correlated events on the other hand, would give a distorted view. In-



STATISTICAL ANALYSIS



From the previous sections it becomes clear that the amount of data that is obtained from our measurements is huge. Indeed, each performance counter event is measured for each benchmark, for each virtual machine and for each input. As such, the total amount of data is too large to be analyzed understandably. In addition, there exists correlation between the various events which makes the interpretation of the data even more diﬃcult for the purpose of this paper. Therefore, we use a methodology [13, 14] that is based on statistical data analysis, namely principal
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deed, the Euclidean distance between two Java workloads in the original space is not a reliable measure for two reasons. First, non-normalized data gives a higher weight to events with a higher variance. Through normalization, all events get equal weights. Second, the Euclidean distance in a correlated space gives a higher weight to correlated variables. Since correlated variables in essence measure the same underlying program characteristic, we propose to remove that correlation through PCA. PCA computes new variables, called principal components, which are linear combinations of the original variables, such that all principal components are uncorrelated. PCA tranforms the p variables X1 , X2 , . . . , Xp into p principal components Z1 , Z2 , . . . , Zp with Zi = pj=1 aij Xj . This transformation has the properties (i) V ar[Z1 ] ≥ V ar[Z2 ] ≥ . . . ≥ V ar[Zp ] which means that Z1 contains the most information and Zp the least; and (ii) Cov[Zi , Zj ] = 0, ∀i = j which means that there is no information overlap between the principal components. Note that the total variance in the data remains the same before and after the transformation, namely pi=1 V ar[Xi ] = pi=1 V ar[Zi ]. As stated in the ﬁrst property in the previous paragraph, some of the principal components will have a high variance while others will have a small variance. By removing the components with the lowest variance from the analysis, we can reduce the number of program characteristics while controlling the amount of information that is thrown away. We retain q principal components which is a signiﬁcant information reduction since q  p in most cases, for example q = 4. To measure the fraction of information retained in this q-dimensional space, we use the amount of variance ( qi=1 V ar[Zi ])/( pi=1 V ar[Xi ]) accounted for by these q principal components. Typically 85% to 90% of the total variance should be explained by the retained principal components. In this study the p original variables are the events measured through the performance counters, see section 2.4. By examining the most important q principal components, which are linear combinations of the original performance p events (Zi = j=1 aij Xj , i = 1, . . . , q), meaningful interpretations can be given to these principal components in terms of the original program characteristics. A coeﬃcient aij that is close to +1 or -1 implies a strong impact of the original characteristic Xj on the principal component Zi . A coeﬃcient aij that is close to 0 on the other hand, implies no impact. The next step in the analysis is to display the various Java workloads as points in the q-dimensional space built up by the q principal components. As such, a view can be given on the Java workload space. Note again that the projection on the q-dimensional space will be much easier to understand than a view on the original p-dimensional space for two reasons: (i) q is much smaller than p: q  p, and (ii) the q-dimensional space is uncorrelated.



point for the algorithm, each Java workload is considered as a group. In each iteration of the algorithm, the two groups that are most close to each other (with the smallest distance, also called the linkage distance) will be combined to form a new group. As such, close groups are gradually merged until ﬁnally all cases will be in a single group. This can be represented in a so called dendrogram, which graphically represents the linkage distance for each group merge in each iteration of the algorithm. Having obtained a dendrogram, it is up to the user to decide how many clusters to consider. This decision can be made based on the linkage distance. Indeed, small linkage distances imply strong clustering while large linkage distances imply weak clustering. Their exist several methods for calculating the distance between two groups. In this paper, we have used the pair-group average strategy. This means that the distance between two groups is deﬁned as the average distance between all the members of each group. The reason why we chose to ﬁrst perform PCA and subsequently cluster analysis instead of applying cluster analysis on the initial data is as follows. The original variables are highly correlated which implies that an Euclidean distance in this space is unreliable due to this correlation as explained previously. First performing PCA alleviates this problem. In addition, PCA gives us the opportunity to visualize and understand why two Java workloads are diﬀerent from each other.
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4. EVALUATION RESULTS
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In this evaluation section, we present and extensively discuss the results that were obtained from our analysis. First, we present the results for the s1 and s100 input sets of the SPECjvm98 benchmark suite. Second, we analyze the behavior of the Java Grande Forum workloads. And ﬁnally, we present the complete picture with all the Java workloads considered in this study. We present the results for the SPECjvm98 benchmark and the Java Grande Forum before presenting the complete picture for several reasons. First, it makes the results obtained in this paper more comparable to previous work mostly done on SPECjvm98. Second, it makes the understanding easier by building up the complexity of the data. Third, it allows us to demonstrate the relativity of this methodology. In other words, the results obtained from PCA or CA quantify the (dis)similarity between the Java workloads included in the analysis, but say nothing about the behavior of these workloads in comparison to other Java workloads not included in the analysis.



P



4.1 SPECjvm98 The SPECjvm98 benchmark suite oﬀers three input sets, commonly referred to as the s1, s10 and s100 input set. All these benchmarks are executed using the virtual machines summarized in Table 1, with a maximal heap size of 64MiB. We ﬁrst discuss the results of the s1 input set after which we discuss the results for s100.



3.2 Cluster analysis



4.1.1 Analysis of the s1 input set



Cluster analysis (CA) [17] is another data analysis technique that is aimed at clustering the Java workloads into groups that exhibit similar behavior. This is done based on a number of variables, in our case the principal components obtained from PCA. A commonly used algorithm for doing cluster analysis is linkage clustering which starts with a matrix of distances between the Java workloads. As a starting



For the data with the s1 input set, we retain four principal components that account for 86.5% of the observed variance in the measurements of the 49 Java workloads (7 SPECjvm98 benchmarks times 7 VM conﬁgurations). The factor loadings obtained for the principal components are given in Figure 1. These factor loadings account for 46.1%,
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Figure 1: Factor loading for SPECjvm98 with the s1 input set. • For the third principal component (P C3 ), we see that the amount of (taken) branches as well as the number of stalls caused by full reservation stations deliver the major positive contributions. P C3 is negatively inﬂuenced by the amount of retired far control instructions, the amount of L1 I-TLB misses that hit the L2 I-TLB, and the amount of L2 D-TLB misses.



22.2%, 11.1% and 7.2% of the total variance, respectively. When we take a closer look to the factor loadings aij of the retained principal components, it is obvious that the ﬁrst component is by far the most important one. The contributions of the measured characteristics to the second, the third and fourth component are relatively smaller. In the following enumeration, we discuss the contributions made by each of the performance characteristics to each principal component:



• The fourth principal component (P C4 ) is the positively dominated by the amount of L1 D-TLB misses that hit in the L2 D-TLB, and negatively dominated by the amount of branches and the amount of L2 DTLB misses.



• The main positive inﬂuence on the ﬁrst principal component (P C1 ) is caused by the branch prediction characteristics and processor frontend characteristics, with except for the amount of fetch stalls, see Table 4. The ﬁrst principal component is negatively inﬂuenced by several stall events, i.e., the amount of fetch stalls, dispatch stalls, ICU full stalls and L2/memory LSU full stalls. In addition, P C1 is also negatively aﬀected by the number of data cache misses, data cache writebacks and data cache reﬁlls from L2 and from memory. Finally, P C1 is also negatively inﬂuenced by the amount of memory requests seen on the bus.



The factor loadings also give an indication of the correlated characteristics for this set of Java workloads. For example, from these results we can conclude that (along the ﬁrst principal component) the branch characteristics correlate well with the frontend characteristics. Moreover, this correlation is a positive correlation since both characteristics have a positive contribution to the ﬁrst principal component. Also, the frontend characteristics correlate negatively with the amount of fetch stalls. In other words, this implies for example that a high number of I-cache fetches per unit of time correlates well with a low number of fetch stalls per unit of time which can be understood intuitively. We can now display these Java workloads in the 4-dimensional space built up by the four principal components. This is shown in Figures 2 and 3 for the ﬁrst versus the second principal component and the third versus the fourth principal component, respectively. Since we are dealing with a four-dimensional space, it is important to consider these two plots simultaneously to get a clear picture of the four dimensions. Note that in Figures 2 and 3, diﬀerent SPECjvm98 benchmarks running on the same virtual machine are all represented by the same symbol. These graphs should be



• The second principal component (P C2 ) is positively inﬂuenced by the number of x86 instructions retired per clock cycle and the number of retired operations per cycle, the amount of retired near return instructions, the number of stalls caused by a full L1 LSU unit, and the amount of data cache accesses. This component is negatively inﬂuenced by the number of instruction fetches from memory, by the number of L2 I-TLB misses, by the branch prediction accuracy and by the number of stalls caused by full reservation stations. It is also negatively inﬂuenced by the number of L1 D-TLB misses.
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Figure 2: Scatterplot for the SPECjvm98 s1 workload set, as a function of the ﬁrst and the second principal component. Diﬀerent SPECjvm98 benchmarks running on the same virtual machine are represented by the same symbol.
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Figure 3: Scatterplot for the SPECjvm98 s1 workload set, as a function of the third and the fourth principal component. Diﬀerent SPECjvm98 benchmarks running on the same virtual machine are represented by the same symbol.
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ior will thus be connected through small linkage distances. Based on Figure 4, we can make the same conclusions as we made based on the visualization of the reduced space obtained after PCA, see Figures 2 and 3. For example, we clearly observe the four tight clusters per virtual machine: (i) the baseline Jikes virtual machine, (ii) the adaptive Jikes virtual machine, (iii) the JRockit virtual machine, and (iv) the IBM 1.4.1 virtual machine. Also, we clearly observe that the SUN 1.4.1 and the Blackdown 1.4.1 VMs are loosely clustered. In addition, the Kaﬀe virtual machine results in the least tight cluster. Finally, concerning 201 compress, we observe that the Java workloads are linked through large linkage distances, and that a tight cluster is observed for the SUN 1.4.1 VM, the IBM 1.4.1 VM and the Blackdown 1.4.1 VM running 201 compress.



interpreted as follows. A Java workload having a high coefﬁcient along the ﬁrst principal component shows a behavior that can be characterized by, see also Figure 1, high numbers for the branch characteristics and the frontend characteristics. In addition, low numbers will be observed for several stall characteristics (fetch, dispatch, ICU and L2/memory LSU), the number of data cache misses, the number of data reﬁlls from L2 and memory, the number of data writebacks, and the number of memory requests from the bus. The graphs in Figures 2 and 3 clearly show that the data points are more or less clustered per virtual machine. Indeed, we observe tight clusters for JRockit, the baseline version of Jikes, the adaptive version of Jikes and the IBM 1.4.1 VM. The clusters corresponding to the SUN 1.4.1 VM and the Blackdown 1.4.1 VM, are clustered less tightly. Notice also that these two clusters are quite close to each other. This is obviously due to the fact that both virtual machines are built around the same HotSpot virtual machine core. This graph also reveals that Kaﬀe exhibits the least tightly clustered behavior. From these results we can conclude that for the s1 input set, the virtual machine has a larger impact on the overall behavior than the Java application. In other words, a virtual machine running a Java application with a small input will exhibit similar behavior irrespective of the Java application it is running. This can be understood intuitively since the s1 input set results in very short running benchmarks (in the order of seconds) for which the startup time of the virtual machine (initializing and loading signiﬁcant parts of the JDK library) is the highest factor contributing to the overall behavior. From these data we can also conclude that using the s1 input set of SPECjvm98 in a performance analysis might not be a good method unless one is primarily interested in measuring startup times, not just long-running performance. It is also interesting to note that the data points corresponding to the 201 compress benchmark are not part of the clusters discussed in the previous paragraph. In other words, for this Java benchmark, the interaction between the application and the virtual machine has a large impact on its overall behavior at the microarchitectural level since the various virtual machines for 201 compress are spread over the Java workload space. A close inspection of 201 compress reveals that it has a small code size, while processing a fairly large amount of data, even in case of the s1 input set. Proﬁling shows that for this benchmark, the top 10 methods that are called, account for 98% of all method calls. Clearly, 201 compress has a small number of hot methods, much smaller than the other SPECjvm98 benchmarks. This leads to a small working set and allows fairly aggressive optimizations by the virtual machine’s native code generator. Since each virtual machine implements its run-time optimizer in a diﬀerent way, this can result in a behavior that is quite diﬀerent for each virtual machine. Note however that the SUN 1.4.1 VM, the Blackdown 1.4.1 VM and the IBM 1.4.1 VM yield quite similar behavior for 201 compress. Another way of visualizing the (dis)similarity in this transformed space after PCA can be obtained through cluster analysis (CA). A dendrogram can be displayed which graphically represents the linkage distance during CA. This dendrogram is shown in Figure 4. In a dendrogram, data points connected through small linkage distances are clustered in early iterations of the algorithm and thus exhibit similar behavior. In our case, Java workloads exhibiting similar behav-



4.1.2 Analysis of the s100 input set For the s100 input set, we retain six principal components after PCA that account for 87.3% of the observed variance in the measurements. These six principal components account for 48.4%, 16.3%, 8.1%, 6.5%, 4.3% and 3.7% of the total variance, respectively. Note that the ﬁrst four components account for 79.2% of the variance which is less than the variance explained by the four principal components for s1. This indicates that the data for s100 are not as much correlated as for s1. The factor loadings have the following contibutions from the various characteristics. • For the ﬁrst principal component (P C1 ), there are positive contributions, mainly from the number of retired x86 instructions per cycle, the number of L1 and L2 Icache fetches, the branch prediction accuracy, and the number of D-cache accesses. Negative contributions come from the number of fetch stalls and dispatch stalls, the number of D-cache misses, the number of D-cache writebacks and the number of requests made to memory as seen on the bus. • For the second principal component (P C2 ), positive contributions are made by the number of FPU full stalls, the amount of D-cache accesses, and the number of x86 retired instructions per cycle; while negative contributions are made by the branch prediction accuracy and the number of L1 D-cache misses. • For the third principal component (P C3 ), there is a single important positive contribution made by the number of branches. A negative contribution is made by the number of return address stack (RAS) overﬂows and the number of L1 LSU full stalls. • The fourth component is positively inﬂuenced by the number of L1 D-TLB misses and the number of retired far control transfers. It is negatively inﬂuenced by the number of mispredicted indirect branches, the number of mispredicted near returns and the number of RAS overﬂows. • The ﬁfth component is positively dominated by the number of instruction fetches from memory and negatively dominated by the number of ICU full stalls. • The sixth and last retained principal component is positively inﬂuenced by the number of I-fetches from the L2 cache and the number of L1 I-cache misses.
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Figure 4: Dendrogram for the SPECjvm98 s1 workload set obtained after cluster analysis using the average pair-group strategy.
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Figure 5: Dendrogram for the SPECjvm98 s100 workload set obtained after cluster analysis using the average pair-group strategy.
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ysis on this 6-dimensional space is shown in Figure 6. From this ﬁgure, we can conclude that (i) the Java workloads associated with Kaﬀe as well as the Java workloads associated with the baseline conﬁguration of Jikes form tight clusters, respectively; (ii) a tight cluster is observed for search: all the virtual machines running search are in the same cluster except for Kaﬀe and the baseline version of Jikes; (iii) the SUN 1.4.1 VM and the Blackdown 1.4.1 VM also show similar behavior per benchmark, e.g., both virtual machines are close to each other for the euler benchmark; (iv) the small and large problem sizes generally yield the same behavior except for moldyn.



The component in negatively inﬂuenced, mainly by the number of retired taken branches, the number of retired near returns, and the number of RAS hits. Although the reduced 6-dimensional space obtained after PCA is signiﬁcantly smaller than the original 34-dimensional space, displaying a 6-dimensional space in an understandable way is impractical, if not impossible. Therefore, we only display the dendrogram obtained after CA and not the Java workload space as a function of its principal components. This dendrogram is shown in Figure 5. A ﬁrst interesting observation that can be made from this ﬁgure is that the clusters that are formed for the s100 input set are not the same as for s1, compare Figure 5 to Figure 4. Moreover, the clusters that are formed for s100 are not necessarily formed around virtual machines as it was the case for the s1 input set. For the s100 input set, we observe benchmark clusters— the same benchmark being run on diﬀerent VMs, or small impact of VM on overall behavior—as well as virtual machine clusters—the same virtual machine running diﬀerent Java applications, or large impact of VM on overall behavior. In Figure 5, we observe three tight benchmark clusters: (i) a cluster corresponding to 201 compress, (ii) a cluster corresponding to 222 mpegaudio, and (iii) a cluster corresponding to 209 db. The ﬁrst two clusters contain all the virtual machines except for the baseline version of Jikes. The last cluster around 209 db contains ﬁve virtual machines, all but Kaﬀe and the baseline version of Jikes. Interestingly, Shuf et al. [23] labeled these SPECjvm98 benchmarks as ‘simple’ benchmarks. The fact that the virtual machines running these ‘simple’ benchmarks result in clustered data points is probably (and surprisingly) due to the fact that all the virtual machines have optimized these simple benchmarks to nearly the same native code during the long-running time of these benchmarks. Note that in contrast to the widespread behavior of 201 compress for the s1 input, the s100 input results in a tight cluster. In addition to these three ‘benchmark clusters’, we observe two tight virtual machine clusters: (iv) the baseline version of the Jikes virtual machine, and (v) the JRockit virtual machine. The cluster around the baseline Jikes VM contains all the SPECjvm98 benchmarks. The fact that the various Java programs that are run on baseline Jikes exhibit similar behavior can be explained as follows. The baseline conﬁguration of Jikes compiles each method just-in-time but the number of (dynamic) optimizations performed is limited. As such, we can expect that more or less the same code sequences will be generated for diﬀerent Java programs yielding similar behavior. The cluster around JRockit contains all the SPECjvm98 benchmarks except for 201 compress, 209 db and 222 mpegaudio. Interestingly, these benchmarks are part of the ‘benchmark clusters’ (i), (ii) and (iii). From a close inspection of the results in Figure 5, we also observed that the SUN 1.4.1 VM and the Blackdown 1.4.1 VM yield similar behavior. Note however, in contrast to the results of s1, that this is only true on a per benchmark basis.



4.3 All the Java workloads For the analysis discussed in this section, as much as 227 Java workloads are included by varying the virtual machine, the Java application and their input sets. Next to the virtual machine conﬁgurations mentioned in Table 1, we added the server mode of the SUN 1.4.1 VM as well as the server mode of the Blackdown 1.4.1 VM. Based on the results of the principal components analysis we retain seven principal components accounting for 82.2% of the total variance. The dendrogram obtained from the cluster analysis done on this 7-dimensional space is shown in Figure 7. Interesting observations can be made from this ﬁgure. • First, a number of virtual machine clusters are observed that contain various Java applications on the same virtual machine, (i) the IBM 1.4.1 VM running the Raja benchmark, (ii) the Jikes baseline conﬁguration, (iii) Kaﬀe, running several Java Grande Forum benchmarks and some SPECjvm98 benchmarks for the s100 input set, (iv) the adaptive conﬁguration of Jikes, and (v) minor clusters for JRockit and the IBM VM. Note that the SUN 1.4.1 VM and the Blackdown 1.4.1 VM form a single cluster for the Raja benchmark as well as for SPECjbb2000, indicating strong similarities in the behavior of both virtual machines for these benchmarks. For SPECjbb2000, although the client and server modes of the SUN and Blackdown virtual machines are quite close to each other in the global picture (linkage distance smaller than 1.2), we can observe a clear distinction between both. In addition, we also noticed that for SPECjbb2000, the server mode Blackdown 1.4.1 VM shows more similarities with the IBM 1.4.1 VM than with the server mode SUN 1.4.1 VM. • Second, we observe a number of benchmark clusters containing various virtual machines running the same Java benchmark, e.g, the Java Grande Forum benchmarks (search, moldyn, euler and raytracer), SPECjvm98’s 201 compress, SPECjvm98’s 209 db with the s100 input and SPECjbb2000. • Third, we observe two clusters formed around several of the SPECjvm98 benchmarks with the s1 input set, showing once more that these workloads exhibit dissimilar behavior from the other Java workloads.



4.2 Java Grande Forum For the Java Grande Forum (JGF) benchmark suite, which includes four benchmarks each having two problem sizes see also Table 2, we retain six principal components during PCA. These six principal components explain 82.5% of the total variance. The dendrogram obtained from cluster anal-



How these results should be interpreted and used by researchers in the object oriented programming community depends on their research goals. Virtual machine developers benchmarking their own virtual machine should select
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Figure 6: Dendrogram for the Java Grande Forum benchmarks obtained after cluster analysis using the average pair-group strategy.
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Figure 7: Dendrogram for all the Java workloads obtained after cluster analysis using the average pair-group strategy.
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garbage collector in this paper has a minor inﬂuence on the overall conclusions of this paper.



201_compress



5. RELATED WORK This section discusses related work on understanding and characterizing Java workloads. Bowers and Kaeli [8] characterize the SPECjvm98 benchmarks at the bytecode level. They conclude that Java applications have a large number of loads in their dynamic bytecode stream. Hsieh et al. [15] compare the performance of the SUN JDK 1.0.2 Java interpreter, a bytecode to native code translator called Caﬀeine [16] and a compiled C/C++ version of the code. This is done based on simulations. They conclude that the interpreter exhibits poor branch target buﬀer (BTB) performance, poor I-cache behavior and poor D-cache behavior compared to the other approaches. Chow et al. [10] compare Java workloads with non-Java workloads (e.g., SPEC CPU95, SPEC CINT95, etc.) using principal components analysis. In this study, the authors focus on the branch behavior, i.e., the number of conditional jumps, direct calls, indirect calls, indirect jumps, returns, etc. Based on simulation results, they conclude that Java workloads appear to have more indirect branches than nonJava workloads. However, the number of indirect branch targets can be small. I.e., when considering the number of indirect target changes, Java workloads are no worse than some SPEC CINT95 benchmarks. The study presented in this paper is diﬀerent from the work done by Chow et al. for three reasons. First, although Chow et al. use a large number of workloads, the number of virtual machines used in their study is limited to two. Second, Chow et al. limit their study to the branching characteristics of Java workloads. Third, the goal of the paper by Chow et al. was the compare Java workloads versus non-Java workloads which is diﬀerent from the goal of this paper, namely getting insight in the interaction between VMs, Java programs and their inputs. Radhakrishnan et al. [20, 21] analyze the behavior of the SPECjvm98 benchmarks by instrumenting the virtual machines and by simulating execution traces. They used two virtual machines: the Sun JDK 1.1.6 and Kaﬀe 0.9.2. They conclude that (i) 45 out of the 255 bytecodes constitute 90% of the dynamic bytecode stream, (ii) an oracle translation scheme (optimal translation selection) in case of a JIT compiler can only improve performance by 10% to 15%, (iii) the I-cache and D-cache performance is better for Java applications than for C/C++ applications, except for the D-cache in JIT mode, (iv) write misses due to installing JIT compiler output have a signiﬁcant impact on the D-cache performance in JIT mode, and (v) the amount of ILP is higher under JIT mode than under interpreter mode. Li et al. [19] characterize the behavior of SPECjvm98 Java benchmarks through complete system simulation. This was done by using the Sun JDK 1.1.2 virtual machine and the SimOS complete system simulator [22]. They conclude that the SPECjvm98 applications (on s100) spend on average 10% of their time in system (kernel) activity compared to only 2% for the four SPEC CINT95 benchmarks studied. Generally, the amount of time in kernel activity is higher for the JIT compiler mode than for the interpreter mode. The kernel activity is mainly due to TLB miss handler invocations. Also, they conclude that the SPECjvm98 benchmarks have inherently poor instruction-level parallelism (ILP) com-



202_jess 213_javac 227_mtrt 228_jack



209_db



222_mpegaudio



213_javac with parallel GC 228_jack with parallel GC



00



22



66 44 linkage distance



88



10 10



Figure 8: Measuring the impact of the garbage collector on Java workload behavior.



a number of benchmarks that cover a suﬃciently large behavioral spectrum for their virtual machine. The collection of benchmarks will thus be diﬀerent for diﬀerent virtual machines. For example, for JRockit we recommend SPECjbb2000, 201 compress, 222 mpegaudio, 228 jack, 213 javac, 209 db and the four JGF benchmarks. For the baseline conﬁguration of Jikes on the other hand, we recommend only two SPECjvm98 benchmarks and one JGF benchmark. Java application developers benchmarking their own Java program are recommended to use a suﬃciently large number of virtual machines. However, our results suggest that it is a waste of eﬀort to consider the SUN VM as well as the Blackdown VM.



4.4 Comments on the garbage collector As noted in section 2.1.1, the choice of the garbage collector was not consistent, i.e., diﬀerent virtual machine conﬁgurations have diﬀerent garbage collectors. This was due to the fact that we have chosen the default garbage collector for each virtual machine. To quantify the impact of the choice of the garbage collector on the overall results of this paper, we have set up the following experiment. We considered the SPECjvm98 benchmarks with the s100 input set for the various virtual machine conﬁgurations in Table 1. For the JRockit VM we considered three additional garbage collectors next to the generational copying garbage collector, namely single spaced concurrent, generational concurrent and parallel garbage collection. The dendrogram that is obtained after PCA and CA is shown in Figure 8. The four JRockit garbage collectors are highlighted for each SPECjvm98 benchmark. This graph shows that for most benchmarks the various garbage collectors are tightly clustered, except for the parallel garbage collector for 213 javac and 228 jack. As such, we conclude that the choice of the
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for the long-running s100 input set of SPECjvm98 is clearly not good practice, since the behavior that is observed at the microarchitectural level can be quite different for both input sets. One reason obviously is the fact that a virtual machine has more opportunities for run-time optimizations for long-running benchmarks than for short-running benchmarks.



pared to other classes of benchmarks. In [18], Li et al. analyze the impact of kernel activity on the branch behavior of Java workloads. They conclude that branches in OS code exhibit a diﬀerent biased behavior which increases the branch misprediction rate signiﬁcantly. As such, they propose OS-aware branch prediction schemes which outperform conventional branch predictors. Shuf et al. [23] characterize the memory behavior of Java workloads. They conclude that some SPECjvm98 benchmarks are not truly object-oriented and are thus not representative for real Java workloads. As such, they propose to use the server-oriented pBOB benchmark [5] in studies on Java workloads in addition to some SPECjvm98 benchmarks. In our experiments, we used the SPECjbb2000 benchmark suite which is based on pBOB. The results presented in this paper indeed conﬁrm that the behavior that is observed for SPECjbb2000 is dissimilar from SPECjvm98. Secondly, they conclude that the number of hot spots is small for most Java programs. Consequently, expensive algorithms are justiﬁed for run-time optimizations. Third, they conclude that the D-cache behavior of Java workloads is poor resulting in high D-cache miss rates—even fairly large L2 caches do not increase performance signiﬁcantly. In addition, they conclude that the TLB as well as the cache behavior is worse for Java workloads than for technical benchmarks, but comparable to commercial workloads.



6.



• for the Java Grande Forum benchmark suite on the other hand, the problem size seems to have a minor impact on the overall behavior in most cases. As such, the smallest problem size can be used with conﬁdence. • for the SPECjvm98 s100 input set, ‘virtual machine clusters’ are observed containing various virtual machines running the same Java program as well as ‘benchmark clusters’ containing various Java benchmarks running on the same virtual machine. This implies that for the ‘virtual machine clusters’ the impact of the Java application is higher than the impact of the virtual machine. Interestingly, these virtual machine clusters are observed for previously reported ‘simple’ benchmarks, namely 201 compress, 209 db and 222 mpegaudio. Analogeously, for the ‘benchmark clusters’ the impact of the virtual machine is higher than the impact of the Java program. An example of a ‘benchmark cluster’ is the baseline conﬁguration of the Jikes virtual machine. • for the SPECjbb2000 benchmark run on aggressive runtime optimizing virtual machines, we observe a behavior that is very dissimilar to other Java workloads. As such, including a server-oriented Java workload is important to obtain a representative Java workload.



CONCLUSIONS



This paper studied how much of the behavior of a Java workload as seen at the microarchitectural level is due to the virtual machine, the Java application itself and the input to the Java application. In other words, we addressed the question whether the behavior of a Java workload is primarily determined by the virtual machine, the Java application or its input. In the experimental setup of this paper, we used seven virtual machine conﬁgurations and a collection of Java benchmarks taken from SPECjvm98 (with varying input sets s1, s10 and s100), SPECjbb2000, the Java Grande Forum as well as an open-source raytracer called Raja with a large number of scene descriptions. For each of these workloads, a number of performance characteristics were measured through hardware performance counters on an AMD K7 Duron microprocessor. This large amount of data was subsequently analyzed using two statistical data analysis techniques, namely principal components analysis and cluster analysis. These data reduction techniques gave us an excellent opportunity to answer the questions raised in this paper. From this paper, we conclude that:



• in general, researchers should be careful when reporting results using only one or two virtual machines. The results presented in this paper clearly show that the behavior that is observed at the microarchitectural level is highly dependent on the virtual machine. As such, results obtained for one virtual machine might not be applicable for another virtual machine and vice versa. Again, we want to emphasize the importance of the results and the conclusions presented in this paper for the object oriented programming community. This paper clearly showed that the selection of representative Java workloads can be done based on scientiﬁc arguments. Indeed, principal components analysis and cluster analysis provide researchers valuable information to reason about the quality of their Java workloads in a reliable way. This will allow them to draw conclusions from their studies with more conﬁdence.



• for the s1 input set of SPECjvm98, the behavior as observed at the microarchitectural level is mainly determined by the virtual machine. This is due to the fact that the s1 input set leads to short-running benchmarks. This causes the startup of the virtual machine to be the largest contributor to the overall behavior. As such, this suggests that using the s1 input set in a Java system performance analysis might not be good practice (unless one is mainly interested in measuring startup time) since the results that are obtained from such an analysis can be highly biased by the virtual machine that is used.
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