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Abstract Computing services, loosely defined as the allocation and management of computer resources by providers for their clients, have received much recent attention in the IT world. This framework potentially allows participants to increase revenues and reduce costs, but at the same time introduces the need for novel approaches to resource allocation and control. First, the systems supporting these services are large, distributed, and heterogeneous, often to an extent well beyond that of traditional IT infrastructure. Second, participants can be expected to behave strategically; any controls must consider user incentives and, if possible, align these with the optimality of the system as a whole. In this dissertation, we discuss four distinct models which address the issues above in service computing environments. Each focuses on an allocation or control problem within a specific layer of the latter: (1) high-level investment decisions among competing service providers, (2) pricing resources and allocating them among clients, (3) low-level, power aware hardware scheduling, and (4) transmission power control for wireless devices. Although the specific assumptions and functional forms in each differ, the controls in each case are determined by the actions of selfish, heterogeneous users. In all but the third model, these users anticipate the effect of their decisions on the system outcome, a framework ideal for game theoretic analysis. By leveraging the theory of the latter, we are able to characterize the properties of the expected equilibria, as well as prove existence, uniqueness, convergence, and other types of results. The third model does not use game theory directly but instead maps the latter strategies into low-level hardware schedules, thereby implementing the policies determined in other layers. Overall, we thus develop incentive-aligned controls for iv



resources in service computing environments, procedures which have many desirable properties but, at the same time, require little centralized knowledge or authority.



v



Acknowledgments I would like to thank my advisor, Nick Bambos, for his support, encouragement, and intellectual contributions to my education over the past five years. In addition, I also thank my other committee members, Ashish Goel, Yinyu Ye, and Jim Winget, for their aid in the development and evaluation of this thesis. This work was financially supported by a Burt and Deedee McMurtry Stanford Graduate Fellowship. I would like to thank the latter donors for their generosity in funding my education as well as their general contributions to graduate student life at Stanford. I am very grateful to the other members of the Bambos research group: Lykomidis Mastroleon, Ann Miura-Ko, Carri Chan, Aditya Dua, Dan O’Neill, and Dimitris Tsamis. Their kindness, good humor, and insight have been invaluable in both my research and personal life. Finally, I would like to thank my parents and sister for their never-ending love and support.



vi



Contents Abstract



v



Acknowledgments



vii



1 Introduction



1



1.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . .



1



1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



8



1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



10



1.4 Notation and Conventions . . . . . . . . . . . . . . . . . . . . . . . .



10



2 Service Provider Strategic Interactions



12



2.1 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



14



2.2 Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



16



2.2.1



Network Model . . . . . . . . . . . . . . . . . . . . . . . . . .



16



2.2.2



Incentive Model . . . . . . . . . . . . . . . . . . . . . . . . . .



17



2.3 Equilibrium Properties . . . . . . . . . . . . . . . . . . . . . . . . . .



20



2.3.1



Optimality Conditions . . . . . . . . . . . . . . . . . . . . . .



20



2.3.2



Existence . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



21



2.3.3



Uniqueness . . . . . . . . . . . . . . . . . . . . . . . . . . . .



22



2.3.4



Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . .



23



2.4 Monotonicity Results . . . . . . . . . . . . . . . . . . . . . . . . . . .



26



2.4.1



LCP Definitions and Results . . . . . . . . . . . . . . . . . . .



27



2.4.2



Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



28



2.5 Free Riding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



30



vii



2.5.1



An Example . . . . . . . . . . . . . . . . . . . . . . . . . . . .



30



2.5.2



Free Riding Ratio . . . . . . . . . . . . . . . . . . . . . . . . .



30



2.5.3



Symmetric Free Riding Invariance . . . . . . . . . . . . . . . .



31



2.5.4



Free Riding Monotonicity . . . . . . . . . . . . . . . . . . . .



32



2.5.5



Pareto-Improving Free Riding . . . . . . . . . . . . . . . . . .



33



2.6 Examples and Simulations . . . . . . . . . . . . . . . . . . . . . . . .



34



2.6.1



Convergence in a Large Network . . . . . . . . . . . . . . . . .



35



2.6.2



Service Provider Interactions . . . . . . . . . . . . . . . . . . .



36



2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



40



2.8 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



41



3 Client-Oriented Pricing and Allocation



49



3.1 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



50



3.2 Models and Notation . . . . . . . . . . . . . . . . . . . . . . . . . . .



51



3.2.1



Resource Model . . . . . . . . . . . . . . . . . . . . . . . . . .



51



3.2.2



Incentive Model . . . . . . . . . . . . . . . . . . . . . . . . . .



53



3.3 Equilibria Properties . . . . . . . . . . . . . . . . . . . . . . . . . . .



55



3.3.1



Optimality Conditions . . . . . . . . . . . . . . . . . . . . . .



55



3.3.2



Equilibrium Existence and Uniqueness . . . . . . . . . . . . .



56



3.3.3



Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . .



59



3.3.4



Revenue, Price, and Share Monotonicity . . . . . . . . . . . .



61



3.4 Examples and Simulations . . . . . . . . . . . . . . . . . . . . . . . .



64



3.4.1



Example 1: Large System Convergence . . . . . . . . . . . . .



64



3.4.2



Example 2: Small System Sensitivity Analysis . . . . . . . . .



66



3.5 Quantifying Efficiency Losses . . . . . . . . . . . . . . . . . . . . . .



67



3.5.1



An Example . . . . . . . . . . . . . . . . . . . . . . . . . . . .



69



3.5.2



Towards a Bound on the POA . . . . . . . . . . . . . . . . . .



70



3.5.3



Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



79



3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



81



4 QoS and Power Aware Resource Scheduling 4.1 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii



83 85



4.2 Device Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.2.1



86



Example: Packet Switch . . . . . . . . . . . . . . . . . . . . .



88



4.3 Algorithm Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



89



4.3.1



Existing Algorithms . . . . . . . . . . . . . . . . . . . . . . .



89



4.3.2



Target-based PCS . . . . . . . . . . . . . . . . . . . . . . . . .



90



4.3.3



The TP-PCS Algorithm Class . . . . . . . . . . . . . . . . . .



94



4.3.4



Average Backlog Scheduling . . . . . . . . . . . . . . . . . . .



95



4.4 Simulated Performance . . . . . . . . . . . . . . . . . . . . . . . . . .



97



4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



99



5 Incentive-Aligned Wireless Power Control



100



5.1 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102 5.2 Wireless Network Model . . . . . . . . . . . . . . . . . . . . . . . . . 103 5.3 Game Theoretic Model . . . . . . . . . . . . . . . . . . . . . . . . . . 105 5.3.1



Value Functions for Soft SIR Targets . . . . . . . . . . . . . . 106



5.3.2



Cost Functions . . . . . . . . . . . . . . . . . . . . . . . . . . 107



5.3.3



Power Control Game . . . . . . . . . . . . . . . . . . . . . . . 108



5.4 Concave Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109 5.4.1



Strategy and Outcome Space Restriction . . . . . . . . . . . . 109



5.4.2



Existence and Uniqueness . . . . . . . . . . . . . . . . . . . . 110



5.4.3



Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113



5.5 Convex Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113 5.5.1



Equilibrium Characterization . . . . . . . . . . . . . . . . . . 114



5.5.2



Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115



5.6 Power Convergence Scheme . . . . . . . . . . . . . . . . . . . . . . . 117 5.7 Simulated Performance . . . . . . . . . . . . . . . . . . . . . . . . . . 118 5.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122 6 Conclusion



123



References



125



ix



List of Tables 1.1 Summary of thesis layers . . . . . . . . . . . . . . . . . . . . . . . . .



9



2.1 Summary of Chapter 2 notation . . . . . . . . . . . . . . . . . . . . .



21



2.2 Equilibrium values for service provider example . . . . . . . . . . . .



38



3.1 Price of anarchy numerical example . . . . . . . . . . . . . . . . . . .



69



x



List of Figures 2.1 Example linear influence network . . . . . . . . . . . . . . . . . . . .



17



2.2 Complementary cones example . . . . . . . . . . . . . . . . . . . . . .



27



2.3 Convergence of SBRD and ABRD algorithms in large, random network 36 2.4 Network for service provider example . . . . . . . . . . . . . . . . . .



37



2.5 Variation in investment levels and free riding ratios for firms 4 and 5 in service provider example . . . . . . . . . . . . . . . . . . . . . . . .



39



2.6 Variation in investment levels and free riding ratios for firms 1 and 2 in service provider example . . . . . . . . . . . . . . . . . . . . . . . .



39



2.7 Illustration of proof of Theorem 2.4.4 . . . . . . . . . . . . . . . . . .



42



2.8 Illustration of Lemma 2.8.1 . . . . . . . . . . . . . . . . . . . . . . . .



45



3.1 Model for a shared resource . . . . . . . . . . . . . . . . . . . . . . .



52



3.2 Cost function illustration . . . . . . . . . . . . . . . . . . . . . . . . .



55



3.3 Convergence of SBRD and ABRD in large, random example . . . . .



65



3.4 User shares and total system revenue as a function of ρ1 and v1 . . . 3.5 Relationship between ρi , θˆi , and θ˘i for user i’s average occupancy func-



65



tion, Bi (θi ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.6 ηi versus ρi for three values of δ¯ . . . . . . . . . . . . . . . . . . . . .



71 77



3.7 Upper bound on α as a function of ρ(1) and ρ(N ) for fixed total arrival intensity, ρ¯ = 0.9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . P 3.8 Upper bound on α as a function of ρ(N ) and ρ¯ = i ρi only . . . . . .



80 81



4.1 Example of low-level device scheduling model. . . . . . . . . . . . . .



87



4.2 Illustration of 4 × 4 crossbar packet switch. . . . . . . . . . . . . . . .



88



xi



4.3 State space and controls under T-PCS algorithm. . . . . . . . . . . .



91



4.4 Possible power-controlling partition of a 2-dimensional state space. . .



94



4.5 Average backlog versus β for T-PCS and ABS. . . . . . . . . . . . . .



97



4.6 Average power vs. β for T-PCS and ABS. . . . . . . . . . . . . . . .



98



5.1 Illustration of p∗ geometry for N = 2 case . . . . . . . . . . . . . . . 105 5.2 Possible Vi (·) function forms for environments with “soft” target SIRs 106 5.3 Illustration of region containing possible NE. . . . . . . . . . . . . . . 109 5.4 Example convex utility example with no NE . . . . . . . . . . . . . . 116 5.5 Randomly located links used in wireless network simulation . . . . . . 118 5.6 Wireless simulation results with concave utilities . . . . . . . . . . . . 119 5.7 Wireless simulation results with convex utilities . . . . . . . . . . . . 120 5.8 Zoomed version of convex results. . . . . . . . . . . . . . . . . . . . . 121



xii



Chapter 1 Introduction 1.1



Background and Motivation



Computing services are loosely defined as the allocation and management of computer resources by providers for their clients. This concept, which intersects with various features of “grid,” “utility,” and “cloud” computing, has received much recent attention in the IT world [1]. This excitement is well-founded on both the client and service provider sides. In the case of the former, many individuals and firms are having difficulty managing the complexity, cost, and risk of building and maintaining an IT infrastructure that is simultaneously powerful, reliable, and scalable. By “renting” resources from others on an as-needed basis, these clients can potentially reduce their costs and outsource many of the related management complexities. At the same time, this new computing paradigm has the potential to produce additional revenue for large, IT service providers. Many of the latter, for instance, own large data centers with underutilized resources. By selling excess capacity to clients, these providers can make money with little incremental cost, thus increasing the profitability of their operations and enabling additional infrastructure investment. In addition to selling hardware capacity, these providers can also supply software in a service-based framework. This is built on top of the company’s own hardware or even, perhaps, using another provider’s infrastructure. Although the service computing concept is a relatively new one, several companies 1
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have already developed working systems within this framework. Sun Microsystem’s “Sun Grid Compute Utility” allows clients to run large computation jobs for a flat rate of $1.00 per CPU-hour [2]. Amazon sells capacity on its “Elastic Compute Cloud (EC2)” product; by creating virtual “Amazon machine images,” users can run customized software applications on the company’s infrastructure [3]. On the other hand, salesforce.com is an example of a more software-based service framework; the latter company has created a highly successful “customer relation management” system which can be used for a flat rate per user per month [4]. Other large players, such as Google and IBM, have announced plans to enter the business as well [5]. Within any complex engineering environment, problems related to resource allocation and control naturally arise. In other words, given some set of user requirements, physical or virtual resources / goods, and constraints (i.e., in terms of money, time, capacity, etc.) how can these resources be deployed to best satisfy some objective? In the service computing space, however, there are a number of issues that make such problems difficult to solve, let alone formulate: 1. Size: The data centers run by service computing providers are extremely large (e.g., tens of thousands of individual machines). This size provides economies of scale, but makes “hand tuning” inefficient and impractical. Controls must be systematic and autonomic. 2. Heterogeneity of products: As discussed above, the resources sold to clients may be individual hardware components (e.g., CPUs), bundles of hardware (e.g., whole physical or virtual machines), or higher-level software. 3. Heterogeneity of resources: On the back end, service computing systems include a diverse set of resources: CPUs, disk, RAM, and network capacity. Each of these includes many possible subdivisions (e.g. different processor speeds, tiers of disk storage, etc.) which may all simultaneously coexist within the providers’ infrastructure. 4. Heterogeneity of clients: Firms purchasing services are extremely diverse in terms of their size, desired resource mix, required service quality, and willingness
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to pay. This diversity prevents the application of “one size fits all” control and payment schemes. 5. Economic components: Clients pay for service and are, presumably, responsive to price changes. In addition, participants may anticipate the effects of their actions on these prices and adjust their behavior accordingly. These types of interactions necessitate the study of economic incentives and how these influence user strategies as well as system stability and profitability. 6. Networked interactions and dependencies: Clients and providers are networked geographically, electronically (i.e., with wires, fiber cables, etc.), and strategically (i.e., as allies, competitors, etc.). These network structures introduce complex dependencies and constraints across all layers of the system. The environment at hand is thus too big and too complex to study within a single, all-encompassing model; the control problem for an individual processor, for instance, is very different from the pricing decision of a service provider or the participation strategy of a client. A more practical approach, and the one we take here, is to instead formulate and study several different allocation problems, each particularly relevant for a distinct layer of the service computing framework. In particular, we focus in this dissertation on four, layer-specific problems: 1. Investment strategy among networked service providers 2. Pricing and allocating congestible, computing resources 3. Low-level resource scheduling for quality-of-service (QoS) and power control 4. Incentive-aligned wireless power control Although somewhat different in their approaches, all four model the concerns listed above in a mathematically rigorous way; namely, they scale well with size, allow for heterogeneous user and resource characteristics, incorporate strategic interactions among participants, and encapsulate specific network structures.
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We note that these layers and the models therein are not at all collectively exhaustive. As discussed above, the service computing space is very broad, and contains numerous exciting problems for study. The subjects discussed in the sequel were chosen to touch on the four “resource layers” above in a theoretically meaningful way. Many other theoretical models are possible and may, in fact, be more appropriate. In addition, we completely ignore in this thesis the higher-level, more design oriented pieces required to construct a working computing service: payment systems, software interfaces, distributed hardware design and control, etc. Nor is the analysis in this work restricted to just service computing environments. We have chosen to frame our models within this context because we believe it represents a “good fit” and makes our work both relevant and understandable. As discussed in the sequel, various pieces of our work are potentially valuable within a wide variety of other domains. In the following sections, we motivate each of the above problems in more detail and give a brief review of the relevant theoretical areas. More detailed literature reviews can be found in the corresponding chapters of the sequel.



Investment Strategy Among Networked Service Providers At the core of a service computing environment is its service providers, who, as discussed above, sell capacity to clients. These providers and their infrastructure, however, are not static. Rather, they are constantly making investment decisions. A utility provider may, for instance, spend millions of dollars to upgrade its processors and network capacity. These investments could also be software related, e.g. a more secure operating system. Such decisions could have an impact on other providers. For instance, if the other providers are direct competitors, these investments could hurt them by pulling away potential customers. On the other hand, investments could be complementary, helping, say, a provider that builds services on top of the upgraded infrastructure. Within this networked environment, users may anticipate the effects of their actions on the actions of others and the state of the system. This not only affects user
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behavior, but also gives rise to potentially negative phenomena such as free riding and inefficiency. The field of game theory provides a natural framework for modeling interactions and decisions in this type of environment. In particular, we can assign a utility function to each provider that maps its own investment and the investment decisions of the others into a quantified “happiness” level. One can then study the set Nash Equilibria outcomes, i.e. those points at which no user has an incentive to unilaterally deviate. Such outcomes characterize the stable, “expected” operating regimes of these systems. In this dissertation, we consider only “one-shot” games, i.e. procedures in which users simultaneously announce their decisions and then immediately thereafter receive their rewards. In general, however, games can have arbitrarily complex time and information structures. See [6] for more discussion. The existence, uniqueness, and other properties of these equilibria points vary tremendously as a function of the system setup and parameters. Often one can leverage fixed point theory (e.g., Rosen’s Theorem [7]), contraction mappings, supermodularity [8], or other well-studied mathematic frameworks to get these types of results. In other cases, however, one has to resort to real analysis “first principles” to derive these. In some cases, properties may not hold in general (e.g., efficiency). However, it may still be possible to derive bounds on the “approximate optimality” of Nash Equilibria with respect to these metrics. Another area of interest within these games is the problem of computing an equilibrium point, given that it exists. This is often very challenging, but in some cases can be provably accomplished by simple, distributed algorithms. Within the service provider environment discussed above, we thus formulate and study a game which captures the network dependencies between the various players. Our model is similar to the more generic “network games” proposed by Galeotti et al. in the economics literature [9]. In this work, however, we introduce asymmetries that are particularly necessary in the service computing environment due to the diversity among the participants, their interdependencies, and the utility functions. We show that the optimality conditions reduce to a linear complementarity problem [10], one that we use to generate strong existence, uniqueness, convergence, and monotonicity
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results. Furthermore, we study free riding and other effects that are particularly important within this application domain.



Pricing and Allocation of Resources Given these resource investments, the next layer we consider is the actual allocation of these resources (or bundled resource products) to clients. The simplest approach, and the one used in the “real-world” examples above, is for the provider to name a fixed price per unit; setting this price correctly, though, requires detailed information about the users and their willingness-to-pay. Without this knowledge, this naive strategy can lead to surpluses, shortages, and other types of inefficient outcomes. One possible solution is to instead use an auction. Potential clients submit bids to the service provider (or a neutral third party) and these are then mapped into resource prices and allocations. Auction theory is itself a subset of game theory (discussed above) since users anticipate the effects of their actions (i.e. bids) on the system outcome. Within this setup, one can study various aspects of bidder strategy, for instance, whether it is “optimal” for these players to reveal their true valuations for the item(s) being auctioned. One can also study system-wide concerns like revenue and efficiency. In the case of service computing systems, the resources being sold are usually divisible among the players. Depending on the type of product being sold, this divisibility may be accomplished through time sharing, capacity sharing, and/or higher-level virtualization. Thus, auction mechanisms that price and allocate divisible resources are the most relevant for our study here. Given these resource divisions, our next task is to map these to actual user utilities; as discussed above, the forms these functions take play a critical role in user behavior and equilibria properties. In the case that clients are sending a stream of jobs to the service provider, we posit that these functions take a queueing form. In particular, each client’s happiness is proportional to the average delay experienced in completing the given jobs. This is in contrast to much of the literature in this area (see, for instance, [11, 12]), where the assumed utility forms do not allow for these queue-like
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delays. Assuming a standard M/M/1 framework, we thus formulate a game in which the participants name their bids and then receive service in proportion to each one’s fraction of the total payments. This share is then mapped to a service intensity which, through the queueing framework discussed above, determines each user’s average delay. Despite the fact that these functions are highly non-standard (i.e., noncontinuous, undefined in certain regions, etc.), we are still able to derive existence, uniqueness, and convergence results. Furthermore, we derive weak “efficiency loss” bounds on the system equilibrium as a function of the number of players and other system parameters.



QoS and Power Aware Low-Level Resource Scheduling The previous models are sufficient for determining prices but are too abstract to provide controls for the provider’s physical hardware. Within the latter layer, therefore, one needs to create low-level scheduling algorithms which satisfy the pre-determined user QoS requirements. These schedules, however, must also take into account the provider’s costs, and in particular the cost of powering this hardware. The latter has become a major issue as data center devices have become faster and more electronically dense. The exact method for achieving this balance varies greatly in the hardware being studied. In this thesis, however, we propose an abstract model which captures many of the underlying tradeoffs and constraints. Although this model was originally proposed in the context of network switches [13], it is general enough to be applied to scheduling on processors and higher-level systems. In particular, we frame the problem in terms of servicing parallel queues. At each time slot, the system operator chooses a service configuration and a power mode so as to satisfy user QoS requirements while controlling power costs. Although computing the “optimal” solution is an intractable problem, we define a broad, novel class of algorithms that show promise for addressing this objective.
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Incentive-Aligned Wireless Power Control Wireless networks play a critical role in many service computing environments. In some cases, the wireless bandwidth is itself the primary service being provided. In other cases, wireless is instead a means to an end, a method by which higher-level information is transmitted between the provider and its clients. Whichever the case, it is important to study wireless allocation issues and in particular the problem of wireless power control. This control problem has a very special mathematical structure, one for which the models in the previous “layer” discussions do not directly apply. Therefore, we discuss this topic separately from the ones above. To address this issue, we propose a novel, incentive-aligned wireless power control model. In particular, we consider a game-based setup in which users simultaneously announce their transmission powers and then receive utilities as a function of the resulting outcome. The latter are given by the value that each user receives (as a function of the perceived signal-to-interference ratio (SIR)) minus the power cost that it has to pay. The value functions cannot get infinitely high but rather saturate at some pre-defined, user-specific SIR target. Given this setup, we then describe the resulting equilibria that occur under various concavity versus convexity assumptions. Thus, our model captures the tradeoff between transmission power and SIR / quality in an incentive-compatible way. Moreover, by incorporating targets into our formulation, we are able to tie our results into the rich but non-incentive-based theory of target-based wireless power control developed by Foschini and others [14].



1.2



Contributions



The following are the main contributions of this dissertation: 1. Strategic interactions in a networked environment (a) Created a game-based model allowing for general, concave utility functions and asymmetric player relationships (b) Leveraged linear complementarity theory to derive strong existence, uniqueness, monotonicity and convergence results for latter
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Layer High-level provider interactions and investments



Client-oriented resource pricing and allocation



Low-level scheduling and hardware control



Main Issue Given financial constraints and competitive environment, how should providers deploy pooled resources? Given fixed investments, how should virtual resources be priced and allocated to clients in a single provider? Given client requirements, how should physical hardware be controlled?



Thesis Chapters Chapter 2



Chapter 3



Chapters 4-5



Table 1.1: Summary of thesis “layers,” including main resource allocation issue associated with each. (c) Developed a metric to quantify free riding in this type of environment 2. Strategic pricing and allocation for service computing resources (a) Proposed an auction-based, proportional-share model for allocating and pricing divisible resources when users have queue-based utilities (b) Proved existence, uniqueness, monotonicity, and convergence results for the latter (c) Explored efficiency loss bounds in this system, deriving a method for computing such bounds as a function of various environmental parameters 3. QoS and power aware resource control (a) Developed a general framework for studying scheduling problems under QoS and power constraints (b) Proposed a new class of algorithms which address tradeoffs between the latter two concerns 4. Incentive-aligned wireless power control



CHAPTER 1. INTRODUCTION



10



(a) Formulated a target-based, game theoretic model for user behavior in a wireless environment (b) Proved a number of properties for the resulting equilibria under a variety of assumptions on the utility function shapes (c) Proposed a simple power control algorithm and tested its performance in a simulated network



1.3



Outline



This thesis comprises six chapters. In the remainder of this introduction, we explain the mathematical notation and conventions used in the sequel. Chapters 2-5 discuss models which capture resource allocation and control issues at various layers of the service computing environment. The first explores high-level interactions between service providers, studying how these interactions affect resource investment behavior and network structure. The second looks at an auction model which allows these service providers to price and allocate their resources among their client customers. The third, layer-based model is motivated by the low-level scheduling of service computing hardware. The fourth discusses incentive-aligned behavior in the specific context of wireless network power control. Finally, we conclude and give directions for future work in Chapter 6.



1.4



Notation and Conventions



The notation used in this thesis varies from chapter to chapter based on the analysis required for each. We do, however, obey the following general rules and conventions, unless otherwise noted: • Boldface lowercase letters represent vectors. • Greek symbols can represent either scalars or vectors, depending on the context.1



1



Unfortunately, these cannot be typeset in boldface.
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• Boldface uppercase letters represent matrices. • Vector or matrix components are denoted using subscripts. • Calligraphic uppercase letters signify discrete sets. • R and R+ are the sets of all reals and non-negative reals, respectively. • Z and Z+ are the sets of all integers and non-negative integers, respectively. • The dot or inner product of two vectors is represented in transpose form, e.g. xT y.



• 0 and 1 are vectors consisting of, respectively, all zeros or ones. • The notation x+ is equivalent to max(x, 0), taken componentwise. • The operator arg max (resp. arg min) returns the value or set of values at which the argument optimization problem achieves its maximum (resp. minimum).



Chapter 2 Service Provider Strategic Interactions At a high, macroscopic level, a service computing environment is composed of service providers. As discussed in the introduction, these providers are connected within a network of strategic interdependencies due to competition, partnerships, hardware and software links, etc. This network and the relationships therein play a critical role in how participants behave. In particular, it shapes the infrastructure investment decisions that these players are continuously forced to address. These resource investments can be huge (e.g., hundreds of millions of dollars) and have a significant impact on the end user experience. These investment decisions affect behavior because they produce externalities on the other providers. For instance, if a firm increases its investment (e.g., upgrades all the CPUs in its data center), then this will necessarily hurt competitors, who will now potentially lose customers. These influences could instead be positive, though; if some other provider sells software which works on top of the former’s infrastructure, this firm will, in fact, benefit from the investment. The latter firm can even free ride off of this investment, using the benefit obtained to reduce its own expenditures. The type and extent of these interactions ultimately depend on the network of relationships described above.
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In making these decisions, however, the service providers do not treat the environment as fixed. Rather, because of their large size, they can anticipate the responses of others and build these responses into their initial decision making process. If a firm has many competitors, for instance, investment in improved infrastructure might cause these competitors to also increase their investments. Depending on how this happens, this could completely wipe out the benefits from the original investment. As discussed in the introduction, this “strategizing” behavior is ideal for a game theoretic analysis. The relationships between provider actions, the externalities produced, and the underlying network structure are often very complex. For mathematical tractability, we specialize in this chapter to a model where provider strategies and interactions are combined in a linear way. In particular, each participant chooses an investment amount in R+ , a decision which is then augmented by some arbitrary linear function of its neighbors’ investments. The coefficients of this function can be either positive or negative, corresponding to positive and negative influences, respectively. Each player’s cost, however, is a function of its action alone. We then consider the single stage, complete information game in which each player announces its strategy and receives some utility as a function of its neighbor-augmented decision. We believe that our formulation, which we refer to as a linear influence network, encapsulates many features of the provider investment environment discussed above. Moreover, the underlying linear structure allows us to cast the task of finding an equilibrium as a linear complementarity problem (LCP). The latter, a well-studied operations research problem, has a rich and well-developed theory with regards to solution existence, geometry, and algorithms. In the first part of this chapter (Sections 2 and 3), we formalize our model and leverage some of the existing LCP theory to produce strong existence, uniqueness, and convergence theorems for the resulting Nash Equilibria. In particular, we prove that if the edge weights in the underlying network satisfy strict diagonal dominance, then a form of asynchronous best response dynamics is guaranteed to converge to the unique Nash Equilibrium. In the second part of this chapter (Sections 4 and 5), we look at monotonicity
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results, with a particular emphasis on so-called free riding. The latter phenomenon, as mentioned above, is an artifact of the interactions built into our model. We introduce a metric to quantify the extent of free riding and show that, as expected, this number increases as the “strength” of the link between two providers is increased. However, this increase in free riding does not necessarily come at the expense of reduced total utility. In fact, for any pair of players, there exists some positive perturbation of their mutual link weights that benefits both. In essence, players free ride off each other in a positive way. Likewise, reducing their links makes them more independent but at a higher social cost. Moreover, if these changes are coupled with adjustments of the other links connecting to this pair, then it is possible to create this improvement without hurting any other players. In Section 6, we provide some examples and simulations. These illustrate the correctness of our algorithms and also show the potential power of our analysis in modeling strategic investment decisions within a service computing environment. Finally, we conclude in Section 7.



2.1



Literature Review



The application of game theory to networked environments has received much recent attention in the literature. The underlying model in such work consists of agents, connected by edges/links, who must strategically decide on some action given the actions of the other users and the network structure. The motivation for this study and the specific applications examined have varied greatly by field. Within economics, for instance, the emphasis has been on social networks, formed by links between connected people who must decide how to interact. In engineering, on the other hand, the network is often taken to be a literal, physically connected network of moving cars, data packets, people etc. In this context, the decisions are usually related to each user’s routing preference from its starting location to its destination. Most of these works have assumed symmetry in either the underlying network or player utility functions. In particular, we call the reader’s attention to [9], a working paper that posits a general model for network games and compares this to



CHAPTER 2. SERVICE PROVIDER STRATEGIC INTERACTIONS



15



several other approaches in the economics literature. The authors of this work assume that the payoff of each player is dependent only on its number of neighbors; on the other hand, these players have incomplete information about the network structure. Our work, in contrast, allows for players to have asymmetric payoffs and neighbor relationships but under an assumption of complete information. We argue, however, that the previous assumption can be relaxed because of our algorithmic results; even if a player knows only about its immediate neighbors, the system can still converge to a Nash Equilibrium in a distributed way. The former paper also allows for more general utility functions than we do. This, however, comes at the expense of the equilibrium uniqueness and convergence results that we prove here. Bramoulle and Kranton [15], on the other hand, do assume linear externalities and complete information. Unlike our model, however, payoff functions vary only in the number of neighbors. Moreover, each player’s total value is given by its action plus the sum of its neighbors decisions. Our model, on the other hand, allows for this effective value to be an arbitrary linear function of each neighbor’s decision, provided that the coefficients of this function are not too large. The former authors’ model does not satisfy these conditions, and, as they discuss, the resulting equilibria are not unique. Again, we have added asymmetry but made some other tradeoffs in exchange to ensure uniqueness. Most closely related to our work is that of Ballester and Calv´o-Armengol [16], which, incidentally, we did not discover until after completing the body of this chapter. Like our formulation, the authors of the latter consider games whose Nash Equilibria conditions are given by linear complementarity problems. They then explore existence and uniqueness conditions, relating these to the Katz centrality metric for the underlying network of player-to-player interactions [17]. The first part of our work here discusses similar ideas, albeit with somewhat different terminology. In the second half of their paper, the authors study the implications of their theory for the various cases of strategic substitutes and complements. Our work, on the other hand, focuses on the condition of strict diagonal dominance which allows for very strong monotonicity results not possible under the former, more general, conditions. We also explore the idea of free riding, something not discussed in Ballester’s paper. There
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are definitely interesting connections between the two approaches and the potential for future work which merges together ideas from both. On the computer science / engineering side, much work has focused on network games in the specific context of flows and routing (e.g., of Internet packets). A good overview of this research is found in [18], which divides study in the field into three main categories: (a) deriving efficiency loss bounds, (b) analyzing the complexity of equilibria-seeking algorithms, and (c) mechanism design. None of these is really the focus of our chapter here, although we imagine that the first area could be an interesting extension of our current work. Although not directly related to network games, we also acknowledge the influence of [19] on this chapter, particularly in our analysis of the free riding phenomenon. The latter article examines free riding and welfare for several symmetric, two player models, including a “total effort” structure that is similar to our linear influence formulation. Our work extends some of these ideas by allowing for arbitrary numbers of players with potentially asymmetric relationships. We also introduce a metric for quantifying the extent of free riding, something not addressed in the former paper.



2.2 2.2.1



Models Network Model



Consider a network of autonomous service providers, as discussed in the introduction. In the sequel, we also use the more generic terms “user” and “player” to refer to the former participants. We represent the interdependencies between these as a directed graph, G = {N , E} of nodes N and edges E. Assume that the former set has N



elements, one for each player, indexed as ni for i = 1 . . . N. The latter set, on the other hand, contains an element eij for each node pair (i, j) for which a decision by i directly affects j. Assume, moreover, that for each edge there is an associated weight, ψij ∈ R,



representing the “strength” of the link between two connected providers. It follows



that we can encode the combined connection and weight information into a single
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1 0 0 0 0.15 1 0 0 0 0.6 1 0.5 0.05 −0.2 −0.1 1



       



Figure 2.1: Example linear influence network and corresponding connection/weight matrix, W. Player 1 has no outgoing links, so its decisions have no effect on the other players. Player 2’s investments produce a small positive externality for 1. Investments by player 3 produce relatively large positive externalities for players 2 and 4. Finally, players 4’s decisions produce a small positive externality on 1 and small negative externalities on 2 and 3. matrix, W ∈ RN ×N , as follows:   if i = j   1 Wij = ψij if eij ∈ E    0 otherwise



(2.1)



An example network and the associated W matrix is shown in Fig. 2.1 above.



2.2.2



Incentive Model



Suppose that each player, i, autonomously chooses an investment xi ∈ [0, ∞). Be-



cause of interdependencies between the systems, actions by one node can produce either positive or negative influences / externalities on its neighbors, as discussed previously. In particular, assume that if eij ∈ E, then node j’s choice is increased (or decreased) by the product ψij xi . By analogy to other operations research network problems, we refer to the latter value as the flow through the edge eij . Encoding all agent decision levels into the vector x ∈ RN , it thus follows that user j’s total
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effective action is given by (W T x)j . For ease of notation, we take W = W T in the



remainder of this chapter, with the components of the former matrix denoted wij . Hence, the flow through eij is given by wjixi . The economic theories of utility and games provide an ideal framework for analyzing user behavior in this environment. In particular, suppose that each player/agent has an associated utility function that quantifies its relative preferences for certain x outcomes over others. In the remainder of this chapter, we assume that these functions take the following, quasilinear form: Ui (x) = Vi ((Wx)i ) − ci xi



(2.2)



for some function Vi (·) and ci > 0 for each user. For mathematical tractability, we make the following assumptions on the latter functions: Assumption Each Vi (·) function is 1. continuous 2. strictly increasing, and 3. strictly concave on [0, ∞). Moreover 4. Vi0 (0) > ci and 5. limx−>∞ Vi0 (x) < ci The fourth condition requires that the costs be low enough so that investment is feasible for each user1 ; the fifth ensures that the optimal investment level for each user is finite. 1



If this is not the case, then we can, without loss of generality, just exclude those users violating the condition.
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Thus, each player’s “happiness” is a concave function of its total effective investment, minus its own investment cost- in essence a tradeoff between investment benefits and cost. This form, in addition to being mathematically tractable, seems plausible for a wide variety of applications. In the specific case of social network experimentation, for instance, one would expect that the marginal increase in value is greatest for small investments, getting increasingly smaller and eventually saturating to 0 as investment increases. Given this model, we now consider the single stage, complete information game in which all players simultaneously announce decision levels and receive utility from the resulting x. As is commonly done in the literature, we restrict our attention to outcomes which are Nash Equilibria (NE) in pure strategies, i.e. “stable” points at which no user has an incentive to unilaterally deviate. More formally, these are x = (xi , x−i ) values for which Ui (xi , x−i) ≥ Ui (x0i , x−i ) ∀i, xi ∈ [0, ∞)



(2.3)



Alternatively, one can also define a Nash Equilibrium in terms of a “best-response” function. To this end, let gi (x) = arg max Ui (xi , x−i )



(2.4)



xi ≥0



with g(x) = (g1 (x), g2 (x), . . . , gN (x))). Note that, because of Assumption 2.2.2 above, the previous “arg max” operation yields a single, finite value for each x. It then follows from the definitions above that a feasible investment vector, x, is a Nash Equilibrium if and only if x = g(x) i.e., x is a fixed point of g.



(2.5)
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Equilibrium Properties



2.3.1



Optimality Conditions



We now examine the properties of equilibria in the given game, beginning with the associated optimality conditions. To this end, let bi represent the (single) positive value at which Vi0 (·) = ci . By the assumptions made previously, bi exists and is strictly positive for each user. It then follows from the first order optimality conditions that any equilibrium, x, must satisfy (Wx)i = bi if xi > 0 (Wx)i ≥ bi if xi = 0



(2.6)



and, by the concavity assumptions made previously, that these conditions are also sufficient. Equivalently, we can express the optimality conditions in terms of finding vectors x and y such that y = Wx − b yT x = 0



(2.7)



x ≥ 0, y ≥ 0 Any solution (x∗ , y∗ ) encodes both the NE investment levels and the “slacks” on those users who invest nothing. The conditions thus take the form of the classic, extensively studied linear complementarity problem (LCP) [10, 20]. Because, as mentioned previously, these optimality conditions are both necessary and sufficient, it follows that finding a NE for our game is equivalent to solving the associated LCP for x∗ . By leveraging results from the latter, we can easily derive strong existence, uniqueness, and convergence results for the given game, as discussed in the next section.
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Description weight of player i’s influence on j for i 6= j; otherwise 1 weight of player j’s influence on i for i 6= j; otherwise 1; (= Wji ) vector of player strategy / investment choices vector of strategies of all players other than i total “effective investment” experienced by i



gi (x)



“value” received by i as a function of the previous term total utility of i (i.e., “value” - “cost”) given its own strategy and those of all other players player i’s utility-maximizing, “best” response to x



ci bi γi



cost experienced by i for each unit of its own investment point at which Vi0 (·) = ci “free riding ratio” experienced by i



Table 2.1: Summary of notation. More details for each term can be found in the appropriate sections of the chapter body.



2.3.2



Existence



We begin with the following definitions: Strict Copositivity A matrix A ∈ Rn×n is strictly copositive if xT Ax > 0 for all



x ≥ 0, x 6= 0.



Strict Semimonotonicity A matrix A ∈ Rn×n is strictly semimonotone if x ≥ 0,



x 6= 0 implies xk > 0 and (Ax)k > 0 for some index k.



Note that the previous definitions only take into account non-negative vectors, x ≥ 0. Hence, these classes can be considered less restrictive versions of positive definiteness. We now have the following existence theorem:



Theorem 2.3.1. If W is strictly copositive or strictly semimonotone, then the given game has at least one NE. Proof. If W has either of the previous properties, then the associated LCP has at least one solution for any b (see [10]). This provides an equilibrium for the game.



CHAPTER 2. SERVICE PROVIDER STRATEGIC INTERACTIONS



22



In the case that all wij values are non-negative, corresponding to a system with only positive externalities, the previous theorem implies the existence of an equilibrium: Theorem 2.3.2. If W is non-negative, then the given game has at least one NE. Proof. Under the given conditions, W is strictly copositive (and also strictly semimonotone). Hence, by Theorem 2.3.1 above, there exists a NE for the associated linear influence network game. In the more general case of both positive and negative user interactions, we require more stringent conditions to ensure strict copositivity and/or strict semimonotonicity, e.g. positive definiteness, diagonal dominance, etc. The latter is discussed in the context of uniqueness below. As an aside, we also note that the properties assumed in Theorem 2.3.1 are sufficient but not necessary for b-independent solution existence. Several other, more technical, sufficient conditions have been proven in the LCP literature. However, a complete set of necessary and sufficient conditions has not yet been discovered.



2.3.3



Uniqueness



We now give conditions for uniqueness: Theorem 2.3.3. If also the principal minors of W are positive, then the game has a unique solution. Proof. Follows directly from the uniqueness of the solution to the corresponding LCP (see [20]). Note that the condition given in Theorem 2.3.3 will hold if, for instance, W is strictly diagonally dominant in either the column or row sense. In the former case, P this means that i6=j |wij | < |wjj | = 1 ∀j, and in the latter that WT satisfies the



previous condition. This has the interpretation, in the specific case of our model, that either
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1. the total magnitude of externalities produced by any one provider is less than its total investment (column case) or 2. investment by all players other than i of some fixed amount produces less value for i, in absolute value, than individual investment of the same fixed amount (row case). Either or both of these conditions could be plausible, depending on the specific situation being modeled. Note that other types of matrices can also satisfy the condition given in Theorem 2.3.3, including the general classes of positive definite matrices and nonsingular Mmatrices. We believe, however, that the strict diagonal dominance condition yields the most interesting results while maintaining broad applicability. From this point forward, therefore, we restrict our attention to W matrices satisfying the latter property, leaving extensions to other types of matrices as a topic for future papers.



2.3.4



Convergence



If the system is at x, and this point is a NE, then it follows by definition that no user will want to change its investment level unilaterally. If this point is not a NE, however, then one or more users will be “unhappy.” In this case, it seems intuitive that some subset of the latter will update their investment levels to make them optimal given the currently observed x. Ideally, this process continues until a NE is reached, giving an easy to implement, distributed algorithm for converging to such a point.2 We can formalize such dynamics as follows. Let time be slotted and indexed as t = 0, 1, 2, . . .. Suppose that “best-response” updates are taken synchronously, as is commonly done in the literature- i.e., at each time slot, all users simultaneously update their invest levels (if necessary). In this case, we have the following algorithm: 2



See [21] for a detailed overview of models and results related to these “strategy updating” procedures.
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Algorithm 1 Synchronous Best Response Dynamics (SBRD) 1: Given x(0) ≥ 0 2:



3:



t←0



repeat



4:



x(t + 1) = g(x(t))



5:



t←t+1



6:



until converged



The exact convergence condition is a matter of preference. We propose that the sequence x(t) be considered converged when ||x − g(x)||∞ <  for some small  > 0.



Note that, in our game and its associated LCP, the g(·) “best-response” function



takes the following form: g(x) = max(0, (I − W)x + b)



(2.8)



where the “max” is taken componentwise. Under the appropriate conditions on W (namely, diagonal dominance), we can prove that this procedure converges: Theorem 2.3.4. Suppose that W is strictly diagonally dominant. Then, SBRD converges to the (unique) game NE from any starting point, x(0) ≥ 0. Proof. As discussed in [22], the described procedure is guaranteed to converge to x∗ , the (unique) solution of the corresponding LCP. Thus, it equivalently converges to the NE for the given game. The above result assumes synchronous updating, a requirement that may not be feasible for autonomous agents operating at different time scales. Fortunately, the previous theorem can be extended for the case of asynchronous “best-response” updates, as we formalize now. Using the notation found in [23], let all possible update times be indexed as t = 0, 1, 2, . . . and let T i represent the set of times at which user i updates its investment level xi (if necessary). Assume that these sets are infinite for each user implying that updates are done infinitely often. Now consider the following algorithm:
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Algorithm 2 Asynchronous Best Response Dynamics (ABRD) 1: Given x(0) ≥ 0 2:



3: 4: 5: 6: 7:



Set t ← 0 repeat



for i = 1 . . . N do if t ∈ T i then



xi (t + 1) = gi (x(t))



else xi (t + 1) = xi (t)



8: 9:



end if



10:



end for



11:



t←t+1



12:



until converged



Again, one can use the stopping criterion ||x − g(x)||∞ <  for some  > 0.



Note that if we take T i = N ∀i, then we get the SBRD algorithm described



previously. In general, however, only a (possibly empty) subset of users will perform updates in any given time slot. We now give the following convergence theorem: Theorem 2.3.5. Suppose that W is strictly diagonally dominant. Then, ABRD converges to the (unique) game NE from any starting point, x(0) ≥ 0. Proof. Let G = |I − W|, a non-negative matrix with all 0 diagonal elements and a maximum row (or column) sum strictly less than 1. By the Gershgorin circle theorem,



it follows that necessarily ρ(G) < 1. Thus, from linear algebra theory, we have that 3 there exists some N-component vector, w > 0, such that ||G||w ∞ < 1.



In [22], it is proven that the synchronous algorithm satisfies |x(t + 1) − x∗ | ≤ G |x(t) − x∗ |



(2.9)



Taking the Lw ∞ norm of both sides, we have 3



The weighted infinity matrix norm is here defined as ||G||w ∞ = maxx6=0



||Gx||w ∞ . ||x||w ∞
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||x(t + 1) − x∗ ||w ∞



≤ || G |x(t) − x∗ | ||w ∞



≤



∗ w ||G||w ∞ ||x(t) − x ||∞
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(2.10)



= β||x(t) − x∗ ||w ∞



for some constant 0 < β < 1. Thus, the synchronous algorithm represents a pseudocontraction with respect to the weighted infinity norm. Using the notation from [23], define the sets ∗ w k ∗ w X(k) = {x ∈ RN + : ||x − x ||∞ ≤ β ||x(0) − x ||∞ }



(2.11)



We then have that 1. . . . ⊂ X(k + 1) ⊂ X(k) ⊂ . . . ⊂ X(0) 2. g(x) ∈ X(k + 1) ∀k and x ∈ X(k) 3. For any sequence xk ∈ X(k) ∀k, limk→∞ = x∗ 4. For each k, we can write X(k) = X1 (k)×X2 (k)×. . .×Xn (k) for sets Xi (k) ⊂ R+ . It then follows from the Asynchronous Convergence Theorem in [23] that the corresponding asynchronous algorithm, ABRD, also converges. We thus arrive at the desired result.4



2.4



Monotonicity Results



We now seek to formalize the relationship between W, c, and the equilibrium decision levels, x∗ , with a particular emphasis on monotonicity results. The tools used to do this are from LCP theory. Therefore, we start with an overview of some lemmas and definitions from the LCP literature that will be useful later. Throughout this discussion, we assume that we have a problem in the form of the LCP from Section 3 4



After composing this section, we found that a more general result is proven in [24]; our proof here is significantly shorter, so we have decided to retain it instead of just referring to the latter article.
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b



Figure 2.2: The four complementary cones of the matrix W = [1 0.4; 0.8 1]. The position of b relative to these cones determines which variables are in the basis at the solution. above. We then leverage these results, along with the Gaussian elimination procedure, to show how x∗i changes in the related parameters.



2.4.1



LCP Definitions and Results



We begin with some basic definitions from the LCP literature. Complementary Variables Two variables, xi and yj , are referred to as complementary if i = j. Degeneracy An LCP solution, x∗ , y∗ is degenerate if x∗i = yi∗ = 0 for some i. Positive Cone Let A be a an arbitrary m × n, real matrix. The positive cone of A



is the set of all vectors d ∈ Rm that can be be written as d = Ax for some x ∈ Rn+ . "



x



#



into RN . Let y M represent a selection of N columns from A such that only one column from each



Complementary Cone Let A = [W | − I], a matrix mapping



complementary pair of variables is chosen. The positive cone formed from M is called a complementary cone of W.5 5



Note that A is normally taken instead as [−W | I]. We reverse the signs for notational and illustrational simplicity. This does not affect the fundamental results.
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It follows, therefore, that an LCP has a solution if and only if b lies in at least one of the complementary cones of W. Moreover, as expected, the geometry of these cones is linked to the properties of W. In particular, we have the following theorem: Theorem 2.4.1. If W has all positive principal minors, then the complementary cones of W form a partition of RN . In the specific case of our diagonally dominant W matrix, therefore, one of the following two conditions holds: 1. b lies in the strict interior of a single complementary cone and the (unique) solution, (x∗ , y∗ ) is nondegenerate, or 2. b lies on the boundary of multiple cones; the (unique) solution is degenerate.



2.4.2



Results



We now wish to examine how x∗i changes as the bi and/or wij , i 6= j parameters are adjusted. The former corresponds to an adjustment to ci or user i’s value function.



The latter, on the other hand, involves changing the “strength” of the connection between i and its neighbors. To do this, we assume that b lies in a particular cone and solve for the optimal solution via Gaussian elimination. We then leverage the latter to determine the signs of the appropriate partial derivatives. We first state some well-known results from linear algebra. Theorem 2.4.2. Suppose that Gaussian elimination is performed on some strictly row (resp. column) diagonally dominant matrix, A. Let A(k) represent the (n − k) ×



(n − k) submatrix in the lower right corner of A after the k th Gaussian elimination step, i.e. after zeroing all entries below akk . Then, A(k) is strictly row (resp. column) diagonally dominant as well for all k. In other words, Gaussian elimination preserves row or column diagonal dominance in the submatrix corresponding to the “unprocessed” variables. Proofs for the row and column cases can be found in [25] and [26], respectively.
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Theorem 2.4.3. Suppose that A = (aij ) is an n × n strictly diagonally dominant



matrix. Then, the diagonal elements of A do not change sign during the Gaussian elimination process. Proof. We can show this by induction on k = 1, . . . , n, the index for each Gaussian elimination “step.” For k = 1, the diagonal element of each row, i > 1, changes as follows: (1)



|aii − aii | = | ai1a11a1i | ( |ai1 | < |a1i |



row sdd case



(2.12)



column sdd case



< |aii |



Hence, aii cannot change sign. For k > 1, we can use the same logic to show that (k+1)



|aii



(k)



(k)



− aii | < |aii |. Thus, the result holds inductively.



We now present our main results: Theorem 2.4.4. x∗i is decreasing in wij for any j 6= i. Theorem 2.4.5. x∗i is increasing in bi . Proofs for both theorems are shown in the appendix. Note that these hold globally, not just in a sufficiently small neighborhood around the existing parameter values. The two results are generally intuitive. The first implies that, as the link from some node j to its neighbor i is “strengthened,” player i’s equilibrium decision level decreases. Essentially, i is getting more “help” from j in attaining its target, bi . Or, from another perspective, i increases its free riding off of j’s investment. The latter interpretation is discussed more in the next section. The second statement, on the other hand, implies that i’s equilibrium decision increases as, for instance, ci is decreased or Vi0 (·) decreases in the vicinity of the former parameter. Although some of the bi increase might be borne by i’s neighbors, x∗i will nonetheless never decrease.
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Free Riding



As discussed previously, our model has the property that investments by one user can produce externalities on its neighbors. If these externalities are positive, then the affected player will invest less than it otherwise would, without the connections from its neighbors. If these externalities are negative, on the other hand, then this player might be forced to invest more than it would on its own. In the former case, we say that the user is “free riding” off of its neighbors actions. In the latter case, we have some sort of “negative free riding” that we define more formally below. We begin this discussion with a simple example.



2.5.1



An Example



Consider the system shown in Fig. 2.1 above. Suppose that Vi (x) = ln(x+1), ci = 0.1 for all users. Note that W is strictly diagonally dominant, so we can apply the results of Theorems 2.3.3 and 2.3.4. Solving for the equilibrium in MATLAB, we get 



8.16







   4.20    x ≈   9.43  4.29 ∗



(2.13)



On the other hand, if we had no connections between the users, corresponding to W = I, we would have x∗i = 9 ∀i. Thus, there is a “gap,” either positive or negative,



between what users actually invest and what they would, theoretically, invest without



any externalities. Note also that this “free riding” is greatest for players 2 and 4, which, not coincidentally, have the greatest row sums. Player 3, on the other hand, is forced to “over invest” because of the negative externality caused by 4.



2.5.2



Free Riding Ratio



To quantify the effects observed in the previous example, we propose the following metric:
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Free Riding Ratio Given the game parameters W, Vi (·), and c, let X ∗ represent the set of all resulting NE. We then define the free riding ratio for each user, i, as γi = max∗ x∈X



(Wx)i − xi bi



(2.14)



Likewise, define the vector γ as (γ1 , γ2, . . . , γN ). So, γi represents the maximum ratio of the externalities produced by i’s neighbors over the amount it would invest without such externalities. Since bi > 0, ||x|| < ∞ ∀x ∈ X ∗ , this ratio is always finite and well-defined. Note that γi can take any



value in R. If this quantity is negative, then we have a situation where i is forced



to over invest, as in the example above. If this value is 0, we have no free riding in either the positive or negative sense. If 0 < γi < 1, then we have some limited free riding, but, even in the most extreme case, user i is investing a positive amount. If γi ≥ 1, however, we have “complete” free riding; for some NE, xi = 0 and hence i contributes nothing and depends completely on its neighbors. As an example, for the network discussed above, we have 



0.09







   0.53   γ≈   −0.05   0.52



(2.15)



Note that users 2 and 4 have the greatest free riding ratios, matching the observations given previously. Player 3, on the other hand, has a negative free riding ratio because of its forced over investment.



2.5.3



Symmetric Free Riding Invariance



Although our model allows for asymmetries in the player valuation and cost functions, it seems reasonable to assume that in certain instances, like the one above, these will be identical for all users. In these cases, interestingly enough, the free riding ratios become decoupled from the choices made for these parameters. We formally state this as follows:
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Theorem 2.5.1. Suppose that, for all i, Vi (·) = V (·) and ci = c, where V (·) is some univariate function and c is a scalar constant. If the game equilibrium is unique, then the resulting free riding ratios are invariant to the choices for V (·) and c, provided that these satisfy the assumptions in Section 2.2.2 above. Proof. Under the described symmetry conditions, we have that b = δe, where δ > 0 and e is the N-component vector of all ones. Let x ¯ represent the (unique) optimal solution in the case b = e. By the conic geometry of the underlying LCP, the optimal basis and solution uniqueness are independent of δ. Moreover, we have x∗ = δ¯ x. Thus γi (δ) =



δ(W¯ x)i −δx ¯i δ



= (W¯ x)i − x¯i



(2.16)



a quantity independent of δ.



In other words, the free riding ratio in the symmetric case depends completely on the topology and weights in the underlying graph. The only way to change these relative free riding levels is to alter individual elements of W or break the symmetric structure of the cost and valuation functions.



2.5.4



Free Riding Monotonicity



We now explore some monotonicity results for the general, asymmetric case. In Section 2.4.2 above, we showed that x∗i is decreasing in wij . By construction, it then follows that γi is increasing in wij , which makes sense intuitively- as the “strength” of a link to i from one of its neighbors increases, i receives stronger positive externalities and thus free rides more. Likewise, as this link is made weaker, i will necessarily free ride less. On the other hand, the direction of change for γi with respect to changes in bi is more difficult to describe. The result of Theorem 2.4.5 implies that i will increase its investment level as, for instance, ci decreases. However, this increase may be either faster or slower than that of bi . Hence, γi can either increase or decrease. It may be
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possible to get a stronger result by placing more assumptions on W. We leave this as a topic for future research.



2.5.5



Pareto-Improving Free Riding



The analysis in the previous subsection assumes that only one parameter in the game is changed at a time. If the free riding ratio increases, then this increase is often at the expense of some other user, who gets nothing in return. It seems intuitive, however, that by making several simultaneous changes, we can benefit multiple users. We first consider the pairs case, i.e., simultaneously increasing both wij and wji for some i 6= j so that they free ride more off each other in a mutually beneficial way. We then extend our results to arbitrary large sets of players.



To this end, assume that we have a nondegenerate solution to the game LCP, with positive equilibrium investments by two users i 6= j. We then have the following



result, proven in the appendix:



Theorem 2.5.2. Suppose that (x∗ , y∗) is nondegenerate and x∗i > 0, x∗j > 0 for some i 6= j. Then, there exists some non-negative vector, d ∈ R2+ , such that x∗i and x∗j are



both decreasing if (wij , wji) is perturbed in the d direction.



In other words, we can simultaneously perturb both wij and wji to reduce the investments by each user. Moreover, some subset of these possible perturbations involve strengthening the shared links between the two users. We thus increase free riding, but in a “good,” mutually beneficial way. Any resulting change in x∗i and x∗j leaves both better off and strictly increases their net welfare (defined here as the sum of their utilities). In the latter case, of course, any player k ∈ / {i, j} might be made worse off. If either



wki or wkj is positive, for instance, then k will receive lower positive externalities from this pair and might be forced to invest more as compensation. Note that this effect can be mitigated, however, if these weights are also increased in the right proportion to the changes in x∗i and x∗j . We formalize this result as follows: Theorem 2.5.3. Suppose that x∗i > 0, x∗j > 0 for some i 6= j. Then, there exist continuous trajectories W(t) = (wkl (t)) and x∗ (t) = (xk (t)) with t ∈ [0, T ] such that
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1. x∗ (0) = x∗ , W(0) = W 2. x∗ (t) is the (unique) equilibrium under W(t) for all t 3. xi (t) and xj (t) are strictly decreasing in t 4. xk (t) is constant for all k ∈ / {i, j} and all t 5. W(t) is componentwise differentiable and increasing in t (weakly, in magnitude) A proof is given in the appendix. As a corollary, we can note that, since these trajectories are smooth, there exists a corresponding direction of perturbation, d, which produces the same effects. Thus, it follows that we can strictly improve the welfare of i and j in a Pareto manner, i.e. while not hurting any other player. This involves infinitesimally increasing the “strength” of all links except, possibly, negative links emanating from i and j which may become more negative. If we repeat this procedure for multiple pairs in a sequential fashion, we can therefore make a Pareto improvement to any, arbitrarily large set of players in the current basis. Players for whom x∗k = 0, moreover, will not be made any worse off by this procedure. This result matches the general intuition from above- strengthening links between users increases free riding but can also increase welfare.



2.6



Examples and Simulations



We now consider two more substantial examples, showing in each case that convergence to a unique NE is achieved and also demonstrating some of our previous monotonicity results. The first is a large, random network, created primarily to study NE convergence rates under various algorithms. The second considers investment decisions in a specific example of interconnected service computing providers.
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Convergence in a Large Network



To examine the convergence of our algorithms, we constructed a sequence of large graphs with random, strictly diagonally dominant matrices W. In particular, we assumed 1000 nodes and sampled each edge weight, ψij , i 6= j, from a distribution with density



 1−p   2     pδ 0 fΨ (ψ) = 1−p   2     0



if ψ ∈ [−1, 0)



if ψ = 0



if ψ ∈ (0, 1]



(2.17)



otherwise



for two values of p ∈ [0, 1]: 0.95 and 0.995. In other words, with probability p, the



edge weight is set to 0 and with probability 1−p the weight is sampled from a uniform distribution on [−1, 1]. Note that the parameter p is inversely proportional to the density of the underlying graph; as this value is decreased, the expected number of neighbors for each node increases. Given these samples, we then multiplied each row by a factor, νi , sampled from U[0, P



j



1 ] |ψij |



in the case that the latter denominator was strictly positive; otherwise,



we set νi = 0. Adding this final, scaled, matrix into the identity leads to a strictly



diagonally dominant matrix W of the form required for our game. Given the two random W matrices constructed by this procedure and a common, randomly chosen x(0), we ran three different convergence algorithms for each: 1. Synchronous best response dynamics (SBRD). Described in Section 2.3.4 above; all N nodes simultaneously perform an update at each iteration. 2. Asynchronous best response dynamics with round-robin updating (ABRD-RR). At each iteration, the first node updates its action, then the second node, then the third, etc. until all N have done a single update. 3. Asynchronous best response dynamics with random node updating (ASBD-RNU). N nodes are chosen uniformly at random (with replacement); each does a single update when chosen.
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Figure 2.3: Logarithmic solution error versus number of iterations for three different convergence algorithms: synchronous best response dynamics (SBRD), asynchronous best response dynamics with round-robin updating (ABRD-RR), and asynchronous best response dynamics with random node updating (ABRD-RNU).



For simplicity, all user utility functions were assumed to be of the form Ui (x) = ln(1 + (Wx)i ) −



1 x. 10 i



The results of these simulations are shown in Figure 2.3 above. For each iteration,



the “error” is calculated as ||x−g(x)||∞ , and these values are plotted on a logarithmic scale. We can see that the curves for SBRD and ABRD-RR are nearly linear in each



case, corresponding to geometric convergence. ABRD-RR, however, converges at a faster rate because each node has more “up-to-date” information at its time of update. On the other hand, ABRD-RNU converges at a slower, more variable rate. This is most likely due to the fact that nodes can be repeatedly chosen for updating at each iteration. Comparing between the two plots, we note that the convergence rates are all slower in the p = 0.995, “less connected” case.



2.6.2



Service Provider Interactions



Consider a network of interconnected computing service providers. As discussed in the introduction, such providers are often interlinked by competition, alliances, and/or cross-layer dependencies, relationships that can affect their strategic investment decisions. We can model these interactions as a linear influence network in which each
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1 2



3



4



5



6



7



Figure 2.4: Example service provider network consisting of three software providers (nodes 1-3), two data center operators (nodes 4 and 5), and two network providers (nodes 6 and 7). Thick links have weights equal to 0.4, thin links have weights of 0.1, dashed links are weighted −0.2, and dotted links are weighted −0.1. node represents a provider / firm and edges are placed between firms directly linked by one or more of the forces above. In particular, suppose that we have the example network shown in Figure 2.4 above. The edge weights are taken from the set {0.3, 0.1, −0.2, −0.1} as explained



in the caption. Three competing software firms, represented in nodes 1-3, have built a product that requires data center and network infrastructure. Firm 1 operates its own data center infrastructure, but depends on a network service provider (firm 6) to connect to customers. Firms 2 and 3, on the other hand, “outsource” these lower-level infrastructure needs to firms 5 and 6, who, in turn, use the network services of firms 6 and 7. Each firm is deciding how much to invest in its software and/or hardware in-



frastructure. These investments will obviously improve the well-being of each firm (because of increased business, improved efficiency, etc.), but also cause externalities on the others. Specifically, because of competition between similar firms at each layer, any firm’s investments will cause negative externalities on firms of the same type. These investments, however, will have strong, positive effects on higher-level, directly connected firms as it will increase the quality of service provided to them. “Downstream” firms also benefit, but to a lesser extent, because of the increased
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Player 1 2 3 4 5 6 7



xi 4.44 4.09 4.41 2.66 1.47 4.08 4.67
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γi −0.11 −0.02 −0.10 0.33 0.63 −0.01 −0.17



Table 2.2: Equilibrium for service provider example. All values are rounded to the nearest hundredth. business potentially caused by this improvement. For simplicity, assume that Vi (x) = ln(1 + x) and ci = 0.2 for all players. Solving for the equilibrium using an ABRD algorithm, we obtain the investment levels and free riding ratios listed in Table 2.2 above. Note that the software and network firms are forced to over-invest slightly due to the negative externalities each experiences from its neighbors. These are stronger than the slight positive externalities received from the other layers. The data center providers, firms 4 and 5, on the other hand, can significantly free ride off of the investments of their “upstream” and “downstream” connections. Although these two firms compete, these competitive forces are weaker than the positive externalities caused by the software and network firms. Suppose now that firm 4’s efficiency improves, allowing its costs to go down. As c4 decreases, b4 increases, and hence, by Theorem 2.4.5, we would expect x4 to increase as well. As shown in Figure 2.5 below, this is indeed what happens. At the same time, this firm’s free riding ratio goes down substantially, eventually becoming negative; firm 4 is investing so much that other firms can now free ride off of it. This figure also plots the investment level and free riding ratio of firm 5 as a function of 4’s cost. Note that the former firm is simultaneously forced to increase its investments to “keep up” with its competitor. We now consider another scenario. Suppose that the level of competition between the three software firms (i.e., 1, 2, and 3) changes. This could happen as, for instance, the firms change their products to make them either more similar or more unique in
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(a) Firm 4: x4 and γ4 versus c4
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(b) Firm 5: x5 and γ5 versus c4



Figure 2.5: Variation in investment levels (solid curves) and free riding ratios (dotted curves) of firms 4 and 5 as a function of firm 4’s cost, c4 .
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Figure 2.6: Variation in investment levels (solid curves) and free riding ratios (dotted curves) of firms 1 and 2 as a function of ω.



the eyes of their clients. We model these changes by taking w12 = w13 = w21 = w23 = w31 = w32 = ω and then adjusting the value of the latter parameter. Note that our original instance of the network above assumes ω = −0.1. Thus, values of ω



greater than −0.1 correspond to a decrease in competition whereas values less than



this correspond to an increase. Although the scenario here does not exactly meet



the conditions of Theorem 2.4.4, we would still expect these firms’ investments to be
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decreasing in ω. The results of these changes on firms 1 and 2 are shown in Figure 2.6 above. As expected, each firm’s investment decreases as the level of competition decreases (corresponding to an increase in ω). As this happens, however, the free riding ratios increase; each firm is hurt less by the actions of its neighbors and can reduce its relative over-investment. The results for firm 3 are similar and are omitted for brevity.



2.7



Conclusion



In this chapter, we have thus formulated the concept of a game on a linear influence network, a framework that we believe is appropriate for describing high-level interactions among computing service providers. This model, as opposed to most others in the literature, requires no symmetry in either the network structure or user payoffs. We have described conditions sufficient for the existence and uniqueness of Nash Equilibria and given an asynchronous algorithm for converging to such a point. We have also provided some monotonicity results and tied these into the concepts of free riding and welfare. Our results prove the intuition that “strengthening” links between users can increase free riding in a Pareto improving manner. Our work leaves open several interesting directions for future research. First, we hope to expand our results on welfare and efficiency. As mentioned in the introduction, much exciting work has been done in computer science on bounding efficiency losses of equilibria; this is something that may be applicable to our model. Second, one could consider relaxing some of our mathematical assumptions. Many matrices beyond the set of diagonally dominant ones, for instance, satisfy the conditions given in Theorem 2.3.3. Some of our other results (e.g. convergence, monotonicity, etc.) might continue to pass through. Finally, we are very interested in exploring networks with nonlinear externalities. Although these do not lead to LCPs in general, it might be possible to adapt some of our results with the appropriate assumptions and variable transformations. Thus, our work could be applied to more general types of network games in service computing environments.
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Appendix



Proof of Theorem 2.4.4 Proof. Suppose first that either (a) x∗i = 0 or (b) x∗j = 0. In both of these cases, any increase in wij will leave the (unique) optimal solution to the LCP unchanged. Any decrease in wij , on the other hand, can only cause x∗i to increase. Thus, the theorem trivially holds. If neither of the above conditions holds then we necessarily have x∗i > 0 and x∗j > 0. Assume for the moment that the LCP solution is nondegenerate. Thus, it follows that, if we know the corresponding optimal basis, we can solve for the basic components of (x∗ , y∗ ) via Gaussian elimination. Let C represent the columns of [W | − I] corresponding to this basis. Since W is assumed strictly diagonally dominant, C is strictly diagonally dominant as well. It then follows from linear



algebra theory that the latter process does not require pivoting. We can therefore assume without loss of generality that the rows of C are arranged such that the last two correspond to xi and xj , in that order respectively. Suppose now that C(N −2) and its right hand side take the form 



..



.



···



  .  ..



ωii ωij ωji ωjj



·







 βi   βj



(2.18)



after performing Gaussian elimination on the first N − 2 variables. Solving for (x∗i , x∗j ), we get



"



x∗i x∗j



#







=



βi ωjj −βj ωij ωjj ωii −ωji ωij βj ωii −βi ωji ωjj ωii −ωji ωij



 



(2.19)



Note that, by the previous theorems, ωjj > 0, ωii > 0, and ωjj ωii − ωji ωij > 0. Moreover, x∗j > 0, implying that βj ωii − βi ωji > 0 as well. Taking the derivative of x∗i with respect to ωij , we thus have
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b w1 0



w1
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Figure 2.7: Illustration of proof of Theorem 2.4.4 in the case of degeneracy. Under the initial W, b is on the boundary between cones C1 and C2 , leading to a degenerate solution. As w21 is increased, however, b lies completely in C2 . Hence, we can perform the analysis assuming the basis for the latter cone.



∂x∗i ∂ωij



ω (β ω −β ω )



ii i ji = − (ωjjjj ωjii −ω 2 ji ωij )



(2.20)



< 0 But we can note that



∂x∗i ∂ωij



=



∂x∗i ∂wij



since any change to wij is exactly preserved in



the first N − 2 steps of Gaussian elimination. Thus, we also have



∂x∗i ∂wij



< 0.



We now consider the degenerate case as follows. Let C(W, b) represent the set of



all complementary cones (of W) containing b. From the previous discussion, it follows that (x∗ , y∗ ) is degenerate if and only if |C(W, b)| > 1. Now consider modifying W



by adding into it an N ×N matrix E = (ekl ) with ekl = 1 if k = i, l = j, and otherwise



ekl = 0. We now wish to show that there exists some cone, Ci and some constant Θ



such that Ci ∈ C(W + θE, b) for all θ ∈ [0, Θ].



Note that rank(θE) = 1 ∀θ 6= 0. Thus, for any nonsingular N × N matrix, M, for



which (M + θE) is also nonsingular, we can write (M + θE)−1 = M−1 −



θ M−1 EM−1 1+g



(2.21)



where g = tr(θEM−1 ) = θm−1 ji [27]. Now, suppose that 0 < θ1 < θ2 , and both (M + θ1 E)−1 b ≥ 0, (M + θ2 E)−1 b ≥ 0,



implying that b is in the positive cone of each of the “adjusted” matrices. Then, from the equation above, it also follows that
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(M + θ0 E)−1 b ≥ 0



∀θ0 ∈ [θ1 , θ2 ]
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(2.22)



In other words, b is also contained in the “intermediate” cones between the two extremes. Moreover, let θ(n) > 0 be any sequence for which limn→∞ θ(n) = 0. If (M + θ(n)E)−1 b ≥ 0 ∀n, then M−1 b ≥ 0 as well.



Since the number of complementary cones of W is finite, it follows that, for Θ



small enough, there is some cone (and corresponding basis) such that Ci ∈ C(W + θE, b) for all θ ∈ [0, Θ]. Thus, by choosing this particular basis, the analysis for the nondegenerate case will continue to hold, provided that we interpret the resulting partial derivative as being one sided. A similar conclusion can be made for changes in the opposite direction, corresponding to a Θ < 0. We thus get the desired result. We assert that the theorem also holds for larger, non-local changes to wij . This is because, in the case of a strictly diagonally dominant W, the corresponding LCP is strongly stable. One implication of this is that the solution is (Lipschitz) continuous with respect to changes in W and/or b (see [10]). Thus, large changes in wij can be broken up into increasingly finer steps. The changes to x∗i can easily be approximated for each segment using the local results above. Then, a limit can be taken to get the final result.



Proof of Theorem 2.4.5 Proof. If x∗i = 0, then any increase in bi can only cause an increase in the former. If bi is decreased, on the other hand, then x∗ will remain optimal. If instead x∗i > 0, then there are two possible cases: (a) x∗j = 0 ∀j 6= i or (b)



∃j 6= i : x∗j > 0. In the former case, we necessarily have x∗i = bi , so the theorem



trivially holds. In the latter case, we can pick some j 6= i for which also x∗j > 0. From



the analysis done above, and assuming nondegeneracy, we have ∂x∗i ∂βi



=



ωjj ωjj ωii −ωji ωij



> 0



(2.23)
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Since also



∂x∗i ∂βi



=



∂x∗i , ∂bi
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we arrive at the desired result for the local, nondegenerate case.



If condition (b) holds with degeneracy, on the other hand, we claim that there exists some basis that contains b under small changes in bi . The argument is similar to that used in Theorem 2.4.4 above and is omitted for brevity. The same holds for the argument about global, as opposed to local, changes in this parameter.



Proof of Theorem 2.5.2 Proof. Take x∗i and x∗j as functions of (wij , wji). Extending the analysis done for Theorem 2.4.4, we have (after some algebra) 



∇x∗i (wij , wji) =  



∇x∗j (wij , wji) = 



ωjj x∗j ωjj ωii −ωji ωij ωij x∗i ωjj ωii −ωji ωij



−



ωji x∗j ωjj ωii −ωji ωij ω x∗ − ωjj ωiiii−ωiji ωij



We thus seek a d such that  



ωjj x∗ − ωjj ωii −ωjji ωij ωji x∗j ωjj ωii −ωji ωij



ωij x∗i ωjj ωii −ωji ωij ω x∗ − ωjj ωiiii−ωiji ωij



 



(2.24)



 







d < 0



(2.25)



Note that the matrix on the left hand side is nonsingular, implying that the given inequality system must have some solution. Assume by contradiction that there are no such solutions in the non-negative orthant. This implies that all ω terms are strictly positive and, moreover, that one of the following cases holds: 1. Both ωii ≤ ωij and ωjj ≤ ωji 2. ωii ≤ ωij and ωjj ≥ ωji with



−ωii ωij



≥



−ωji ωjj



3. ωii ≥ ωij and ωjj ≤ ωji with



−ωii ωij



≥



−ωji ωjj



Case (a) is impossible because of the strict row (or column) diagonal dominance of
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n6



n5 B



Figure 2.8: Illustration of Lemma 2.8.1. As long as the flows along the bolded links (edge set D) do not change, then the equilibrium in A will be invariant to changes inside B. W. Cases (b) and (c), however, imply that ωii ωjj ≤ ωij ωji , which is also impossible.



We thus have a contradiction; hence there must exist a solution d > 0, as claimed.



Proof of Theorem 2.5.3 Before giving the proof, we need the following technical lemma, also explained in the figure above: Lemma 2.8.1. Let A and B represent some partition of the nodes in G.6 Let C and



D represent, respectively, the set of edges completely within A and those connecting from B to A. ˆ and Suppose also that we have two weight matrices satisfying Theorem 2.3.3, W ¯ with corresponding (unique) equilibria x W, ˆ∗ and x ¯∗ . If both w ˆmn



= w¯mn



∀(m, n) ∈ C



xˆ∗l wˆkl = x¯∗l w¯kl ∀(k, l) ∈ D



(2.26)



then xˆ∗k = x¯∗k for all k ∈ A. Proof. Consider the LCPs for the corresponding equilibria. It follows that, in each case, we can partition the W columns for the A players into two sets, WC and WD 6



i.e., A ∪ B = N , A ∩ B = ∅
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representing, respectfully, the weights on those edges in C and D. Moreover the solution for each equilibrium must satisfy the “sub-LCP” corresponding to just those players in A: yA = WC xA + WD xB − bA



T yA xA = 0



(2.27)



xA ≥ 0, yA ≥ 0 Let ˆC=W ¯C WC = W ˜=W ˆ Dx ¯ Dx b ˆB − b = W ¯B − b



(2.28)



Now suppose by contradiction that the lemma does not hold. This implies that the LCP ˜ yA = WC xA + b T yA xA = 0



(2.29)



xA ≥ 0, yA ≥ 0 has two distinct solutions, a clear contradiction of Theorem 2.3.3. Thus, we must have xˆ∗k = x¯∗k for all k ∈ A, as claimed. We can now prove the main theorem. Proof. Using notation similar to that of the lemma, partition the players into two sets, A and B, with the latter containing just i and j and the former containing all other nodes/players. Correspondingly, let C and D be edge sets as defined before with an additional set, E, representing those links from A back to B. Let ˜ = bB − WE (0)x∗A (0) b and



(2.30)
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(2.31)



wji(t) = wji(0) + αt



for some positive constant α (defined later). For notational simplicity, we suppress the “(0)”s on the initial weights in the remainder of this proof. Now consider the system for calculating x∗i (t) and x∗j (t) under the assumption that all flows along E are fixed: "



1



wij + t



wji + αt



1



#"



xi (t) xj (t)



#



=



"



˜bi ˜bj



#



(2.32)



implying



and



x∗i (t) =



˜ bi −˜bj (wij +t) 1−(wij +t)(wji +αt)



x∗j (t)



˜bj −˜bi (wji +αt) 1−(wij +t)(wji +αt)



=



dx∗i dt



=



(wji˜bi −˜bj )+αwij (˜bi −wij ˜ bj )+fn1 (t) ((wji wij −1)+fd (t))2



dx∗j dt



=



−α(˜bi −wij ˜bj )+wji (˜bj −wji˜ bi )+fn2 (t) ((wji wij −1)+fd (t))2



(2.33)



(2.34)



where fn1 (t) = αt(2˜bi − 2˜bj wij − ˜bj t) fn2 (t) = αt(2˜bj − 2˜bi wji − α˜bi t)



(2.35)



fd (t) = t(wji + αwij + αt) Note that the former functions are smooth and all equal to 0 at t = 0. Let α = x∗j (0) x∗i (0)



> 0. From the previous analysis and the diagonal dominance of the underlying



weights, it then follows that both times



dx∗i (0) dt



< 0,



dx∗j (0) dt



< 0, as desired. Now, define the
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t1 = sup{t ≥ 0 : (˜bi − ˜bj (wij + t)) > 0} t2 = sup{t ≥ 0 : (˜bj − ˜bi (wji + αt)) > 0}



t3 = sup{t ≥ 0 : ((wij + t)(wji + αt)) < 1} t4 = sup{t ≥ 0 : −(wji˜bi − ˜bj ) + αwij (˜bi − wij ˜bj ) > −f 1 (t)} n



(2.36)



t5 = sup{t ≥ 0 : −α(˜bi − wij ˜bj ) + wji (˜bj − wji˜bi ) > −fn2 (t)} t6 = sup{t ≥ 0 : (wjiwij − 1) < −fd (t)} t7 = 1



and T =



min{ti , i = 1 . . . 7} 2



(2.37)



Because of the assumed strict diagonal dominance of W and the strict positivity of x∗i (0) and x∗j (0), it follows that T is well-defined and, necessarily, T > 0. Hence, x∗i , x∗j are well-defined, smooth, strictly positive, and strictly decreasing on the interval t ∈ [0, T ].



Now let wki (t) = wkj (t) =



wki x∗i (0) x∗i (t) wkj x∗i (0) x∗i (t)



(2.38)



for all k ∈ / {i, j}, which are necessarily well-defined and smooth. Furthermore, take



wkl (t) = wkl for all edges k ∈ / {i, j}, l ∈ / {i, j}.



It thus follows that all flows from B to A are invariant at all times. By Lemma



2.8.1, we also have that x∗k (t) = x∗k (0) for all k ∈ A. Thus, the flow back into B is time invariant, validating our original assumption.



We have therefore constructed the desired W(t) and x∗ (t) trajectories.



Chapter 3 Client-Oriented Pricing and Allocation The previous model discussed high-level resource investments by service providers. In this chapter, we move down one layer, considering how these actual service computing “products” can be priced and allocated among each provider’s clients. Since the former are normally divisible, this process introduces the potential for significant “jockeying” among the participants as each seeks to increase its “share of the pie.” As discussed in the introduction, one promising approach here is to use auctions. As in non-computing contexts, these mechanisms allow for efficient market pricing with only limited information about the participant valuations. By running an auction, the service provider can set prices and fairly allocate its resources in a way that “intelligently” reflects system demands. As in the previous chapter, we capture this behavior within a game framework. In particular, we propose a model with queue-based utility functions. This form is plausible if users are sending a stream of jobs to the service provider; given this flow, each user’s happiness is related to the delay that it experiences over the course of processing these jobs. Thus, our utility functions capture the tradeoff between money (i.e., bid sizes) on the one hand and job delay on the other. Unlike the model in the previous chapter, though, these delay functions lead to highly nonlinear interactions. If a user bids too low, for instance, it could experience 49
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infinite delay and thus potentially infinite disutility (equivalently, infinite cost). These functional forms prevent the application of either the “linear externality” model or the “standard” theoretical approaches mentioned in Chapter 1. Despite these obstacles, however, we are still able to derive strong existence, uniqueness, convergence, and monotonicity results under these conditions. In addition to studying the previous properties, we also do a preliminary exploration of efficiency losses in the context of our equilibrium model. We quantify these effects and show by example that such losses can, most likely, be arbitrarily bad in the general case. We can, however, compute upper bounds on these losses as a function of some “general” system parameters (i.e., the number of players, the sum of the arrival intensities, etc.). Thus, the corresponding resource allocation process can be structured in such a way as to limit these inefficiencies. The remainder of this chapter is organized as follows. In the next section, we give an overview of the relevant literature, contrasting this former work with our own. In Section 2, we describe our model and the associated resource allocation mechanism. In Section 3, we characterize the equilibria in our model, proving existence, uniqueness, and other properties. Section 4 discusses some numerical illustrations of our results. Section 5 contains a preliminary analysis of efficiency losses. Finally, we conclude in Section 6.



3.1



Literature Review



Our approach here combines features from a number of different research threads. On the one hand, much previous work has studied game theory in the context of queueing systems [28]. Most of this work, however, has focused on strategic interactions at the job level; each player of the game corresponds to a single job which must decide, for example, whether it is willing to join the system at some announced price (e.g. [29]) or how much it is willing to bid for service priority (e.g. [30]). Very little work has looked at game theoretic queueing in the aggregate flow context used here. On the other hand, a significant body of research has studied methods for allocating divisible computing / communication resources. Several papers, including
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[31], [12] and [11] have looked at this type of allocation problem from a theoretical economic perspective, proving existence, uniqueness, convergence, etc. under various assumptions. [32] and [33] have focused particularly on the efficiency component of this problem, providing strict upper bounds on equilibria efficiency losses under various conditions. Others, such as [34], [35], and [36] have focused instead on the implementation side of the problem, studying specific system architectures, communication schemes, and convergence algorithms. While our work is similar in spirit to many of the previous papers, our original contribution here is in applying these results specifically to queue-related valuation / utility functions. This queueing environment induces functional forms which do not conform to the ones traditionally used in the literature; the latter generally assume, for instance, that all utility and cost functions are continuous and well-defined over the space of possible outcomes. In contrast, our model leads to functions with asymptotes and infinite values, features that require us to derive equilibria properties using innovative and unique approaches.



3.2 3.2.1



Models and Notation Resource Model



Consider a resource being shared in a service computing environment. This resource may be a literal physical resource (e.g., a server), or a “virtual” collection of such components that have been aggregated together for client use. Assume that this resource has a fixed processing rate, γ > 0, that can be arbitrarily split between clients, for instance through virtualization software. Suppose that this resource is being used by N non-cooperating, selfish users / clients, indexed as i = 1, 2, . . . , N. Associated with each client is a fixed, random flow of jobs that require service from the resource. For simplicity, we assume that (1) user i’s flow is Poisson with rate λi > 0 and (2) each user i job has a service requirement drawn independently from an exponential distribution with parameter µi > 0. Define the “load intensity” as ρi =



λi . µi



For notational clarity, we use λ, µ, and ρ in the sequel
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arrivals



job buffers shared processor



Figure 3.1: Illustration of model for shared resource. Client jobs arrive and are buffered while awaiting service. Each head-of-line job receives processing at a clientspecific rate. to represent the “vectorized” versions of the previous parameters. Let θi represent the fraction of the shared resource devoted to servicing user i’s P jobs, with i θi ≤ 1. Assuming that all rates are measured in common units, it follows from basic queueing theory that this user experiences an average job backlog



given by



B(θi ) =



(



ρi γθi −ρi



+∞



if θi >



ρi γ



otherwise



(3.1)



Let D(θi ) represent user i’s average job delay. By Little’s Law [37], the previous two quantities are related as B(θi ) = λi D(θi )



(3.2)



Hence, the average backlog is equivalent to a “rate weighted” average delay. Note that infinite backlogs (and delays) are possible if user i’s share, θi , is not “big enough.” For mathematical tractability, we assume that there exists some allocation such that B(θi ) < ∞ for all i. One can show that this is equivalent to the condition
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(3.3)



If the latter condition does not hold then the system is overloaded, and one or more users need to be excluded. For lack of space, we ignore this case here and leave the issue as a topic for future study.



3.2.2



Incentive Model



We now consider the resulting allocation problem. If the system operator had complete information about the users (i.e., their job rates, their delay sensitivities, etc.), then this authority could distribute the resource in some kind of “optimal” way. Unfortunately, however, this all-knowing assumption seems unreasonable. Moreover, absent some additional structure, the users have no incentive to reveal their true costs if asked. These agents, for instance, might artificially inflate their delay sensitivities to obtain a greater-than-fair share of processing power from the resource. As done in previous work, we propose an auction-like mechanism to solve this problem. In particular, users submit bids to a central authority; each then receives a resource share in proportion to its bid and the bids of its competitors. Ideally, those users who value delay more will submit higher bids and receive comparatively more service. In addition, these bids should reflect the congestion faced by the system; as γ decreases, for instance, we would expect bids to increase. Thus, this auctionlike system has the potential to allocate resources in a “meaningful” way without requiring total knowledge or truthful cost revelation. We formalize this framework as follows. Suppose that each user submits some non-negative bid, wi ≥ 0. Let w and w−i represent, respectively, the vector of all



bids and the vector of bids of all users other than i. Given this information, the system then allocates the resource processor as



θi (w) =



(



γ Pwiwi i



0



if



P



i



wi > 0



otherwise



(3.4)



In other words, the processing rate for each client is proportional to this client’s share



CHAPTER 3. CLIENT-ORIENTED PRICING AND ALLOCATION



54



of the total bids. For this reason, this type of allocation scheme is often referred to as a proportional share mechanism [36]. Given this allocation rule, we assume that each user then experiences a cost given by Ci (w) = vi Bi (θi (w)) + ci wi



(3.5)



for strictly positive constants vi and ci . The former encodes the user’s delay cost sensitivity at each queue; the latter, on the other hand, represents user i’s “bid cost.” Assuming that all user bids are in some common unit (e.g., dollars), we can, without loss of generality, set ci = 1 for i = 1 . . . N. Given fixed bids for all other users, it follows that user i can decrease the first, “delay” term by increasing its bid. This move, on the other hand, will increase the second, “bid cost” term. Thus, our cost function captures the tradeoffs between delay on the one hand and money on the other. As discussed in the introduction, such a setup has the capability of providing “meaningful” payments with minimal central authority knowledge. In such settings, it is natural to model the interactions between users as an economic game. In particular, we assume that all users announce their bids simultaneously and experience the costs described above.1 As is commonly done in the literature, we restrict our attention to outcomes which are Nash Equilibria in pure strategies, in other words bid vectors w satisfying Ci (wi , w−i ) ≤ Ci (w ¯i, w−i ) ∀w¯i ∈ R+



(3.6)



for all users i. Such outcomes represent “stable points” at which no user has an incentive to deviate unilaterally. Alternatively, one can define a Nash Equilibrium in terms of a “best response” function. To this end, let 1



Games are usually described in terms of payoffs or utilities, which users seek to maximize, rather than costs. We use the latter here for ease of notation. One can convert to the more standard form by multiplying our functions by −1.
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Ci (wi)



gi (w)



wi



Figure 3.2: Total cost incurred by user i as a function of its own bid, wi , holding all other bids fixed; i’s best response, gi (w), is the minimizer of this function.



gi (w) = arg min Ci (wi, w−i )



(3.7)



wi ∈R+



with g(w) = (g1 (w), g2(w), . . . , gN (w))). It then follows that a bid vector, w, is a Nash Equilibrium if g(w) is well-defined and w = g(w)



(3.8)



i.e. w is a fixed point of this function. On the other hand, the best responses may not be well-defined (e.g., if w = 0). As we show in the next section, however, such cases cannot be equilibria. In our game, therefore, the former assertion applies in both directions.



3.3 3.3.1



Equilibria Properties Optimality Conditions



Consider a service computing resource shared under the mechanism above. With P some abuse of notation, let w−i = j6=i wj , i.e., the sum of all bids of all users other
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than i. Combining the cost and allocation equations from the previous section, we then have



Ci (w) =



 



vi ρi wi −ρi +w i −i



γw



+ wi



 +∞



wi > ρi if γ wi +w −i



(3.9)



otherwise



Note that wi = 0 always results in infinite costs for player i, even if all other bids are ρi also 0. Also note that, for fixed w−i , Ci (·) has an asymptote at wi = w−i γ−ρ . Hence, i



standard game theory tools that require continuity (e.g., Rosen’s theorem) cannot be easily applied. After some algebra, we find that the best response functions are given by √ ρi w−i + vi ρi γw−i gi (w) = γ − ρi



(3.10)



provided that w−i > 0. If w−i = 0, then the best response is not well-defined; any wi > 0 will strictly reduce this player’s cost. However, as shown later, this is a condition that cannot happen in equilibrium.



3.3.2



Equilibrium Existence and Uniqueness



Note that the best response functions satisfy the following two properties for all w > 0: 1. w ≥ w ¯ ⇒ g(w) ≥ g(w) ¯ 2. αg(w) > g(αw)



∀α > 1



Yates [38] refers to these as monotonicity and scalability, respectively, and shows that they imply the existence and uniqueness of a fixed point. His theorems, however, require that g(0) is well-defined and positive, something clearly absent here. This difference necessitates some novel approaches, as we no longer have an easy “starting point” for defining monotone best response sequences. We describe these in the following theorems and proofs.
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Theorem 3.3.1. There exists at least one Nash Equilibrium for the given resource allocation game. Proof. Let wi = ρi for all i. Note that in this case wi = γ Pρiρi γ wi +w −i i



=



ρi Pγ i



(3.11)



ρi



> ρi



Hence, all costs are finite and all best responses are well-defined. We now seek some positive scalar, β, such that



Since



βw > g(βw) h P ρ i √βv ρ γ P ρ i i j6=i j j6=i j + ⇐⇒ βρi > βρi γ−ρ γ−ρi i P



ρj 


∀i



(3.12)



(3.13)



it follows that the left hand sides of (3.12) will all dominate the right hand sides for β large enough. Let β + represent one such value of this constant satisfying these conditions. Likewise, note that for β small enough, the reverse will happen: βρ < g(βρ). Let β − represent one such value satisfying the latter condition. Consider now applying the following iterative procedure. Set w(0) = β + ρ and let w(1) = g(w(0)), w(2) = g(w(1)), . . ., w(n) = g(w(n − 1)). From (3.12) and the



discussion above, we have w(0) ≥ w(1). Applying the best response function to both



sides and using the monotonicity of the g(·) function, we get



⇐⇒



g(w(0)) ≥ g(w(1)) w(1)



≥



w(2)



(3.14)



Iteratively continuing this procedure, we get that w(n − 1) ≥ w(n) for all integers



n ≥ 1. Hence it follows that w(n) is monotonically decreasing (componentwise) in n.
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By a similar argument, if we define w(0) ˆ = β − ρ, we have that the latter is a monotonically increasing sequence in n. Note that w(n) > 0 and w(n) ˆ > 0 for all n, implying that the best responses are well-defined at each sequence step. Moreover, we have β − ρ < β + ρ. So, by the monotonicity property w(n) ˆ ≤ w(n)



(3.15)



as well. This, in turn, implies that each sequence converges to a (positive) point. Let w ¯ represent this limit for the right hand, decreasing sequence. Since w ¯ > β − ρ > 0, it follows that the g(·) functions are well-defined and continuous in a sufficiently small neighborhood around this point. We therefore have g(w) ¯ =w ¯



(3.16)



i.e., w ¯ is a Nash Equilibrium for the game, as required. Theorem 3.3.2. The resource allocation game has a unique Nash Equilibrium. Proof. Suppose by contradiction that we have two Nash Equilibria, w and w. ˆ We first claim that both of these must have all components positive. For otherwise, we either have w = 0, in which case every user has an incentive to deviate or wi = 0, w−i > 0 for some i, in which case the latter user can strictly decrease its cost by changing its bid to gi (w) > 0. This implies that both points must also be fixed points of g(·). Arguing analogously to [38], we can assume without loss of generality that wi < wˆi for some i and scale w by α so that αw ≥ w ˆ with αwi = wˆi . We then have wˆi = gi (w) ˆ ≤ gi (αw) < αgi (w)



= αwi a clear contradiction. Thus, we must have w = w, ˆ as claimed.



(3.17)
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Convergence



Given a game like the one described here, a natural question to ask is how we can compute a Nash Equilibrium that we know exists. Indeed, if this process is overly complex, then the existence and uniqueness analysis done above has little value in real-world applications. Ideally, this computation is also possible in a distributed fashion. In particular, each user updates its strategy at various points in time based on the currently observed choices of the other users. In this way, the system converges to a Nash Equilibrium point without any significant intervention required by a central authority / administrator. As discussed in the previous chapter, one particularly natural procedure is for each user to take a best response at each such update point. In other words, given some current set of bids w, user i modifies its bid by setting wi = gi(w). To do P this accurately, each user needs only the appropriate value of w−i (or i wi ), not the individual bids of the other users.



We say that this updating is synchronous if all users apply the latter at each update point. This leads to the following algorithm: Algorithm 3 Synchronous Best Response Dynamics (SBRD) 1: Given w(0) > 0 2: 3:



Set t ← 0 repeat



4:



w(t + 1) = g(w(t))



5:



t←t+1



6:



until converged As before, the exact convergence condition is a matter of “preference.” One



possibility is to terminate the algorithm when ||w − g(w)||∞ <  for some small



 > 0.



We now show that the previous algorithm converges to the (unique) Nash Equilibrium:
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Theorem 3.3.3. The SBRD algorithm converges to the unique NE from any positive starting point, w(0) > 0. Proof. Let β + and β − be positive constants with the properties discussed in the proof of Theorem 3.3.1 above. Since w(0) > 0, it follows that there exists a β − small enough and a β + large enough such that β − ρ ≤ w(0) ≤ β + ρ



(3.18)



We now consider applying the best response function to each term in the above inequality. Let [·](n) represent the result of applying g(·) to the bracketed vector n times. By monotonicity, we necessarily have [β − ρ](n) ≤ w(n) ≤ [β + ρ](n)



(3.19)



for all n. From the discussion in Theorem 3.3.1 above, [β + ρ](n) is a monotonically decreasing sequence converging to w, ¯ the (unique) fixed point of g(·). In addition, [β − ρ](n) is a monotonically increasing sequence, necessarily converging to this same, unique fixed point. Thus, w(n) is “pinched” between two sequences, both converging to the same point. It follows that the latter sequence also converges to this point, which gives us the desired result. Another, less stringent convergence algorithm involves taking these updates asynchronously. More formally, assume that all possible update times are indexed as t = 0, 1, 2, . . ., and let T i represent the set of these times at which user i updates wi . Assume that this set is infinite so that updates are taken infinitely often for each user. As in [39], this gives us the following algorithm:
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Algorithm 4 Asynchronous Best Response Dynamics (ABRD) 1: Given w(0) > 0 2: 3:



Set t ← 0 repeat



for i = 1 . . . N do



4:



if t ∈ T i then



5:



gi (t + 1) = gi (w(t))



6:



else



7:



gi (t + 1) = wi (t)



8:



end if



9: 10:



end for



11:



t←t+1



12:



until converged As in the synchronous case, we consider the algorithm converged when ||w −



g(w)||∞ <  for some small  > 0. We then have the following theorem:



Theorem 3.3.4. The ABRD algorithm also converges to the unique NE from any positive starting point, w(0) > 0. Proof. Take W(n) = {w | β − ρ(n) ≤ w ≤ β + ρ(n)}. We can then apply the “Asyn-



chronous Convergence Theorem” from [23] analogously to [38], so we omit the details here, given the limited space.



3.3.4



Revenue, Price, and Share Monotonicity



Since we interpret the wi values as the bids paid by each client for use of the resource, P it makes sense to interpret the value i wi as the total revenue obtained by the operator for providing γ service capacity to these user jobs. It seems intuitive then that the former value should increase in equilibrium as the system gets increasingly congested, i.e. as one or more ρi values increase. We would also expect that this revenue is increasing in vi ; as users become increasingly delay sensitive, they are willing to pay more for service.
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Both of these hypotheses are provably true as we discuss in the following theorem: Theorem 3.3.5.



P



i



wi is increasing in ρi and vi for any player, i



Proof. Let w(0) represent the unique equilibrium under the arrival intensity vector ρ = (ρ1 , ρ2 , . . . , ρi , . . .). Now consider the same game with the arrival intensities given P by ρ¯ = (ρ1 , ρ2 , . . . , ρ¯i , . . .) where ρ¯i > ρi but still i ρi < γ. Consider two best response functions:



1. g 1(w) = (w1 , w2 , . . . , gi(w), . . .) and 2. g 2(w) = (g1 (w), g2(w), . . . , wi , . . .) where the best response in each case uses the modified arrival intensities, ρ¯, as opposed to the original ones, ρ. Let w(n) =



(



g 1 (w(n − 1)) if n = 1, 3, 5, . . .



g 2 (w(n − 1)) if n = 2, 4, 6, . . .



(3.20)



In other words, we alternate between taking the first- and second-type best responses. Another equivalent point of view is that there are two phases of the best response process. Since gi (w) is increasing in ρi for fixed w−i , we necessarily have w(0) ≤ g 1(w(0)) = w(1)



(3.21)



By the monotonicity of the individual best responses, we then get



=⇒



g 2 (w(0)) ≤ g 2 (w(1)) w(0)



≤ w(2)



(3.22)



since g 2 (w(0)) = w(0) by the assumption that this point is a Nash Equilibrium under ρ. Now suppose that w(0) ≤ w(n)



(3.23)
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for some even n > 1. By the monotonicity of gi (w) in both w and ρi , we then necessarily have that w(0) ≤ g 1 (w(0)) ≤ g 1 (w(n))



(3.24)



w(0) ≤ w(n + 1)



(3.25)



implying



where n + 1 is odd. Taking a type-two best response to each side yields w(0) ≤ w(n + 2)



(3.26)



By induction, it thus follows that w(0) ≤ w(n) for all n > 0. Furthermore, we



note that the update procedure used here is a valid form of ABRD. By Theorem



3.3.4 above then, this update procedure must converge to some point, say w, ¯ with P w(0) ≤ w. ¯ All user weights are greater in the new equilibrium, and therefore i w¯i



increases as well. This gives us the desired result.



The proof for vi follows from the exact same steps (just replacing all ρ’s by the P corresponding v’s). The only difference is that there is no restriction on i vi , so



v¯i − vi can be arbitrarily large. We omit the other details for brevity. If the quantity the quantity



P



i



γ



wi



P



i



wi is the total system revenue, then it makes sense to think of



as the resulting price per unit of service capacity. By the theorem



above, we have that this value is also increasing in ρi and ri . Hence, the market price for service is set according to the user demands, and each user pays the same, “fair” amount per unit of capacity. The previous theorem considers a property of the system as a whole. Using these results, we can then make the following claim about the individual equilibrium shares (i.e., θ values) of the players: Theorem 3.3.6. θi is increasing in ρi and vi for any player, i; all other user shares are decreasing in these quantities.
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Proof. Consider the same setup and notation as in Theorem 3.3.5 above. As shown in the latter proof, an increase in ρi causes all components of the perturbed equilibrium, w, ¯ to increase. Therefore, for each player j, w¯−j , the perturbed “other bids sum” increases as well. For each j 6= i, we thus have θ¯j =



gj (w) ¯ gj (w)+ ¯ w ¯−j



=



√ ¯−j ρj w ¯−j + vi ρi γ w √ γw ¯−j + vi ρi γ w ¯−j







√ ρj w−j + vi ρi γw−j √ γw−j + vi ρi γw−j



(3.27)



= θj Since the mechanism allocations satisfy claimed.



P



j



θj = 1, it follows that θ¯i > θi , as



The proof for the vi case is similar and is omitted for brevity. This result, like the revenue one, makes intuitive sense: as we increase the “arrival intensity” or delay valuation for some user, this user’s equilibrium share increases, at the expense of all the other users.



3.4



Examples and Simulations



In this section, we briefly discuss two numerical examples of our model, showing that our proposed algorithms perform well and exploring the sensitivity of the resulting equilibria with respect to various parameters.



3.4.1



Example 1: Large System Convergence



To test the correctness of our algorithms, we created a large instance of our model with N = 1000 players. The values of each’s client’s vi and ρi parameters were chosen uniformly at random from the the intervals [1, 10] and [0, 1], respectively. The total
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Figure 3.3: Convergence of SBRD (dotted blue line) and ABRD (solid green line) for instance of model with 1000 users and randomly generated parameters.
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Figure 3.4: User shares (solid lines) and total system revenue (dotted lines) as a function of ρ1 and v1 . As the latter are increased, user 1’s share increases at the expense of the others; system revenue also increases.



resource capacity was set to γ = 600, and care was taken (through multiple trials) to P ensure that i ρi < γ as required for system stability. The system was started at a random point, w(0) (each component of which was



chosen uniformly at random from [0, 100]). First, we ran SBRD. Then, from the same starting point, we ran a version of ABRD in which one client was chosen at random
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to perform an update at each time slot. Figure 3.3 above shows the quantity ||w − g(w)||2 as a function of time. For



the basis of comparison, the time slots in ABRD have been normalized so that the same number of updates occur in each time interval. We see that, after an initial



“jump” as users increase their bids, both algorithms converge towards the fixed point at a reasonable rate. ABRD, however, does this in a slower and less smooth fashion because of its random nature; one user can be selected multiple times before another user, who may be extremely “unhappy” with its current bid, is allowed to make an update.



3.4.2



Example 2: Small System Sensitivity Analysis



To test the sensitivity of the equilibria points in our model to various parameter changes, we constructed another instance of our system, this time with 5 users. The first user’s ρ1 and v1 parameters were varied while the other four were fixed to have ρi = 0.25, vi = 1. We then evaluated the system equilibrium point, w, for various values of ρ1 , v1 , and γ (the total system capacity). In particular, we performed two sets of runs: one varying ρ1 ∈ [0.25, 8.95], while holding v1 = 1 and γ = 10 and a second set varying v1 ∈ [1, 100], while holding ρ1 = 0.25 and γ = 4.



Figure 3.4(a) above shows the equilibrium shares of user 1 and users 2-5 as ρ1 is



varied in the first run set. This figure also plots the total system revenue versus this parameter. We see that, as ρ1 is increased, this user’s share of the resource increases at the expense of the other four users (as predicted by Theorem 3.3.6). At the same time, total system revenue increases in an exponential-like shape; as ρ1 gets closer to 9, the system utilization approaches its upper limit, γ = 10. Average user backlogs get very large, and these players are forced into a “bidding war” to keep their service rates above ρ. Figure 3.4(b) shows the same quantities, but this time as v1 is varied in the second run set. Note that user 1’s share increases significantly at first, but then saturates. Total revenue, on the other hand, increases in a nearly linear way; in contrast to the previous run set, there is no upper limit / capacity on the parameter v1 . Increasing
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this does give more of the resource to this user, but does not “stress” the system as much as a change in ρ.



3.5



Quantifying Efficiency Losses



In a resource allocation game, like the one proposed in this chapter, the eventual system outcome, i.e. how the resource is ultimately divided, is based on the utilities and interactions of selfish users. Thus, it is unlikely that this allocation is identical to the one that would be produced by an omniscient central authority seeking to maximize some aggregate happiness, quality, or efficiency function. There is usually some “gap” between the equilibria outcomes and the latter, “optimal” solution. One popular way of quantifying this effect is to calculate the so-called price of anarchy of the given game (see [40], [33]). To this end, recall that θ(w) represents the set of queue service “shares” produced by bid vector w and let f (θ(w)) be some non-negative function reflecting the total “quality” or “efficiency” of this distribution. For simplicity, we omit the dependence of θ on w in the remainder of this analysis. Let θ¯ represent the (unique) NE service allocation for our queueing game and let θ∗ be a maximizer of f (·) over the feasible set of such allocations. The price of anarchy, which we refer to as α, is then given as α=



f (θ∗ ) ¯ f (θ)



(3.28)



In general, the previous expression requires a “max” operation over all NE outcomes. However, in the case of our game, we have proven that the NE is unique. Therefore, we can safely omit this. Since all user cost functions are based on “rate weighted” delay, it makes sense to use these as the basis for our f (·) “quality” function. In particular, let 1 i Bi (θi )



f (θ) = P



(3.29)



in other words, the inverse of the total user weighted delays. In this case, θ∗ solves the optimization problem
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min subject to:



P



i
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Bi (θi )



P



i θi



(3.30)



≤ 1



θ ≥ 0



Note that, if the first constraint is non-binding, then we can increase the rate of service to some queue without any increase in the objective function value. On the other hand, if any constraint in the second inequality set is binding, then this implies that some user is experiencing infinite delay. Thus, we can safely assume that there P exists an optimal solution with i θi = 1 and θ > 0. The Lagrangian for the above problem is then given as L(θ, δ) = and the optimal solution satisfies −



X i



Bi (θi ) + δ(1 −



dBi (θi ) = δ∗ dθi



X



∀i



θi )



(3.31)



i



(3.32)



for some δ ∗ > 0. We then have P Bi (θ¯i ) α = Pi ∗ i Bi (θi )



(3.33)



So the price of anarchy is given as the ratio of (a) the sum of the NE weighted delays to (b) the lowest possible sum of these weighted delays, described by the optimality conditions above. By construction, we necessarily have α ≥ 1 with the game outcome becoming increasingly “optimal” as α gets closer to 1.



As discussed in the introduction, it has been proven in some settings that there exists a strict upper bound on this price of anarchy, independent of the number of players and the game parameters. Thus, there is some bound on how “inefficient” a NE outcome can be. In our game, however, it is unlikely that such a bound exists. We show this by numerically evaluating α in the convoluted but feasible example that follows.
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n N 2 3 5 10 100 1000



100 104 1012 1.6674 1.9608 2.0000 1.8788 2.3477 2.4142 2.1256 2.8841 3.0000 2.4391 3.7715 4.0000 3.0260 9.0668 10.9497 2.4791 18.8853 32.6049



1+
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√



N −1 2 2.4142 3 4 10.9499 32.6070



Table 3.1: Price of anarchy (α) as a function of N and n for example in Section 3.5.1. All values are √ rounded to the nearest 4 decimal places. Note that α(N, n) gets very close to 1 + N − 1 as n gets large.



3.5.1



An Example



Consider a game with N players. Now, given some real parameter n > 2, take ρ1 = 1 −



1 n



and ρi = 1 2



1 (N −1)(n+1)



for i > 1. Player 1 thus has some arrival intensity



while players 2, 3, . . . N equally split some “remainder” of the service capacity “left over” by player 1. It follows from the discussion above that θ¯ and θ∗ , greater than



i.e. the NE and optimal service allocations, respectively, are uniquely defined for each feasible N and n. Hence, we can consider α(N, n), the price of anarchy as a function of these parameters. Taking N as fixed, one can see that



P



i



ρi =



n2 +n−1 , n2 +n



a quantity that gets increas-



ingly closer to 1 as n approaches ∞. This implies that the set of feasible service



distributions becomes increasingly constrained in the limit; the system is approaching its “capacity,” a situation that leads to unusual behavior (e.g. heavy traffic) in queueing systems. Note that players 2, 3, . . . , N have identical cost functions. Taking advantage of this symmetry, it is actually possible to solve for θ¯ and θ∗ in closed form using a symbolic math package (e.g. Maple). This form is extremely complex and yields very little insight on its own; hence we omit it here. With these formulas, we can then numerically calculate α(N, n) for any parameter values and, in particular, study the



behavior of this quantity as n becomes large. The results of these calculations are shown in Table 3.5.1 above. Note that, for
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fixed N, the POA is increasing in n, and for large, fixed n, this value is increasing in √ N. These data suggest that, in fact, limn→∞ α(N, n) = 1 + N − 1. Of course, we



have not shown this formally so this is just a conjecture. Moreover, we make no claim that this is an upper bound; there may be examples in which the price of anarchy is



even greater. At the least, our results show that very large α values are possible as P i ρi → γ. Thus, it is unlikely that there exists a fixed, system-independent bound



on this quantity. The best one can hope for is a weaker bound that depends on N and/or ρ. This is our next topic of discussion.



3.5.2



Towards a Bound on the POA



We now consider bounding α. For simplicity, we take γ = 1 and vi = 1 ∀i; the



analysis follows through if these are relaxed but makes the algebra considerably more complicated. With this, we can write the optimization from the previous section as min subject to:



P



i



P



Bi (θi )



i θi



= 1



(3.34)



θ ≥ 0



where Bi (θi ) =



(



ρi θi −ρi



∞



if θi > ρi otherwise



(3.35)



We refer to this as the efficiency optimization problem in the sequel. Note that, P since i ρi < 1, the optimal solution is necessarily finite. Moreover, since the fea-



sible region is compact and convex and the objective function is strictly convex and bounded from below, it follows that this solution exists and is unique. Evaluating Eqn. 3.32 in this case, we find that the optimal solution satisfies



for some δ ∗ > 0.



ρi = δ∗ (θi − ρi )2



(3.36)
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Bi (θi )



ρi θˆi



θi



θ˘i



1



Figure 3.5: Illustration of relationship between ρi , θˆi , and θ˘i for user i’s average occupancy function, Bi (θi ). The efficient and Nash allocations must lie in the shaded interval of the x-axis. For each user, i, let θˆi be some fixed, arbitrary value satisfying ρi < θˆi ≤ min(θi∗ , θ¯i )



(3.37)



where θi∗ and θ¯i are, respectively, the “efficiency optimal” and Nash Equilibrium service allocations for player i. Such a value must exist as both allocations lead to finite delays for each user. Likewise, let θ˘i represent some fixed, arbitrary upper bound on the user allocations: θ˘i ≥ max(θi∗ , θ¯i )



(3.38)



One easy choice is θ˘i = 1 since no user can obtain a service proportion greater than 1. As discussed later, however, tighter bounds are possible. We now prove the following: Theorem 3.5.1. The Nash Equilibrium for the given game is equivalent to the (unique) solution to the following optimization problem:
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min subject to:



P



i
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˜i (θi ) B



P



i θi



(3.39)



= 1



θ ≥ 0



where ˜i (θi ) = B



(



(1 − θi )Bi (θi ) +



∞



R θi θˆi



if θi ≥ θˆi



Bi (x) dx



otherwise



(3.40)



˜i (θi ) is strictly convex for θi ≥ θˆi . Hence, the objective Proof. We first note that each B P function is continuous and strictly convex over the effective feasible region ( i θi = 1, ˆ Since the latter is compact and convex, the given problem has a unique θ ≥ θ). solution.



Assuming that all inequality constraints are non-binding at the optimal solution, the Lagrangian for the given problem is L(θ, δ) =



X i



˜i (θi ) + δ(1 − B



X



θi )



(3.41)



i



After some algebra, we find that the first order conditions require −(1 − θi )Bi 0 (θi ) = δ¯



∀i



(3.42)



for some δ¯ > 0. Equivalently ρi (1 − θi ) ¯ =δ (θi − ρi )2



∀i



(3.43)



From Eqn. 3.9 in Section 3.3.1 above, the function minimized by each player in a Nash Equilibrium is given by Ci (w) =



ρi wi wi +w−i



− ρi



+ wi



Hence, the first-order optimality conditions for an equilibrium require that



(3.44)
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wi ) wi +w−i wi − ρi )2 ( wi +w −i



ρi (1 −



= wi + w−i



∀i



73



(3.45)



Let w represent the bids in the (unique) Nash Equilibrium. Taking wi θi = wi +w −i ¯ δ = wi + w−i



we thus have that



P



i θi



(3.46)



= 1 and that Eqn. 3.43 is satisfied with θi ≥ θˆi for all



i. Since the optimality conditions for the given problem are both necessary and sufficient, it follows that the θi produced by the Nash Equilibrium bids solve the original optimization problem. Furthermore, since the Nash Equilibrium conditions are also sufficient, any optimal solution θ, δ can be used to derive a bid vector, w, which is a Nash Equilibrium. Hence, the solution to the given optimization problem is equivalent to a Nash Equilibrium, as claimed. For simplicity, we will refer to the latter as the Nash optimization problem. Note that this problem is nearly identical to the efficiency one given previously; the only difference is that the Nash problem optimizes with respect to a modified occupancy ˜i (·). We note that these are very similar to the “modified utility” functions function, B in [33], the main difference being the use of θˆi as opposed to 0 on the lower bound of the integral. ˜i (·): We can now prove the following relationships between Bi (·) and B Theorem 3.5.2. For each θi ∈ [θˆi , θ˘i ] we have ˜i (θi ) ≥ (1 − θˆi )Bi (θi ) and 1. B   ˜i (θi ) ≤ Bi (θi ) B˜i (θ˘i ) 2. B B (θ˘ ) i



i



˜i (θˆi ) = (1−θˆi )Bi (θˆi ). Furthermore, Proof. To prove the first statement, we note that B for larger allocations, we have
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  ˜ (θ ) B d Bi (θi ) i



i



dθi



=



1 ρi



R θi θˆi
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Bi (x) dx (3.47)



= ln(θi − ρi ) − ln(θˆi − ρi ) > 0



˜i (·) is decreasing slower than Bi (·) on the given interval. Combining the Hence, B ˜i (θi ) ≥ (1 − θˆi )Bi (θi ), as desired. two previous observations, we have that B The second statement follows with similar reasoning. In particular, for any θi ≤ θ˘i



we have



˜i (θi ) = Bi (θi ) B ≤



˜







Bi (θi ) Bi (θi ) ˜ ˘  Bi (θi ) Bi (θi ) B ˘ i (θi )



(3.48)



since the term in parentheses is increasing in its argument. We thus get the desired result. We can now use the inequalities from the previous theorem to prove the following result: ¯ the optimal solutions to the efficiency and Nash Theorem 3.5.3. Given θ∗ and θ, problems, respectively, we have P    " ¯i ) B ( θ 1 i α = Pi ≤ max max ∗ i i 1 − θˆi i Bi (θi )



˜i (θ˘i ) B Bi (θ˘i )



!#



¯ we can write the following series of inequalities: Proof. Starting with θ,



(3.49)
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P



i



P Bi (θ¯i ) ≤ i



˜i (θ¯i ) B 1−θˆi



≤ maxi



≤ maxi ≤ maxi















1 1−θˆi 1 1−θˆi 1 1−θˆi



P



i



P



i



˜i (θ¯i ) B ˜i (θ∗ ) B i



P  i



Bi (θi∗ )



(3.50) ˜



Bi (θ˘i ) Bi (θ˘i )







i h  ˜ ˘ i P h  1 i (θi ) ∗ ≤ maxi 1−θˆ maxi B i Bi (θi ) B (θ˘ ) i



i



i



Note that the third holds because the Nash allocation minimizes P viding the first and the last by i Bi (θi∗ ) gives us the bound on α.



P



i



˜i (θi ). DiB



We thus have an upper bound on the price of anarchy for the given game, provided that we can calculate appropriate θ¯i and θ˘i values for each user. Ideally, these are chosen to make the bracketed, “max” functions as small as possible. At the same time, however, we would like to be able to compute this bound with as little information as possible about the game setup. In this way, we can explore the effect of a limited number of “essential” parameters on the POA bound. Theorem 3.5.4. Let ρ(1) and ρ(N ) represent, respectively, the largest and smallest arrival intensities of players in the game. There exists an upper bound on α which is a function of only these two values and the total arrival rate, ρ¯. Proof. As a first step, we can reexpress the left-hand bound on each user’s service allocation as θˆi = ρi + ηi for some ηi > 0. We can think of the latter as the “extra allocation” of service given to player i, above and beyond its arrival rate. Next, we can note that for any feasible solution to the efficiency or Nash optimization problems 1 = ≥



P



P



l θl l6=i



for each i. Rearranging the latter, we have



ρl + θi



(3.51)
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θi ≤ 1 −



X



ρl + ρi
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(3.52)



l



Thus, if we know l ρl , we have a natural candidate for θ˘i , namely, the value P 1 − l ρl + ρi . For notational simplicity, let the total arrival rate be denoted ρ¯ so P



that we can write



θ˘i = 1 − ρ¯ + ρi Substituting the previous two expressions into



(3.53) ˜i (θ˘i ) B Bi (θ˘i )



we have



˜i (θ˘i ) B = ρ¯ − ρi + (1 − ρ¯) [ln(1 − ρ¯) − ln(ηi )] Bi (θ˘i )



(3.54)



We note that for fixed ρ¯ the above expression is decreasing in both ρi and ηi . We thus have # h i ˜i (θ˘i ) B ≤ ρ¯ − ρ(N ) + (1 − ρ¯) ln(1 − ρ¯) − ln(min ηi ) max i i Bi (θ˘i ) "



(3.55)



For the last term, we need to specify a way of calculating the ηi for each player and then give the minimum possible value. As a first step, note that we can substitute θi = ρi + ηi into Eqn. 3.43 and solve for ηi . This yields p ¯ i )2 − ρi (ρi )2 + 4ρi δ¯ − 4δ(ρ ηi = 2δ¯



(3.56)



We can note that, for fixed δ¯ the previous expression is concave in ρi and equal ¯2 to 0 at both ρi = 0 and ρi = 1. Furthermore, for fixed ρi , it is decreasing in δ. Recall from the Theorem 3.3.1 proof above that the game Nash Equilibrium 2



The latter two properties can be verified by taking the appropriate derivatives in a symbolic math program (e.g. Maple). In particular, we have



and



∂ 2 ηi 2δ¯ p = 2 ¯ ¯ ¯ i) ∂ρi ρi (−ρi − 4δ + 4δρi ) −ρi (−ρi − 4δ¯ + 4δρ



(3.57)
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η ¯ + ρ¯ δ=β



ρ(N)



ρ



ρ(1)



¯ The largest such value of the latter Figure 3.6: ηi versus ρi for three values of δ. produces the lowest (solid) curve. The η values for the largest and smallest players, η˜(1) and η˜(N ) respectively, provide a lower bound on all other ηi in a Nash Equilibrium. weights, b, are bounded from above: w ≤ β +ρ



(3.59)



for the appropriately chosen constant, β + . Thus, we know that in any Nash Equilibrium P δ¯ = i wi P + ≤ β i ρi



(3.60)



= β + ρ¯



Hence, we can use this bound on δ¯ to get bounds on η(1) and η(N ) as shown in Fig. 3.6 above, say η˜(1) and η˜(N ) . By the concavity of the η, ρ curve, we necessarily have that ηi ≥ max(˜ η(1) , η˜(N ) )



∀i



  p ¯ i ) − ρi ¯ + 2δρ ¯ i + −ρi (−ρi − 4δ¯ + 4δρ −2 δ ρ i ∂ηi p = ¯ i) ∂ δ¯ δ¯2 −ρi (−ρi − 4δ¯ + 4δρ



(3.61)



(3.58)
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So, we have a procedure for finding the smallest possible ηi in any Nash Equilibrium solution. We now consider bounds on the ηi values for the efficiency optimization problem. To do this, we first note that Eq. 3.36 above implies ηi =



r



ρi δ∗



(3.62)



at any optimal solution. In the efficiency optimization problem, as opposed to the Nash one, ηi is strictly increasing in ρi . For any arbitrary ηi , we have by definition that ρi Bi0 (θi ) = − (θi −ρ 2 i)



= − (ηρii)2



(3.63)



Substituting in the value for ηi from Eqn. 3.56, we get −4ρi δ¯2 Bi0 (ηi ) = p ¯ i )2 − ρi )2 ( (ρi )2 + 4ρi δ¯ − 4δ(ρ



(3.64)



an expression that is decreasing in ρi .3 We also note that, when the θi values are set ¯ the total service capacity is under-allocated, according to the maximum possible δ, P P i.e. i θi = i (ηi + ρi ) < 1. At any solution to the efficiency optimization problem, however, the slopes of each Bi (θi ) must be the same and equal to δ ∗ . We thus have



that in the solution to the latter, η(1) > η˜(1) . Otherwise, all players receive less than they do under the maximum δ¯ and the service is again under-allocated. Evaluating the derivative of B(1) (·) at η˜(1) , we thus have an upper bound on the optimal value of δ ∗ . This, along with Eqn. 3.62 above gives us a lower bound on ηi in the optimal efficiency allocation. Finally, combining this bound with the one from Eqn. 3.61 above gives us an 3



Using a symbolic math program (e.g. Maple), we have  p ¯ + 4δρ ¯ i ) − ρi + 4δρ ¯ i ¯2 ρi −ρ (−ρ − 4 δ 0 4 δ i i ∂Bi (ηi ) =  3 p p ∂ρi ¯ i) ¯ i) ρi − −ρi (−ρi − 4δ¯ + 4δρ −ρi (−ρi − 4δ¯ + 4δρ



an expression that is negative for all feasible parameter values.



(3.65)
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overall bound on ηi in any optimal solutions to the efficiency and Nash optimizations. We now have all of the appropriate bounds for Eqn. 3.55. By Theorem 3.5.3 above, this also gives us a bound on α, as desired. To summarize, the bound is calculated from ρ(1) , ρ(N ) and ρ¯ by executing the following steps: 1. Calculate β + . It can be verified that the smallest possible value for this is β+ =



ρ¯ − ρ(N ) ρ(N ) (1 − ρ¯)2



2. With the latter value, we know that δ¯ =



P



i



(3.66)



wi is no larger than β + ρ¯. Calculate



η˜(1) and η˜(N ) , the smallest possible “extra allocations” given to players (1) and (N) in any Nash Equilibrium. 3. Calculate the derivative of B(1) (θ(1) ) at θ(1) = ρ(1) + η˜(1) . Compute the value of η(N ) at the equivalent-derivative point for player (N). This gives us the smallest possible “extra allocation” for any player in an efficiency optimal solution. 4. Compute the minimum of the η values from steps 2 and 3 above. Plug this value into Eqn. 3.55, along with the given ρ(1) and ρ¯. This gives us an upper bound on



˜i (θ˘i ) B . Bi (θ˘i )



Using this same η, we can get an upper bound on



1 . 1−θˆi



Multiplying



these two values together gives us the desired upper bound on α.



3.5.3



Discussion



Theorem 3.5.4 above provides an upper bound on α, the game price of anarchy, as a function of three parameters: the smallest, largest, and total arrival intensities. Unfortunately, this bound is not tight. For instance, if we have a two player game with ρ1 = ρ2 = 0.4, the price of anarchy is clearly 1; both the efficiency optimal and Nash outcomes divide the service capacity equally between the two players. The previous procedure, on the other hand, gives us α ≤ 1.08, slightly more than desired. In spite of this, however, we can use this bound to qualitatively evaluate which



types of situations could potentially lead to large efficiency losses in equilibrium.
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Figure 3.7: Evaluation of upper bound on α as a function of ρ(1) and ρ(N ) for fixed total arrival intensity, ρ¯ = 0.9. Note that the upper bound on the POA gets further from 1 as the smallest arrival rate decreases and/or the largest increases. In Fig. 3.7 above, we have evaluated and plotted the bound for ρ(1) ∈ [0.3, 0.7],



ρ(N ) ∈ [0.01, 0.2] while fixing ρ¯ = 0.9. This shows that large efficiency losses are



increasingly possible as the smallest arrival rate gets smaller and/or the largest arrival rate increases, confirming what was observed in Section 3.5.1 above. On the other hand, as long as ρ(1) is not too big and ρ(N ) is not too small, we can bound the efficiency loss under a reasonable value. For instance, this bound is less than 2 if ρ(1) ≤ 0.4 and ρ(N ) ≥ 0.05. Thus, by enforcing limits on the job arrival



rates, the system operator can effectively ensure Nash outcomes which are not “too bad” from an efficiency standpoint. Since the bound appears to be increasing in ρ(1) (and this can indeed be confirmed analytically), we can remove this parameter from the calculation by assuming that this arrival rate is as big as possible, i.e. ρ(1) = ρ¯ − ρ(N ) . Fig. 3.8 shows the



resulting POA bound as a function of ρ(N ) and ρ¯ only. As expected, this surface has
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Figure 3.8: Evaluation of upper bound on α as a function of ρ(N ) and ρ¯ = assuming that ρ(1) = ρ¯ − ρ(N ) .



P



i



ρi only,



a very similar shape to the previous one; as ρ¯ is increased, the maximum possible ρ(1) increases as well, allowing for larger efficiency losses. However, with less information, this bound is obviously less tight than the three parameter one; unless we actually have ρ(1) = ρ¯ − ρ(N ) , we get a larger maximum POA value.



3.6



Conclusion



In this chapter, we have thus created a theoretical model for the pricing and sharing of resources among service computing clients. Clients submit bids for service and then pay a cost based on these bids and the average delays they observe. This scheme produces a unique Nash Equilibrium outcome, which is reached if users asynchronously “best respond” to their environment. Preliminary simulation results indicate that this convergence occurs at a relatively fast rate. Moreover, the resulting outcome responds intuitively with respect to changes in the system parameters and has bounded
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efficiency losses. Future research will attempt to extend our results here in a number of ways. First, we believe that strong existence, uniqueness, and convergence results may apply under more general assumptions on the client job flows and service requirements. Second, using ideas from queueing theory, we can adapt our model to the case that jobs are processed by multiple resources (i.e., flow in a multi-server network). Finally, it may be possible to tighten the efficiency loss bounds derived in the previous section. Much exciting work remains to be done in analyzing allocation models for service computing resources.



Chapter 4 QoS and Power Aware Resource Scheduling The previous chapter provides intuition into the strategic behavior of clients in a service computing environment. We have abstracted away, however, the details of actually implementing these allocations in the provider’s physical hardware. This abstraction is not just done for mathematical simplicity; any real-world system will, most likely, hide such low-level details from the participants. As discussed in the introduction, this is, in fact, one of the main advantages of these systems versus traditional, “in-house” solutions. Given these allocations, we need low-level controls to shape traffic flows and guarantee that clients get “what they’ve paid for.” There are two main factors that complicate these scheduling policies: first, there can be many possible hardware service configurations available at each time slot. In an input-queued switch, for instance, a scheduler must choose some matching of inputs to output ports. In multicore processors, on the other hand, a possible configuration corresponds to some allocation of these CPUs to the processes running on the overlying operating system. Second, these hardware devices can have multiple speed modes or service intensities. In a crude sense, these devices or their various subcomponents can be selectively “powered off,” for instance if there is a long “quiet period” in which no activity occurs. In some devices (e.g., CPUs and switches), more refined speed controls are available 83
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through techniques such as frequency and/or voltage scaling. The latter two issues complicate scheduling but at the same time give the operator the flexibility to, in some sense, optimize the long-term system behavior. In a service computing system, we argue that this choice should incorporate at least two factors: (1) user quality-of-service (QoS) and (2) power expenditures. The former, as mentioned above, is necessary to satisfy agreements that the service provider has made with its clients. Specifically, these QoS requirements may be specified as time-based deadlines, average job delays / latencies, or, perhaps, as some very application-specific measure of service “goodness” as perceived by the end user (e.g., video quality, sound quality, etc.). The second factor is necessary because power has become an increasingly important concern among the operators of large data centers. Given fixed hardware, supplying electricity is, in fact, among the biggest expenditures in operating these centers. Even beyond the direct costs, these power expenditures are also pushing the limits of existing cooling and packaging systems. In the future, power, rather than other technological concerns could become the main hurdle preventing further performance enhancements in this hardware infrastructure [41, 42]. In this chapter, we propose a model and several scheduling algorithms to address the issues above. In particular, we use a queueing framework that we believe is appropriate for many low-level, hardware devices. Jobs (or packets, computation tasks, etc.) arrive at the system and are stored in buffers, waiting for service. These jobs are differentiated by their delay sensitivities, determined in high-level system layers as discussed above. At each point in time, the operator chooses a service configuration and a speed mode, as discussed previously. As a result, the head-of-line (HOL) jobs in some subset of the buffers receive service. More jobs arrive, and the cycle repeats. The overall QoS and power expenditures are then a function of the state evolution and service choices over a sufficiently long time period. Although other metrics are possible, we focus here on QoS as measured in the sense of average job delay. In particular, we assume that each job class has some backlog target that is wishes to attain; backlogs significantly above or below these levels can cause user disutility.
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Power costs, on the other hand, are interpreted as some increasing function of the system throughput. By employing the appropriate service policy, the operator can “optimize” these metrics according to the chosen objectives. We note, however, that this queueing framework is very different from the one studied in the previous chapter. First, the model here has an explicit time dimension. As in most digital electronics, service choices are made at discrete points. Since the distance between these points is usually quite small (e.g., on the order of nanoseconds), the state of the system at any one of these instants is much less important than the overall performance of the system over a long time period. Second, our model and algorithms in this chapter do not use game theory. As discussed above, service computing systems hide this low-level scheduling layer from the view of the clients. Thus, there is little reason to consider client-based strategic behavior at this level. The remainder of this chapter is organized as follows. We begin in the following section by reviewing the literature relevant to this problem. In Section 2, we specify a mathematical model useful for studying power / QoS tradeoffs in low-level hardware scheduling. Section 3 describes a number of different algorithms and algorithm classes that may be effective in the previously described environment. In Section 4, we simulate two of these algorithms in the specific example of a power aware packet switch. Finally, we conclude the chapter in Section 5.



4.1



Literature Review



A significant body of work has studied scheduling for QoS and power within very specific application domains. As expected, the greatest area of focus has been on CPUs and other “on-chip” systems [43, 44] as these consume a significant fraction of power in modern hardware systems. In these cases, QoS is usually reflected by hard, job deadlines that the scheduler must satisfy. Power awareness, on the other hand, is provided by voltage or frequency scaling in a manner consistent with the performance specifications of the modeled hardware. Many other papers have instead considered these issues in higher-level applications including operating systems [45], sensor networks [46], web servers [47], portable computing devices [48], etc. As for
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CPUs, the scheduling choices and their resulting “quality” and power metrics are defined in a way very specific to the application being modeled. In this work, on the other hand, we consider a more generic queue-based model that is more “application agnostic.” Several previous works have studied similar type models, but instead with a focus on stability. In [49] for instance, Ross and Bambos prove that the class of projective cone scheduling (PCS) algorithms attain rate stability for all admissible arrival traces. In fact, as shown in [50], much more general algorithms (i.e., with time delays in observing the system, limited choices of the available service configurations, etc.) are also provably stable. A few papers study this model in the specific context of power control for packet switches. [51] and [52] frame the scheduling problem in terms of the optimal solution to a dynamic program with quadratic “backlog” and “power” costs. The resulting solution heuristics seek to balance the latter two costs in an optimal way; this is done by setting the switch activity level according to the backlog size, speeding the fabric up as the system gets increasingly congested. Our work here achieves similar policies, but through the use of QoS targets as opposed to explicit dynamic optimizations. See Section 3 below for more details on these existing algorithms as well as their differences from the new ones proposed.



4.2



Device Model



Consider a set of Q parallel queues, indexed as q = 1, 2, . . . , Q, each containing 0 or more jobs waiting for service. The former are assumed to have infinite capacity, and all service is administered to the latter in a first come, first served (FCFS) manner. At each time slot (t = 1, 2, . . .), the system operator chooses a service configuration that processes the head-of-line (HOL) jobs from some subset of the queues, removing these from the system. New jobs arrive and the process repeats. More formally, let x(t) ∈ ZQ + represent the vector of job backlogs/numbers in



each of the queues at the beginning of the tth time slot. At each time slot, a service configuration, s(t) ∈ ZQ + is chosen from S, the set of all such feasible service vectors.



For simplicity, we assume that the latter set has the form
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[x(t)−s(t)] +



0 2 2 0 a(t)



x(t)



   0      0   , S=   0      0



s(t)     0  1        0   1  , S0 =   0   1       0 1         0 2 0 1  1   0   2   0  , , , , 0   1   0   2   0 2 0 1



x(t + 1)



  0 3  3 0  , 0   3 0 3



       



Figure 4.1: Example of described queueing system with Q = 4 buffers, |S0 | = 2 base service configurations, and K = 3 non-zero modes. At time t, the system state is given by x(t) = (3, 1, 5, 4) and the operator chooses service s(t) = (0, 2, 2, 0). Hence, one job is removed from queue 2 and two jobs are removed from queue 3. After adding in new arrivals, the state of the system at the beginning of the next time slot is then x(t) = (4, 0, 5, 5).



S = {s | s = ks0 , k ∈ {0, 1, 2, . . . , K}, s0 ∈ S0 }



(4.1)



where S0 is a “base” set of service vectors with only 0/1 components. The k coefficient,



then, can be thought of as a “speed mode”; as k is increased, more jobs are serviced



from each queue. Note that this mode can take any integer value between 0 and K; the former corresponds to “shutdown” while the latter represents “maximum speed.” See the example in Fig. 4.1 above. Finally, new jobs arrive into the system VOQs according to some known distribution. Representing these arrivals with a(t) ∈ ZQ + , the complete system dynamics can
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crossbar fabric



4 3 2 1



1



2 3 4 output ports



Figure 4.2: Illustration of “standard” 4 × 4 input-queued, crossbar packet switch with the port matching: 1 → 2, 2 → 4, 3 → 3, and 4 → 1. be written as x(t + 1) = [x(t) − s(t)]+ + a(t)



(4.2)



where x+ is defined as the vector max(0, x), taken componentwise.



4.2.1



Example: Packet Switch



As discussed in the introduction, the general model above is often applied in a switching context. In particular, consider an N × N input-queued packet switch with a



crossbar fabric. Each input port contains N virtual output queues (VOQs) to prevent head-of-line blocking. Let (i, j) represent the VOQ at input port i storing packets



destined for output port j. At each time slot, the operator chooses a matching of inputs to outputs satisfying the crossbar constraint; i.e., each input is connected to exactly one output and each output is connected to exactly one input. One packet in each matched VOQ is then transferred from input to output, leaving the system. New packets arrive into the system and the process repeats. It follows that our model can be adapted to this type of switch by setting Q = N 2 and creating a one-to-one mapping between these queues and the set of switch VOQs.
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With this mapping, we can then construct S0 to include all N! feasible 0/1 matching



vectors. If K = 1, then we have the simple switch above. Higher values of the latter allow for “faster” modes in which up to K packets are transferred between each matched input port / output port combination. Note that the example in Figure 4.1 above could represent a 2 × 2 packet switch if we map q = 1 → VOQ(1, 1), q = 2 → VOQ(1, 2), q = 3 → VOQ(2, 1), and q = 4 → VOQ(2, 2).



4.3



Algorithm Design



4.3.1



Existing Algorithms



We begin by reviewing the existing algorithms / algorithm classes that have been proposed for the given model. As mentioned in the introduction, the most basic, provably rate stable method for service allocation is projective cone scheduling (PCS). This involves, at each time slot, picking the service vector that maximizes the inner product s(t) = arg max sT Bx(t)



(4.3)



s∈S



where B is a fixed, Q × Q matrix that is (a) positive-definite, (b) symmetric, and



(c) has all non-positive off-diagonal elements [49]. Note that if we take B = I, then



we get the maximum weight matching (MWM) algorithm, a scheduling procedure commonly used in the switching context [53]. Note that if S has the assumed form, PCS will always choose a service configura-



tion from the highest “speed mode,” K. Thus, while this algorithm class has desirable



stability properties, it is not an ideal choice for achieving power control. [51] and [52] fix this by imposing an optimization framework into the scheduling procedure. More specifically, they assume that at each time period the operator pays a backlog cost, which is an increasing quadratic function of the system state, plus a power cost proportional to k 2 , the squared speed mode. In optimizing this function over a long time period, therefore, they are able to explicitly capture a QoS / power tradeoff within the scheduling policy.
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Unfortunately, though, the previous optimization problem is intractable in its full generality. For ease of analysis, both of the latter works consider a simplified draining problem (i.e., one with no arrivals) and use this to generate solution heuristics. The latter involve decomposing the scheduling choice at each time slot into two “phases”: the operator first chooses the “base” service vector and then selects the appropriate “speed mode.” The “matching” decision is made using PCS; the “speed,” on the other hand, is computed from some increasing function of the backlog size. In the case of [52], for instance, the speed mode is chosen by comparing ||x(t)||1



to some pre-determined thresholds:



Algorithm 5 Power Aware PCS (PA-PCS) 1: Initialize t=0 2: loop 3: if x(t) = 0 then 4: Shutoff switch (set k = 0) 5: else T 6: Set s0 (t) = arg max  s∈S0 s Bx(t) ˜ T x(t)| 7: Set k = arg mink |kK − w1 8: end if 9: end loop where w˜ =



2 q 1+ 1+



4K 2 γ



(4.4)



and γ > 0 is a constant reflecting the backlog / power tradeoff. Hence, unlike PCS, the device power is responsive to the overall system congestion.



4.3.2



Target-based PCS



The previous algorithms allow for power control but not for differentiated QoS, which, as stated above, is a key concern in service computing hardware. To address this, assume that for each queue, q, there exists an associated backlog target, bq . By Little’s Law [37], the average backlog in each is proportional to the average delay
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Figure 4.3: Illustration of state space and controls under T-PCS algorithm. As discussed in the text, the state space can be partitioned into 3 regions: (1) all queues at or above their targets, (2) one or more queues below their targets, but some s ∈ S can still provide positive total service, and (3) the shutdown region. experienced. Thus, these backlog targets can also be thought of as delay targets without significant conceptual changes. This target, in turn, is set according to the relative delay sensitivities of the associated job flows. Now, consider applying the following adjustment of PCS to take into account these backlog targets: Algorithm 6 Target-based Projective Cone Scheduling (T-PCS) 1: Initialize t=0 2: loop 3: Set s(t) = arg maxs∈S sT B(x(t) − b) 4: Update system state, increment t by 1 5: end loop At each time slot, we thus apply PCS to a translated version of the state space. Note that if we take B = I we get a version that could be called “T-MWM.” Also note that if b = 0, then the state space trajectory is identical to that under regular PCS (respectively, MWM) because the “off” mode will be chosen only if x(t) = 0.



CHAPTER 4. QOS AND POWER AWARE RESOURCE SCHEDULING



92



QoS and Power Control Intuition As stated in the introduction, we seek scheduling algorithms that control QoS and power. In the following section, we discuss how our proposed algorithm addresses both of the latter concerns. The intuition behind the QoS performance of T-PCS is fairly straightforward. Notwithstanding arrivals and service interdependencies, the system is “drawn” to the point x = b just in the sense that, in regular PCS/MWM, the system is “drawn” to x = 0. Put in another way, if x > b, the T-PCS algorithm will provide service so that x is pulled closer to b. On the other hand, if x < b, then the system will “shutdown,” allowing arrivals to refill the queues until some or all of the backlog targets are met. Unfortunately, however, we cannot expect backlog targets to be exactly met. This is due not only to possible burstiness in the arrivals, but, more significantly, to interdependencies in the service vector set. In a 2×2 crossbar switch, for example, we have S = {[1, 0, 0, 1], [0, 1, 1, 0]}. Note that the first and fourth queues (and likewise, the second and third queues) must be serviced at the same time. If the queues in either



pair have very different targets and/or arrival traces, it is unlikely that all targets can be met. These interdependencies are more complicated in larger switches; however, the same general idea of being forced to over-serve or under-serve some subset of the queues still applies. Another factor possibly limiting the QoS performance of our algorithm is the lack of backlog memory. Recall that the bi values represent targets in average backlog. The T-PCS algorithm, however, just considers the current backlog at each time slot. This makes the scheduling easy to implement, but prevents the algorithm from making long-term adjustments to shape the average backlogs. In a later subsection, we present a separate algorithm to addresses this concern. Despite these challenges, however, it is fair to say that our algorithm will approximately meet the targets in many cases. Even if these targets are not met, our simulation results show that there is still a roughly proportional relationship between average backlog and b. Thus, it might be possible to make an affine adjustment to the bi values to make them more accurate as targets. This is a topic for future research. The power savings in our algorithm, on the other hand, come from two sources: (a)
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the addition of a “shutdown” service vector to S and (b) the target-based translation



of the state space. The effect of the former on power control is clear; what is less intuitive, however, is how the latter also helps reduce power expenditure. Note first that T-PCS will only select service configurations corresponding to speed



modes k = 0 or k = K; this can be seen by rewriting s as ks0 for some s0 ∈ S0 . If the



dot product inside the “arg max” is positive for any k > 0, then it will be positive for



all such values and maximized at k = K. Thus, in T-PCS, the device is effectively either “off” or operating at “full power.” Given this, we note that the algorithm partitions the state space into 3 regions: 1. x ≥ b, x 6= 0 2. xi < bi for some i but sT 0 Bx > 0 for some s0 ∈ S0 3. sT 0 Bx ≤ 0 ∀s0 ∈ S0 In regions (1) and (2), the device is operating regularly at full power. In region (3), however, the device sets s = 0 and is effectively shutdown. This partitioning is illustrated in Figure 4.3 above. Note that, if b = 0, then region (3) contains just a single point, x = 0. As b increases, however, the shutdown region also increases in size (but still remains compact and convex). In particular, the boundary between region (3) and the union of the other two regions gets larger. Hence, we would intuitively expect that, at any given time, the probability of the state “hitting” this boundary and putting the device into shutdown mode would also increase. Another way of thinking about the effects of b on power is as follows. If b = 0, and loads are sufficiently low, then we would expect the state to be near 0 most of the time. Thus, at any given time slot, it is likely that some service will be “wasted,” i.e. because of service interdependencies, the device will set si = 1 for some queues that are currently empty. As b increases, however, x is also pushed away from 0. Thus, it is increasingly unlikely that service is “wasted” in the previous way. Instead, some backlogs are pushed temporarily below their targets, a change which gives the device potential “breathing room” in future time slots.
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Figure 4.4: Possible power-controlling partition of a 2-dimensional state space. As the backlog gets further and further from the target, b, the system operates at increasingly faster modes in an attempt to return to this “attractor” point. The previous discussion is obviously heuristic. Although we have observed in simulation that power is decreasing in b, and this also makes intuitive sense, the latter result requires a proof. We leave this as a task for future work.



4.3.3



The TP-PCS Algorithm Class



The discussion above suggests that the PCS algorithm class is not broad enough to include algorithms that additionally schedule for both QoS and power control. Here, we propose a new class that includes all of the procedures above as well as a potentially rich set of other, hitherto unstudied, control algorithms. As a first step, we define some additional notation. Let X represent the set of all



possible x values. We now consider a partition of this state space into K + 1 mutually



exclusive, collectively exhaustive subsets, X0 , X1 , . . . , XK . Given these parameters, in



addition to the B, S, b etc. defined earlier, we then have the following algorithm



class:
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Algorithm 7 Target/Power Projective Cone Scheduling (TP-PCS) 1: Initialize t = 0 2: loop 3: Set s0 (t) = arg maxs∈S0 sT B(x(t) − b) 4: Set k = k|x(t) ∈ Xk 5: Choose service vector s(t) = ks0 (t) 6: Update system state, increment t by 1 7: end loop At each time slot, the operator thus chooses the “matching” according to T-PCS but the “speed mode” according to the current backlog and the state space partition. It should be noted that, as claimed, the previous class includes the algorithms from above as special cases, provided that S has the assumed form. For instance, if we take XK = X , b = 0, we get regular PCS. Keeping the targets set to zero but adjusting the



Xk to be concentric volumes around the origin, we get the algorithms from [51] and



[52]. Finally, by allowing the targets to be non-zero values and readjusting the Xk , we have the T-PCS algorithm from [54]. We thus have a broad, PCS-like mathematical framework that also includes the QoS and power awareness of the other algorithms. Of course, we have not specified how to select the parameter values, B and b, or the state space partition. These are set by the operator to satisfy the desired



operating characteristics for the system. Using the procedures derived in [51], [52], and [54] is one possibility. However, the class is broad enough to include many other algorithms, opening rich possibilities for future research.



4.3.4



Average Backlog Scheduling



As discussed previously, the T-PCS algorithm has the potential drawback that backlog targets may not be exactly met. Indeed, this is a feature of all TP-PCS algorithms because the scheduling decision at each time slot is made only on the basis of the current state. One way of improving the performance in this regard is to add memory into the system so that non-myopic backlog controls can be implemented. In this section, we propose one such algorithm to give a “flavor” for how this memory could be incorporated into the scheduling process.
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To this end, suppose that we have a memory window of fixed length w ≥ 1 which



records the backlogs of each of the queues over the previous w time slots. Let x ¯w (t) =



Pt



τ =ω0 +1



x(τ )



t − ω0



(4.5)



where ω0 = [t − w]+ . If w = ∞, then we have infinite memory and can take ω0 = 0. Now consider the following algorithm:1



Algorithm 8 Average Backlog Scheduling (ABS) 1: Initialize t=0 2: loop 3: Set s(t) = arg maxs∈S sT B [(¯ xw (t) − b) ∗ x(t)] 4: Update system state, increment t by 1 5: end loop At each time slot, we thus apply a PCS-like control where the current state vector is weighted by the deviation in the average backlog. Because of the memory involved, the algorithm is now able to “correct” for previous deviations in ways that T-PCS cannot. As a queue stays below its target for longer and longer periods of time, for instance, the pressure to not service this queue gets increasingly higher. Thus, the system can eventually “right” itself and push this queue’s average backlog back towards its target. In terms of power, we would also expect favorable performance, with “shutdowns” becoming increasingly more frequent as b increases. The intuition behind this is similar to that used for T-PCS above. In this case, however, the exact mechanics behind this are more complicated because the control chosen at each time slot is no longer just a function of the current state. This also makes proving stability harder. We believe that the latter claims are true under the appropriate conditions. Proving these, however, requires future work. 1



The ‘∗’ operator here represents componentwise multiplication.
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Figure 4.5: Average backlog versus β in two sample VOQs under T-PCS and ABS. Each series represents a separate load level, with α increasing as the curves get higher; green dotted line is the target.



4.4



Simulated Performance



In this section, we discuss some simulations run on two of the algorithms above- TPCS and ABS. The latter two explicitly incorporate backlog targets, and as such are the most appropriate for the environment under study. In particular, we tested these on a simulated 4 × 4 input-queued, crossbar switch.



As discussed in Section 2 above, this device can easily be modeled within our general framework. For simplicity, arrivals were taken to be uniform, i.i.d Bernoulli with ˜ for β ∈ λij = α for α ∈ {0.3, 0.5, 0.7, 0.9}. Backlog targets were set to b = β b N



˜ sampled from U N 2 . In the case of ABS, {0, 0.5, 1.0, . . . , 10.0} and random vector b [0,1]
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Figure 4.6: Average power vs. β for the T-PCS and ABS algorithms under four load levels.



w was set to ∞.



The simulated switch was run for 125, 000 time slots under each α-β-algorithm



combination. The average backlog for each VOQ was recorded in each case. Figure 4.5 shows the average backlog versus target and load for two such queues: (1, 1) and (2, 4) which had ˜bij values of 0.42 and 0.17, respectively. Note that, in each case, the average backlog is increasing in the target value except, possibly, at values of β close to 0.2 As expected, however, ABS does a much better job of actually meeting the target; T-PCS backlogs are either above or below these targets by a noticeable amount. Figure 4.6, on the other hand, shows the average power versus target and load for each algorithm. For simplicity, all configurations are assumed to have power 1, except for the “shutdown” mode which has power 0.3 The plots show that for fixed arrival load, this average power is decreasing in b, matching the intuition discussed in the previous section. Moreover, this decrease becomes more significant as load decreases; under higher loads, the switch is forced to operate at full power more frequently, 2



At these β’s, some or all of the queues cannot meet their targets, even if the switch continuously operates at full power. Thus, we see some “flattening” or even decrease in the average backlog with β. 3 “Average power” in this case is equivalent to 1 minus the shutdown frequency.
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even when the backlog targets are high. Finally, we can note that, all else being equal, T-PCS achieves larger power savings than ABS. Thus, there appears to be a tradeoff between power and target fidelity; ABS more accurately meets the targets but requires more power to do so.



4.5



Conclusion



In this chapter, we have thus described several novel hardware scheduling algorithms. These allow for the service provider to both to: (a) “shape” job backlogs so as to meet client QoS requirements and (b) reduce power expenditure so as to address this substantial source of operating cost. In this way, the provider can “tune” its hardware to implement allocation policies determined in higher-level layers of the system. We believe that this opens the door to many promising areas of future study; these include a more rigorous approach to the explanations of power savings and target attainability as well as performance studies of our algorithms under more complicated arrival and service schemes.



Chapter 5 Incentive-Aligned Wireless Power Control In this chapter, we discuss another perspective on low-level resource control, this time within the specific context of wireless networks. As addressed in the introduction, such networks are playing an increasingly important role in many service computing environments. In particular, mobile wireless devices are often the medium through which such services are delivered. These devices and the networks to which they belong have unique properties, features which require innovative and wireless-specific approaches to studying power transmission, packet scheduling, and other controloriented concerns. Thus, many of the models previously studied in this dissertation do not directly apply. As in the previous chapter, we focus here on the tradeoffs between power consumption on the one hand and quality-of-service (QoS) on the other. Within the wireless context, the most significant component of the former is often the transmission power used by mobile devices which, by design, have only limited battery capacity. The latter must be conserved so that the user is not left “stranded” with a dead device before the opportunity to recharge. In addition, the choice of transmission power can have effects on other users. If some device is unnecessarily “blasting” at full-power, for instance, this may significantly increase the interference perceived by others nearby, forcing them to also increase their powers or drop out of the system. 100



CHAPTER 5. INCENTIVE-ALIGNED WIRELESS POWER CONTROL



101



The second concern, QoS, arises because of the heterogeneity of the users and their applications. Users watching streaming video, for example, are very sensitive to image resolution, skipped frames, sound-image synchronization, etc. If the “quality” of the wireless link is not high enough, then these and other criteria may degrade, making users unhappy and significantly reducing the value they get from the underlying application. Although the environment of study has several plausible “quality” metrics, we focus in the sequel on the signal-to-inference ratio (SIR) in the associated wireless channel. This value is correlated with the channel’s theoretical information “capacity” and thus reflects “quality” in an application-agnostic way. The previous two concerns are obviously not independent. As transmission power increases, SIR (and quality) also increase. This increase, however, comes at the expense of reduced battery life and increased interference experienced by neighboring users. Thus, the “optimal” choices for power and QoS expectations reflect tradeoffs between the two. In this chapter, we propose a model for addressing these tradeoffs in an incentivecompatible way. In particular, we assume that users name their transmission powers in an economic game and then receive utilities as a function of the resulting outcomes. As in previous chapters, these utilities take the general form of “value minus cost,” the former being an increasing function of SIR and the latter an increasing function of expended power. We assume, however, that the SIR-valuations saturate at some predetermined target. This is appropriate for many wireless applications, and, moreover, allows us to leverage the rich body of literature on target-based wireless power control. Given this model, we then study the properties of the resulting equilibria under a variety of assumptions on the valuation and cost functions. This analysis is divided into two main threads, devoted to concave and convex utility functions, respectively. In the former case, one can use “standard” game theoretic analysis to get strong existence and uniqueness results. In the latter, convex, case existence and uniqueness are not guaranteed, but one can still characterize many properties of those equilibria points that possibly may exist. In both cases, however, the equilibria are tightly related to a non-incentive-based, target approach commonly used in wireless analysis (see below). Thus, our work bridges the gap between target-based and incentive-based
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power control under a wide variety of functional forms. The remainder of this chapter is organized as follows. We give a brief literature review of the wireless power control problem in Section 1 below. We then describe the wireless network and game theoretic models used for our analysis in Sections 2 and 3, respectively. Sections 4 and 5 address the properties of the resulting equilibria under the assumption of either concave or convex valuation functions. A convergence algorithm is proposed in Section 6, and some preliminary simulation results are discussed in Section 7. Finally, in Section 8, we conclude and give directions for future study.



5.1



Literature Review



Our work here combines features of two approaches to wireless power control that have been developed in parallel by others. The first, originally proposed by Foschini and Miljanic [14] involves setting a target signal-to-interference ratio for each user. When these users update their powers in a “best-response” fashion, the system provably converges to a “Pareto” operating point at which all SIR targets are met with minimum total power expenditure. See Section 5.2 below for more details. Others have improved this algorithm with the addition of active link protection, admission control, faster convergence, and other features [55, 56, 57]. While this approach has a number of highly desirable properties (simple, distributed, provably convergent algorithms etc.) it does not explicitly consider the tradeoff between SIR and power expenditure. The SIR targets are “hard” – each user either achieves its target or (if this is not possible) is rejected from the system. Even if the former does occur, it could require an arbitrarily high power from the user. Depending on the user’s preferences, this outcome could be less favorable than simply getting a lower SIR with less power. In addition, there are no guarantees that the Foschini-Miljanic derived outcome is efficient with respect to capacity, fairness, or other metrics which may be important to the network participants. In response to these concerns, several authors have recently proposed game theoretic approaches to the power control problem. As we do here, users are assigned
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a utility function that takes the form of some SIR-derived “value” minus a powerbased “cost.” These works differ, however, in the exact form of the former; these are assumed to be either logarithmic [58, 59], linear [60], rational [61], quadratic [62], or exponential [63, 64] yielding different results in each case. Moreover, with the exception of [62]1 , none of these includes a target; valuations are assumed increasing over the entire domain of SIRs. Our work here reconciles these two, orthogonal approaches, retaining many of the desirable features from each. Like the Foschini approach, our model allows for SIR targets, reflecting the fact that in many wireless applications quality “saturates” beyond a particular point. In addition, this allows us to leverage the rich existence, uniqueness, and convergence theory developed by Foschini and others. Like the game theoretic approaches, however, we also consider user incentives, explicitly modeling the power/quality tradeoffs inherent in user behavior. As shown below, this combination of the two is both theoretically rich and, potentially, leads to high practical performance.



5.2



Wireless Network Model



Consider a wireless network consisting of N interfering radio links in a given channel. Links in other orthogonal channels are not considered, as they do not interfere with those under consideration. Each link/user in this channel chooses a transmission power pi and experiences SIR γi. Let p = (p1 , . . . , pN ) be the vector of transmission powers. Each user’s SIR can be expressed as γi (p) = P



Gii pi i6=j Gij pj + ηi



(5.1)



where Gii is the power-attenuation of user i’s signal from its transmitter to its receiver. Similarly, Gij is the power-attenuation of user j’s signal from the transmitter of link j to the receiver of link i; this signal is seen as interference by the receiver of link i. 1



In this work, SIRs above the target lead to disutility, which is different than the saturation behavior assumed in our work.
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Finally, ηi is the thermal noise power at the receiver of link/user i. All of the former constants are assumed to be strictly positive. Their specific values depend on the network topology of the links and scatterers, as well as the transmission technology used. Moreover, suppose that each user has a “hard” target SIR, γ¯i > 0, it aims to attain. We seek a power vector p > 0 at which γi (p) ≥ γ¯i for all i. With standard



manipulations [55], this can be expressed as seeking power vectors p > 0 satisfying (I − F)p ≥ u,



(5.2)



where Fij =



ui



=



(



0



if i = j



γ ¯i Gij Gii



if i 6= j



γ ¯i ηi Gii



∀ i, j



(5.3)



∀i



Using Perron-Frobenius theory, we can see that the existence of such a power vector is equivalent to the existence and componentwise positivity of (I −F)−1 (which



is exactly the case when the spectral radius, ρF , of F is less than 1). Actually, the region of feasible powers is a cone in RN + (for example, see Fig. 5.1) whose “tip” is given by



p∗ = (I − F)−1 u > 0,



(5.4)



Indeed, any other feasible power vector satisfies p ≥ p∗



(5.5)



Therefore, p∗ is Pareto optimal in the sense that it satisfies all the SIR requirements with the minimum possible power expenditure. Moreover, provided that such a p∗ < ∞ exists (that is, when ρF < 1), the system is



guaranteed to converge to p∗ if each user autonomously applies the Foschini-Miljanic (FM) power update algorithm [14]:
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Feasible region γ1 (p)=¯ γ1



p2



γ2 (p)=¯ γ2 p∗



p1 Figure 5.1: Illustration of p∗ geometry for N = 2 case. The set of all feasible powers form a “cone” with the former point at its “tip.” Any other point in this cone satisfies p ≥ p∗ and thus requires greater power expenditure.



pi (t + 1) = pi (t)



γ¯i γi (t)



(5.6)



We thus have a simple, distributed procedure for converging to the “lowest power” point at which all SIR requirements are satisfied. Additional refinements (not discussed here for lack of space) allow for active link protection, admission control, and other desirable features [55]. If such a solution p∗ < ∞ does not exist (when ρF ≥ 1), then there is no power



vector at which all SIR targets will be met. Thus, we have to exclude one or more users/links from participating in the network (or, equivalently, we say that not all users are admissible). For simplicity, we do not discuss the admission control problem in this chapter, assuming that such a p∗ < ∞ always exists for the given set of SIR targets considered. See [65] for an extension of this model to the admission control problem.



5.3



Game Theoretic Model



As discussed in the introduction, the previous model allows for only a limited set of outcomes and may not be compatible with user incentives. To address these concerns, we introduce a utility function for each user that quantifies its preferences for certain outcomes over others.
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linear



convex discontinuous γ ¯i γi



Figure 5.2: Some possible Vi (·) function forms for environments with “soft” target SIRs. The exact form of such a utility function must ultimately be empirically derived. In many cases, however, one can exploit the model structure to postulate a form that captures the tradeoffs involved in satisfying users/links. In the case of our wireless channel model, we hypothesize the following general utility structure: Ui (p) = Vi (γi (p)) − Ci (pi )



∀i



(5.7)



That is, each user’s utility is given by the value, Vi (γi (p)), the user gets at link quality γi(p) (reflecting throughput, etc.) minus the power-related cost, Ci (pi ), it has to endure to attain that link quality. For simplicity, we will refer to these as the “value” and “cost” functions, respectively. The former is a function of the user’s perceived SIR since this is a good proxy for channel quality. The latter, on the other hand, is some function of the power expended. This cost could be “internal” (for example, the user is operating from a battery and hence power is a valuable resource) and/or imposed by the system operator for profit or efficiency enhancement. This general model is plausible and is, indeed, a form used commonly in the literature, e.g. in [58, 59, 62].



5.3.1



Value Functions for Soft SIR Targets



We now introduce special value functions, reflecting “soft” SIR targets, which support the model we develop. Suppose that each user has a target SIR γ¯i similar to that in
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the previous section. Assume, though, that this target is now soft- that is, attained SIRs above the target result in no additional value, but lower SIRs may still be acceptable if the target cannot be attained. This is reflected by imposing the following mathematical structure on the Vi utility components: 1. Vi (·) is weakly increasing on [0, γ¯i) and constant on [¯ γi , ∞) 2. Vi (·) is continuous at all points in its domain except, possibly, at γ¯i 3. Vi (·) achieves its maximum at γ¯i Property 1 follows directly from our assumptions on the utility of SIRs beyond the target. Property 2 assures continuity except at, possibly, γ¯i . The latter is allowed to accommodate binary SIR valuations, among other forms. Finally, the third property is a technical assumption to ensure that, in the event of a discontinuity at γ¯i , the function stays below Vi (¯ γi) to the left of this point. Some possible Vi (·) forms are illustrated in Fig. 5.2 above. The exact structure of the Vi (·) functions on [0, γ¯i ] is open to interpretation and most likely depends on the application being modeled. Communication theory, for instance, suggests that the capacity of a wireless link is concave (specifically, logarithmic) in SIR under certain assumptions [58]. At the same time, however, certain applications (esp. voice) may require an SIR very close to the target to be useful, with marginal value increasing in powers below the target. Thus, even if the capacity is theoretically concave in SIR, the perceptual/actual value that a user gets could still be convex in this quantity. In later sections, we explore the implications of the concave versus convex assumption.



5.3.2



Cost Functions



On the other hand, the cost functions should satisfy the following: 1. Ci (·) is strictly increasing and positive on (0, ∞) 2. Ci (·) is continuous at all points except, possibly, 0
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3. Ci (0) = 0 Thus, we have a standard continuous, increasing function with a possible jump at 0 (corresponding to some fixed “participation” cost). For simplicity, however, we will restrict ourselves to linear cost functions in the remainder of this chapter. That is, we take Ci (pi ) = ci pi



∀i



(5.8)



for some strictly positive constants (c1 , c2 , . . . , cN ). This is the common assumption in the literature [64, 58, 59] and is sufficient for a “first run” analysis.



5.3.3



Power Control Game



Given utility functions of the above form, we now consider the single-stage game in which N users with given target SIRs simultaneously choose transmission powers pi ∈ [0, ∞) ∀i. In addition to the functional assumptions discussed previously, we also



assume that all users are admissible from a “hard” target standpoint; they can attain their SIR targets with finite powers. The latter implies the existence of a unique FM operating point, p∗ , as discussed in Section 5.2 previously. As in the other models in this thesis, we restrict our attention to those game



outcomes which are Nash Equilibria (NE), i.e. points at which each user is “bestresponding” to the actions of the other users. More formally, let p−i represent the



vector of powers of all users other than i. Then, p ˆ is a Nash Equilibrium2 in the



above power control game if, for each user i ˆ−i ) ≥ U(p0i , p ˆ −i ) U(ˆ pi , p



∀p0i ∈ [0, ∞)



(5.9)



As described in previous chapters, if the system is not at a Nash Equilibrium, then at least one user will have an incentive to unilaterally deviate and change its power. Thus, Nash Equilibria can be considered stable operating points of a system in which noncooperating users act selfishly to maximize their utilities. 2



As in the other parts of this thesis, we restrict our attention to Nash Equilibria in pure strategies.
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γ1 (p)=¯ γ1 γ2 (p)=¯ γ2 p∗



p2 p



p ¯



p1 Figure 5.3: Illustration of region containing possible NE (dark shaded box). At any p ¯ outside this region, at least one user can lower its power and be strictly better off.



5.4



Concave Case



In this section, we explore the case in which the Vi (·) value functions are strictly increasing and strictly concave on the interval [0, γ¯i], with saturation beyond the latter endpoint. As is generally the case with game theoretic models, this concavity allows us to prove strong existence and uniqueness results. Getting these results, however, requires us to restrict the space of possible user strategies to a compact space. We thus begin with a discussion of the latter, then moving onto more general properties.



5.4.1



Strategy and Outcome Space Restriction



The power control game formulated above allows for infinite powers and thus has an unbounded strategy space. However, we can argue that, independent of the exact form of Vi (·), each user can be restricted without loss of generality to a bounded strategy space; all powers above



Vi (¯ γi ) ci



are strictly dominated by pi = 0. In other words, a user



would never conceivably choose a power above the former since, independent of the choices of the other users, it could do strictly better by setting its power to 0. Moreover, as addressed by the following theorem, we can restrict the set of possible Nash Equilibrium outcomes: Theorem 5.4.1. If a Nash Equilibrium p ˆ exists for the given power control game, then necessarily 0 ≤ pˆi ≤ p∗i for all i.
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Proof. Consider the polytope T defined by the inequality system (I − F)p ≤ u p ≥ 0



(5.10)



where F and u are as defined previously in Section 5.2. Multiplying both sides of the first inequality by (I−F)−1 and using the fact that the latter matrix is componentwise positive, we get that any point in T must also satisfy p ≤ p∗



(5.11)



Now, suppose by contradiction that p ¯ is a Nash Equilibrium for the power control game but the condition given in the theorem does not hold. This implies that p ¯∈ /T



and hence, for some user i, we have



((I − F)¯ p)i > ui



(5.12)



implying that user i is strictly above its target SIR, γ¯i . By the assumed saturation properties of our utility functions, i can lower its power and be strictly better off. Thus, we have a contradiction and p ¯ cannot be a Nash Equilibrium, as claimed. In other words, any Nash Equilibrium power vector, p ˆ , must lie in the compact “hyper-rectangle” with corners at 0 and p∗ . We can thus restrict our attention to powers in the latter set when considering Nash outcomes.



5.4.2



Existence and Uniqueness



Given the result above, we can now state the following existence theorem: Theorem 5.4.2. If the Vi (·) functions are concave on the interval [0, γ¯i ] and continuous at γ¯i , then the power control game admits at least one Nash Equilibrium. Proof. By the discussion in the previous subsection, each user’s strategy space can be restricted without loss of generality to the interval [0, Vic(¯γi i ) ], a compact, convex, Euclidean set. Moreover, by the assumptions on Ui (·) and Vi (·), each user’s utility is
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continuous in p and concave in pi . Thus, by Rosen’s Theorem [66], a (pure strategy) Nash Equilibrium must exist for the given game. In general, the set of Nash Equilibria predicted by the above result will not necessarily include the p∗ resulting from the FM scheme. We can, however, impose additional conditions which allow for the latter to hold: Theorem 5.4.3. p∗ is a Nash Equilibrium for the concave power control game if and only if



Vi0 (¯ γi )¯ γi p∗i



≥ ci holds for all users i = 1 . . . N.3



Proof. Follows directly from the first order conditions of user i’s “best-response” to the powers of the other users. Note that the previous theorem does not guarantee p∗ is a unique Nash Equilibrium in the general case. Thus, even if the system reaches p∗ , it could drift to another operating point due to unilateral deviations or system noise. If we assume logarithmic Vi (·) functions, however, then we do get the desired uniqueness: Theorem 5.4.4. Suppose that, for each user i, Vi (γ) = ui ln(γ + 1) ∀γ ∈ [0, γ¯i] for some positive constant ui. Then, under the conditions of the previous theorem, p∗ is a unique Nash Equilibrium. Proof. Suppose by contradiction that the cost inequalities hold but there is another Nash Equilibrium point, p ˆ, with p ˆ 6= p∗ . By Theorem 5.4.1 above, we have that p ˆ ≤ p∗ .



Let the total interference experienced by user i be given by the function Ii (p−i ) =



X



Gij pj ;



i6=j



From the discussion above, Ii (ˆ p−i ) ≤ Ii (p∗−i ) for all i. We can now write user i’s utility as



3



All Vi (·) and Ui (·) derivatives are taken from the left unless otherwise specified.



(5.13)
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Ui (pi , Ii(p−i )) = ui ln min







  Gii pi , γ¯i + 1 − ci pi Ii (p−i ) + ηi
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(5.14)



implying that ∂ 2 Ui ∂pi ∂Ii



=



−Gii ui (Gii pi +Ii +ηi )2



< 0



(5.15)



for all pi at which γ(pi , p−i ) < γ¯i . Thus, the derivative with respect to power of each user’s best response curve increases as the interference decreases. Let p˜i represent the power at which user i exactly attains its target SIR, γ¯i , under p ˆ−i . It then follows that ∂Ui ∂Ui ∗ ∗ (pi , p−i ) ≥ 0 =⇒ (˜ pi , p ˆ−i ) ≥ 0 ∂pi ∂pi



(5.16)



Hence, each user’s best response under p ˆ involves setting its power so that γi (pi , p ˆ−i ) = γ¯i. We therefore have that all targets are met with p ˆ ≤ p∗ . But since p∗ is the lowest



power point at which this can occur, we must have p ˆ = p∗ . This gives a contradiction, and hence p∗ is a unique Nash Equilibrium, as claimed.



With the previous form, the Vi (·) functions are proportional to the theoretical Shannon capacities available to each link under Gaussian noise assumptions [67]. We should note that the above theorem can be adapted for other concave Vi (·) forms √ (e.g., Vi (γi) = ui γi ), but for brevity this is not done here. Let c∗ represent the vector of “cost thresholds” implied by the previous theorems. Note that in the logarithmic case above, these reduce to c∗i =



γ¯i (¯ γi + 1)p∗i



∀i



(5.17)



Thus, each user’s threshold depends on both its SIR target and its FM power. As the former increases or the latter decreases, this cost limit becomes higher.
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Discussion



We thus have that the FM and Nash outcomes align in the concave case if the user “power costs” are sufficiently low. It then follows that, under the specified conditions, one can begin applying the desirable features of the FM scheme (e.g., convergence with simple, distributed power updates) to a utility-based system. If the conditions in the previous sections are not met, implying that one or more of the user costs are too high, then p∗ will necessarily not be a Nash Equilibrium. At this point, one or more of the users will be “unhappy” and most likely try to deviate by adjusting their powers. In the latter case, however, the system may reach a Nash Equilibrium which is more desirable than the original, target p∗ . For instance the total sum of the user utilities or the total capacity / power expended might be higher, as shown in Section 7 below. Thus, there may be reasons for setting the costs so that the system converges away from the FM point. In these cases, however, uniqueness and convergence conditions become much harder to prove. This is a topic for future research.



5.5



Convex Case



If, on the other hand, the Vi (·) functions are convex over [0, γ¯i ] and continuous at γ¯i, then the resulting Nash Equilibria will have quite different properties. First, we can note that under the assumptions above, each user’s utility will be convex on pi ∈ [0, γi(p)], and linear decreasing beyond the latter endpoint. Thus, intuitively,



at any Nash Equilibrium each user must either have pi = 0 or γ(p)i = γ¯i as these are the only possible maxima for a function of the described form. Equilibria are thus “binary” in the sense that each user is either “in” / participating or “out” / not participating. We formalize this in the next section.
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Equilibrium Characterization



Before discussing the incentive-compatibility of a convex valuation scheme, we need some additional notation. In particular, given fixed power choices, p, let P represent



the set of participants, i.e. the set of users for whom pi > 0, and N represent the



negation of P, i.e. the set of users not participating. Furthermore, let FP and p∗P



denote, respectively, the interference matrix and resulting Pareto power point when Equations 5.3 and 5.4 are restricted to just those users in P. With some abuse of



notation, let p∗i,P represent the component of p∗P corresponding to user i (necessarily



a member of the set P).



We now state and prove the following characterization and existence theorems:



Theorem 5.5.1. Suppose that the user Vi (·) functions are convex on the interval [0, γ¯i] and continuous at γ¯i . Then, if an equilibrium exists, this equilibrium necessarily has pi = p∗i,P ∀i ∈ P. Proof. Suppose by contradiction that an equilibrium exists but one “participating” user has pi > 0 but pi 6= p∗i,P . There are two possibilities: (1) pi > p∗i,P and (2)



pi ∈ (0, p∗i,P ). The first cannot be an equilibrium because user i can reduce its power to p∗i,P , receive the same value, but pay a strictly lower power cost. In the second



possible scenario, it follows from the convexity of i’s utility function that i can do strictly better at either pi = 0 or pi = p∗i,P . Thus, we must have pi = p∗i,P ∀i ∈ P, as claimed.



Theorem 5.5.2. Suppose that the user Vi (·) functions are convex on the interval [0, γ¯i] and continuous at γ¯i . Then, there exists a Nash Equilibrium if and only if there exists a partition of the users, P and N , such that 1. ρ(FP ) < 1 2. V (¯ γi ) ≥ ci p∗i,P 3. V (¯ γj ) ≤ cj p∗j,P+j



∀i ∈ P ∀j ∈ N
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Proof. Suppose a Nash Equilibrium, p exists. Let P and N represent, respectively,



the set of participants and non-participants implied by the powers in the latter vector. We then, necessarily have that the three conditions above hold. If the first does not hold, then it is impossible for the users in P to reach their targets, thus violating



Theorem 5.5.1 above. If the second or third do not hold, on the other hand, then at least one user has an incentive to unilaterally deviate, violating the assumptions on our equilibrium p. Thus, P and N are, indeed, a partition of the desired form.



On the other hand, if the three conditions above hold, then there exists a Nash



Equilibrium. In particular, we can set the powers of those users in P according to



p∗P , with pi = 0 for all non-participants. In this case, no users in either P or N have



an incentive to deviate, giving us the desired result.



5.5.2



Discussion



We thus have that the equilibrium, if it exists, corresponds to the FM point for some subset of the users. Thus, in the convex case the FM scheme is potentially very well-aligned with user incentives. The problem, however, is that this existence is not at all guaranteed; unlike the concave case, we need very strong additional conditions (beyond admissibility). These conditions, as defined in Theorem 5.5.2 above, require the existence of a partition such that those participating get enough value, given their power costs, that it is in their interest to not drop out. Those not participating, on the other hand, need to be facing a high enough “power barrier” so that it is not in their interest to “jump in.” There are at least two unsatisfying features of these results. First, such a partition may not exist, even in very simple cases. See Figure 5.5.2 below for an example of this. Second, even if an equilibrium does exist, it lives in a highly combinatorial space. Only by exploring all 2N “in” / “out” partitions can we be absolutely sure of finding it. Moreover, unlike the concave case, there is little that can be said regarding uniqueness; there are very simple counterexamples in which multiple equilibria exist. The key to resolving these issues lies in the cost coefficients, the ci . While existence and uniqueness are not true in general, they can be guaranteed if we place additional
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γ1 (p)=¯ γ1 p∗
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Figure 5.4: Illustration of convex utility example with no (pure strategy) NE. Possible NE are {p∗ , p∗0 , p∗1 , p∗2 }. Point p∗ is too expensive for user 1, but at p∗2 , he has an incentive to deviate to p ¯ if this point is sufficiently cheaper than p∗ . Deviation is also ∗ ∗ possible at p0 and p1 . conditions on the latter. In particular, we have the following result: Theorem 5.5.3. Suppose that the user Vi (·) functions are convex on the interval [0, γ¯i] and continuous at γ¯i. If, in addition, Vi (¯ γi ) > ci p∗i ∀i, then p∗ is a unique equilibrium for the power control game.



Before proving this, we need the following lemma: Lemma 5.5.4. Suppose that P ⊆ L. Then p∗i,P ≤ p∗i,L ∀i ∈ P ∩ L. Proof of Lemma. Take p∗L and set pj = 0 for all j ∈ L − P. Let p ¯ represent this new power point. Since total interference (weakly) decreases, we necessarily have



γi(¯ p) ≥ γ¯i ∀i ∈ P. Thus, the former point is a feasible solution to Equation 5.2



above, restricted to just those users in P. Since p∗P ≤ pP for any such feasible point, we thus have that p∗P ≤ p ¯P , giving us the desired result. We now prove the main theorem: Proof of Theorem. Existence follows from Theorems 5.5.1 and 5.5.2 above. Uniqueness can be proven as follows. Suppose by contradiction that p∗ is an equilibrium,



but is not unique. This implies that there is some other point, p ¯ 6= p∗ , which is also an equilibrium. Moreover, this point must necessarily have pi = p∗i,P ∀i ∈ P with |N | > 0. Let j be one user in the latter set. By the lemma above, we then have
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Vj (¯ γj ) > cj p∗j ≥ cj p∗j,P+j



(5.18)



≥ cj p˜j



where p˜j represents the power j needs to reach its target facing interference p ¯ ≤



p∗P+j . Thus, j can do strictly better by becoming a participant and p ¯ cannot be an equilibrium. This gives us the desired uniqueness result.



Thus, as in the concave case, the full FM point is a unique equilibrium provided that the power costs are low enough. By setting these appropriately, the operator can ensure that the FM scheme is incentive-aligned. Setting these costs higher may result in more efficient or profitable outcomes, but with the potential downside of equilibrium nonexistence.



5.6



Power Convergence Scheme



The results from the previous sections motivate a study of Nash Equilibria in the power control game. In particular, we wish to examine how the properties of these points change as the “power prices” charged to the users increase or decrease. Solving for and/or converging to a Nash Equilibrium is often a computationally complex process. In our power control game, we have proven that the FM point is a unique equilibrium under certain conditions. However, if these conditions are not met, then characterizing and converging to the resulting equilibria (if they exist) are much harder problems. As discussed in Chapters 2 and 3, however, a simple, “best-response dynamics” (BRD) algorithm will converge to a Nash Equilibrium in many cases. Applying this procedure to the wireless environment under study involves starting from an arbitrary initial state and then having the users iteratively update their powers in response to the currently observed interference. Depending on the model, these updates can be either synchronous (i.e., SBRD) or asynchronous (i.e., ABRD).
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Figure 5.5: Randomly located links used in simulation. Arrows point from transmitters to receivers. In the case of our power control game, assume that all users simultaneously update their powers at fixed time increments. Let p(n) represent the system powers observed at the start of nth time slot of the SBRD process, with p(0) being the initial state discussed above. In each time slot, the powers are updated according to pi (n + 1) = argmax [Vi (γi(pi , p−i (n))) − ci pi ] pi ≥0



∀i



(5.19)



The SBRD process stops when convergence to a single p is observed.



5.7



Simulated Performance



To test the previous algorithm and study the properties of the resulting Nash Equilibria, we simulated a simple, 10-user network. 10 transmitters were randomly placed into a 1000 × 1000 unit grid. For each one, a corresponding receiver was randomly



placed within a 250 unit radius. The interference and gain parameters of the resulting network topology were computed assuming a proportionality to



1 . d4



The latter



is appropriate assuming a highly urban network environment. The thermal noise terms were taken as ηi = 10−8 for all links. Users were assigned SIR targets chosen uniformly at random from the interval [0, 1].
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Figure 5.6: Results of first set of simulations, assuming logarithmic utilities for all users. The left subplot shows total capacity (solid line) and total capacity / total power (dotted line) as a function of α. For α ≤ 1, the system converges to p∗ and hence both quantities are constant. As α increases beyond 1, users reduce their powers resulting in lower capacity but higher capacity / power. The right subplot shows total user utility (solid line) and total power “revenue” (dotted line) over these same runs. The latter quantity is maximized at α = 1, corresponding to power costs equal to c∗ .



Given this setup, we ran two sets of simulations. For the first set, we assumed concave, logarithmic utilities of the form Ui (p) = ln(min(γi (p), γ¯i) + 1) − ci pi



∀i



(5.20)



Admissibility was verified, and the corresponding p∗ and c∗ values were computed. The SBRD algorithm was then applied from a random starting place while adjusting the power cost terms experienced by the users. In particular, these costs were taken as αc∗ for α values on the interval [0, 8]. For each α, the SBRD algorithm successfully converged to a Nash Equilibrium in a reasonably small number of time slots (< 120 for each α). The total capacity, total capacity / power, total user utility, and total power cost “revenue” are plotted in Figure 5.6 above as a function of α. Note that the capacities and powers are constant for α ≤ 1 since, in these cases, the system converges to p∗ .
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Figure 5.7: Results of second set of simulations, assuming convex utility functions. Four quantities are plotted as a function of cost: total capacity (solid line), capacity / total power (dotted line), total utility (solid line), and total revenue (dotted line). Gaps correspond to points for which no equilibrium could be found.



As the cost of power increases beyond this point, the balance between the capacity (i.e., ln) and power cost terms in each user’s utility gets shifted towards the latter. As a result, users reduce their power but get comparatively more throughput per unit of power. This suggests that setting costs beyond c∗ may increase the “power efficiency” of the resulting Nash Equilibria. On the other hand, the total power costs are maximized at c∗ . This suggests that, if these are paid to a central network authority, this body can maximize its revenue by setting “power prices” close to c∗ . As discussed previously, this point also has the advantage of being aligned with the FM scheme. In the second set of simulations, we kept the network and SIR targets the same, but instead assumed convex utilities. In particular, we used valuation functions of the form Vi (γi (p)) =



(



0



if γi (p) = 0



ln(1 + γ¯i )



if γi (p) ≥ γ¯i



(5.21)



with Vi (·) convex and continuous on the interval [0, γ¯i]. Note that we do not need to specify the exact shape of these functions on the latter interval, as these points are
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Figure 5.8: Total capacity (solid line) and total capacity / total power (dotted line) in the convex case for costs very close to 0. never chosen in equilibrium nor needed to run the SBRD algorithm. The cost functions, on the other hand, were assumed to be of the form Ci (pi ) = cpi



(5.22)



for some c > 0, uniform across all the users. The c∗ used in the concave case is irrelevant with non-logarithmic utilities and, in fact, using those costs here only yields equilibria for the smallest of α values. The uniform cost case does not allow direct comparison to the previous set of simulations; as discussed below, however, it does reveal the general challenges of having convex utilities. Given the above setup, the SBRD algorithm was run for c values in the interval [0, 0.0006]. The results are shown in Figure 5.7 above. As with the concave simulation runs, we have plotted total capacity, total capacity / power, total user utility, and total system revenue as a function of the latter cost parameter. In addition, Figure 5.8 shows a “zoomed” version of Plot 5.7(a), restricted to c ∈ [0, 0.00001].



At c = 0, the system converges to the FM point, and we get an equilibrium



identical to the concave case with α = 0. As predicted by Theorem 5.5.3, this point remains an equilibrium for some fixed interval beyond 0. As costs go up beyond this threshold, however, increasing numbers of users “drop out” of the system, reducing
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total capacity and revenue, but causing increases in capacity per unit power. Thus, as in the concave case, we have the potential for increased “efficiency” with these higher costs. Having convex utilities, however, leads to more jagged system trajectories. In fact, as shown in the figure above, there are at least two intermediate intervals for which SBRD does not converge and hence no equilibrium could be found. As discussed previously, the space of equilibria in the convex case is supported by a complex, combinatorial structure. This structure prevents smooth transitions as parameters are adjusted and, in many cases, leads to complete equilibrium non-existence. Thus, one must exercise caution when instituting incentive-based power control in a convex valuation environment.



5.8



Conclusion



In this chapter, we have thus created a model for user incentives in target-based wireless networks. Under given cost conditions, we have shown that the outcome predicted by a simple, commonly used distributed power control algorithm exactly coincides with a Nash Equilibrium. Therefore, one can transfer the desirable properties of the former into an incentive-based system. If our cost conditions are not met, then other kinds of Nash Equilibria are possible. Our initial research suggests that these might have desirable properties. However, this is a topic that requires more study.



Chapter 6 Conclusion This dissertation has examined several mathematical models that are useful for understanding resource allocation and control within service computing environments. These models have been targeted at different “layers” of the latter. In Chapter 2, we looked at the high-level, service provider layer, studying how relationships between these players affect their resource investment decisions. Chapter 3 presented a model of allocation at the client layer, looking at how a provider’s resources can be allocated among competing, strategic customers. In Chapter 4, we focused on the hardware layer. We addressed the QoS / cost tradeoffs within the latter by studying a general, “application agnostic” scheduling model for low-level resources. Finally, in Chapter 5, we addressed the specific problem of strategic power control in wireless networks, a low-level environment that is playing an increasingly significant role in supporting computer services. A common theme in all of these models is the idea of resource and user heterogeneity. Our service provider model allowed for a diverse set of user utilities and asymmetric network relationships. Our client model allowed for participants with differing delay sensitivities and job arrival intensities. And, our low-level hardware scheduling and wireless power control models explicitly included provisions for differentiated QoS. As argued in the introduction, this diversity is a critical requirement for the service computing environment, one where many different types of users and providers interact and where the latter’s hardware infrastructure can be extremely 123
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non-homogeneous. Another central idea, at least in Chapters 2, 3, and 5, is the notion of strategic behavior. It is plausible that participants in service computing systems can and will anticipate the effects of their actions on the other participants and the system state. This anticipation is a major component in their decision making, and one that is well-captured within a game theoretic framework. The Nash Equilibria in these models represent the set “stable,” “expected” operating points. By defining and characterizing the latter, therefore, we have gained insight into how these systems will behave in the real-world, an environment with selfish and competitive participants. Specific ideas for future research are mentioned in each of the previous chapters. In general, however, we note that many of our models have made assumptions that could, potentially, be relaxed. Our model of service providers, for instance, was restricted to linear user influences and strictly diagonally dominant weight matrices. Our client model assumed fairly rigid, queue-based utility functions. Changing these and other restrictions could make our models more applicable to the application of study. In other areas, our results could be made more rigorous. This is particularly true with respect to our low-level hardware models, where we have hypothesized, but not proven, that our algorithms affect QoS and power in the desired way. This is a very difficult area of study, and one that will take much future work to better understand. Overall, however, our models have touched on many important issues related to resource allocation and control. While we have focused on applications in the realm of computing services, our work could, potentially, be applied to several other areas: general computer networks, computer security, and peer-to-peer systems, among others. As the IT world becomes more distributed and develops more sophisticated payment systems, these types of models will only become more applicable to real-world applications. Much exciting work remains to be done on both these applications and the theory describing them.
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