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In this paper, we propose a robust method for coherent vector ﬁeld learning with outliers (mismatches) using manifold regularization, called manifold regularized coherent vector ﬁeld (MRCVF). The method could remove outliers from inliers (correct matches) and learn coherent vector ﬁelds ﬁtting for the inliers with graph Laplacian constraint. In the proposed method, we ﬁrst formulate the point matching problem as learning a corresponding vector ﬁeld based on a mixture model (MM). Manifold regularization term is added to preserve the intrinsic geometry of the mapped point set of vector ﬁelds. More specially, the optimal mapping function is obtained by solving a weighted Laplacian regularized least squares (LapRLS) in a reproducing kernel Hilbert space (RKHS) with a matrix-valued kernel. Moreover, we use the Expectation Maximization (EM) optimization algorithm to update the unknown parameters in each iteration. The experimental results on the synthetic data set, real image data sets, and non-rigid images quantitatively demonstrate that our proposed method is robust to outliers, and it outperforms several state-of-the-art methods in most scenarios. & 2016 Elsevier B.V. All rights reserved.
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1. Introduction Point matching problem is a fundamental problem and plays a signiﬁcant role in computer vision, signal processing, and pattern recognition [1–6], and it frequently arises in many applications, such as image registration, medical imaging, 3D reconstruction, image stitching, and object recognition. The goal of the matching task is to distinguish inliers from outliers between given two point sets where each point set is captured from an image by a certain local feature extractor (e.g., SIFT [7], SURF [8,9]). However, the matching problem has several challenges: (1) initial correspondence set is usually contaminated by outliers (false matches or mismatches) after matching feature point pairs using similarity based method such as Best Bin First (BBF) [7], (2) the matching problem is an ill-posed problem and needs a constraint to preserve the intrinsic geometry of point set, (3) the transformation between point sets can be linear (e.g., translation, similarity, afﬁne) or non-linear (e.g., quadratic, non-rigid), note that the latter one is hard to solve. Many algorithms exist for point matching and try to address the above challenges. The most popular algorithm in the ﬁeld is n Corresponding author at: School of Statistics and Management, Shanghai University of Finance and Economics, Shanghai 200433, China. E-mail address: [email protected] (G. Wang).
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RANdom SAmple Consensus (RANSAC) [10], it repeatedly generates a hypothetical model from a small correspondence set, and then veriﬁes each model on the whole set to select the best one. However, limitation occurs when facing non-linear transformations. To overcome those limitations, many progressive RANSAC algorithms have been developed, such as maximum likelihood estimation sample consensus (MLESAC) [11], progressive sample consensus (PROSAC) [12], non-rigid RANSAC [13]. It is worth noting that Sunglok et al. [14] has evaluated the performance of RANSAC algorithm family. From the iterative point matching based methods [15,16], correct matches can be identiﬁed. Further, from the perspective of motion coherence (i.e., spatial coherence), the ﬂoating point set is moved to the target point set as close as possible by a set of smooth mapping functions. Some state-of-the-art methods are based on this motion ﬁeld coherence theory (MCT) [17], such as coherent point drift (CPD) [18], Gaussian mixture model and thinplate spline (GMM–TPS) [19], vector ﬁeld consensus (VFC) [20,3,21], mixture of asymmetric Gaussian (MoAG) model [22,23], robust L2E estimation [24], and context-aware Gaussian ﬁelds criterion (CA-LapGF) [25]. More speciﬁcally, the non-rigid transformation is parameterized by radial basis function (RBF), such as thin-plate spline (TPS), and Gaussian RBF (GRBF). Finally, outliers would be rejected as well as possible after learning a coherent motion ﬁeld from point set pairs.
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Moreover, a topological clustering algorithm [26] was proposed and used to ﬁlter out mismatches. With this method, outliers can be identiﬁed and rejected by checking the consistency of topological relationships between matched regions in the image pair. The support vector machine regression method was used to identify the point correspondences and remove outliers (ICF) [27]. In this paper, we focus on identifying and removing outliers from point set matching as well as possible based on vector ﬁeld learning (VFL). More specially, we ﬁrst formulate the point matching as learning a coherent vector ﬁeld mapping function, and then use the manifold regularization to constrain the vector ﬁeld with preserving the intrinsic geometry. Our contribution in this paper includes the following two aspects. (1) We introduce the well-known manifold regularization framework for learning coherent vector ﬁelds with outliers. (2) Based on the MCT point matching model, we propose manifold regularized coherent vector ﬁeld learning method (namely manifold regularized coherent vector ﬁeld, MRCVF) for robust point matching, which can improve the matching accuracy compared to state-of-the-art methods. It is worth noting that our MRCVF is based on VFL method such as VFC [20], and the motivation derives from (1) the initial correspondence set contaminated by outliers, and (2) the natural property of manifold regularization. The remainder of the paper is organized as follows. In Section 2 we ﬁrst present the coherent vector ﬁeld learning algorithm more formally and profoundly using manifold regularization constraint. In Section 3 we evaluate the proposed algorithm by some experiments on the public data set. In Section 4 we give a brief discussion and conclusion.



2.1. Vector ﬁeld learning Let us recall the familiar vector ﬁeld learning brieﬂy. Let input point set be X and output point set be Y , then given a ﬁnite training set of labeled correspondences with some unknown outliers S = {(xi , yi )}iN= 1. We deﬁne a mapping function f from a structured input space ? ∈ A to a structured output space @ ∈ B from labeled examples S, then our task is to learn f : ?↦@ , i.e., yi = f (xi ) and identify the inliers (namely remove outliers), where f ∈ / , and / is a reproducing kernel Hilbert space. Let k: ? × ?↦ be a standard Mercer kernel with an associated RKHS family of functions /K : ?↦ with the corresponding norm ∥·∥/ . Then the optimal mapping function f can be solved by minimizing the following Tikhonov regularized [28] optimization problem,



f ∈ /k



f ⋆ = arg min f ∈ /k



1 N



N



∑ ∥ yi



− f (xi )∥2 + λ1 ∥ f ∥2/ + λ2 ‖f ‖20



i=1



1 N



N



∑ ∥ yi



− f (xi )∥2 + λ1‖f ‖2/



i=1



(1)



where the solution of f can be expressed by the classical Representer theorem [29] with ﬁnite dimensional coefﬁcients N α = [α1, … , αN ]T , i.e., f ⋆ (x ) = ∑i = 1 αi k (x, xi ) with a linear system (K + λNI ) α = Y , where K is a positive semi-deﬁnite Gram matrix with K (i, j ) = k (xi , xj ), λ1 > 0 is a trade-off parameter, I denotes the identity matrix.



‖f ‖20 = f T Lf =



1 2



N



∑



Wij (f (xi ) − f (xj ))2



(3)



i, j = 1



where f = [f (x1) , … , f (xN )], note that D is a diagonal matrix with N



elements Dii = ∑ j = 1 Wij . The solution of coherent vector ﬁelds will be discussed later.



2.3. Learning coherent vector ﬁelds Motivated by the sample consensus, the inliers can be ﬁtted by a coherent vector ﬁeld mapping. Thus we assume that the error between Y and f (X) satisﬁes the following distributions,



In Manifold Regularization framework [30,31], an additional penalty term ‖f ‖20 is used to penalize f along a low dimensional manifold. Thus we can learn coherent vector ﬁelds under manifold regularization by minimizing the following extension



(4)



where the error for inliers satisﬁes Gaussian distribution with zero mean and uniform standard deviation s, while the error for outliers satisﬁes a uniform distribution 1 with a positive constant u. u



Thus the error between observed input-output pairs is modeled as a mixture model of the Gaussian and uniform distributions [11,18,20,32],



p (Si |θ ) = γ



1 D



(2πσ 2) 2



⎛ ⎞ ∥ y − f (xi )∥2 ⎟ 1 exp ⎜⎜ − i ⎟ + (1 − γ ) u 2σ 2 ⎝ ⎠



(5)



where 0 ≤ γ ≤ 1 is a mixing coefﬁcient denoting the percentage of inliers, θ = {f , γ , σ 2} is the set of unknown parameters, and D denotes the dimension of data. Moreover, to reduce over-ﬁtting and preserve smoothness constraint, the prior of the coherent mapping function f under manifold regularization can be expressed as follows,



(



p (f ) ∝ exp −λ1‖f ‖2/ − λ2 ‖f ‖2I



)



(6)



According to Bayes' theorem, the posterior distribution p (θ|S ) could be estimated by the given (5) and prior (6),



p (θ|S ) ∝ 3 (θ|S ) p (f ) 2.2. Manifold regularized coherent vector ﬁeld



(2)



where λ1 controls the complexity of the mapping function in the ambient space while λ2 controls the complexity of the mapping function in the intrinsic geometry. More specially, Let W be a nearest-neighbor graph which serves as a discrete probe for the geometric structure of the data, then the graph Laplacian L = D − W provides a natural intrinsic measure for simplicity of data-dependent smoothness,



⎧ ϵi ∼ 5 (0, σ 2I ) if inliers, ⎪ Y − f (X) = ⎨ 1 if outliers. ⎪ ϵo ∼ ⎩ u



2. Methods



f ⋆ = arg min



of Eq. (1),



(7) N ∏i = 1



where the likelihood 3 (θ|S ) = p (Si |θ ), and the optimal solution of θ is to estimate a maximum a posteriori (MAP). Considering the complete-data with a latent variable zi, where zi ¼0 for outliers, and zi ¼ 1 for inliers, then the objective function is an upper bound of the negative log-likelihood function of (7),
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8 (θ ) =



1 2σ 2



N



∑ pi ∥ yi



− f (xi )∥2 +



i=1



coherent vector ﬁeld after solving the optimal parameter α , f = Kα .



Np D log σ 2 + Np log γ 2



+ Mp log (1 − γ ) + λ1‖f ‖2/ + λ2 ‖f ‖20 N



(8) N



where pi = P (zi = 1|Si, θ ), Np = ∑i = 1 pi , and Mp = ∑i = 1 P (zi = 0|Si, θ ) , note that some θ-independent constants are omitted. In order to estimate the optimal parameters of Eq. (8), EM algorithm is used to solve this problem. In the E-step, inliers are identiﬁed by a ﬁxed coherent vector ﬁeld. The weight P is the responsibilities (posterior probability), and it is a diagonal matrix with elements Pii = pi , which can be expressed as follows based on Bayes' rule,



⎛ ∥ y − f (xi )∥2 ⎞ γ exp ⎜ − i ⎟ 2σ 2 ⎝ ⎠ pi = D ⎞ ⎛ 2 ∥ y − f (xi )∥ ⎟ (2πσ 2) 2 γ exp ⎜⎜ − i + ( − γ ) 1 ⎟ 2σ 2 u ⎝ ⎠



(9)



where the larger the probability pi is, the reliable the inlier is. Here we can deﬁne a threshold ζ ∈ [0, 1] for identifying inlier set C = {pi > ζ}iN= 1 after the EM iteration converges or reaching some stop conditions. Unknown parameters θ = {f , γ , σ 2} are updated by taking a derivative of 8 (θ ) with respect to each parameter in the M-step. Firstly, we can obtain γ, and s2 as follows,



γ=



Np N



σ2 =



(10)



tr ⎡⎣ (Y − f (X)) T P ((Y − f (X)) ⎤⎦ Np D



(11)



where tr (·) denotes the trace operator. Now we begin to discuss the solution of the coherent vector ﬁeld under manifold regularization. Ignoring the f-independent terms of the objective function (8), we can obtain a laplacian regularized least squares (LapRLS) with a weighting vector P ,



8 (f ) =



1 2σ 2



N



∑ pi ∥ yi



− f (xi )∥2 + λ1‖f ‖2/ + λ2 f T Lf



i=1



(12)



where f can be written as αK with a squared exponential kernel k (xi , xj ) = exp −β ∥ xi − xj ∥2 , thus we can solve the optimal parameter α by minimizing the function (12), we can obtain



(



α⋆ = argmin α ∈N



)



1 (Y − Kα )T P (Y − Kα ) 2σ 2



+ λ1αT Kα + λ2 αT K T LKα



(13)



By taking the derivative of the objective function with respect to α , and let it be zero, we can obtain the optimal form,



(



)−1Y



α = K + 2σ 2 (λ1I + λ2 LK ) P−1
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(14)



where I is a N × N dimensional identity matrix, L is computed by D − W , where the adjacency graph W is constructed by k nearest neighbors or a graph kernel Wij . Finally, we can obtain the



2.4. Analysis The proposed MRCVF algorithm includes three main parts: (1) construct a data adjacency graph using k nearest neighbors and then choose edge weights using heat kernel weights ⎛ ∥ xi −xj ∥2 ⎞ ⎟, (2) compute graph laplacian similarity maWij = exp ⎜ − 2τ 2 ⎝ ⎠ trix using D − W , and (3) learn coherent vector ﬁelds under manifold regularization constraint in a reproducing kernel Hilbert space with matrix-value kernel Ki, j = exp −β ∥ xi − xj ∥2 . In the MRCVF algorithm, there are several parameters: k, τ, s2, u, γ, β, λ1, λ2, and ζ. Following the suggestion of manifold regularization framework [30] and the source code (http://manifold. cs.uchicago.edu/manifold_regularization/manifold.html), we set k¼ 6, while we set τ = σ to let the neighbor data keep equal scale in each iteration of EM. According to the suggestion of vector ﬁeld consensus algorithm [20], we use the same parameter values, i.e., u ¼10, γ = 0.90, β = 0.10, and λ1 = 3 for fair comparing. The initial scale between point sets needs to set a relative large value for EM



(



)



tr ⎡⎣ (Y − X) T (Y −X) ⎤⎦



algorithm, thus we set σ 2 = , the iterative procedure D ×N is similar to deterministic annealing [33]. The manifold regularization parameter λ2 is set to 0.10, and it controls the complexity of the vector ﬁeld mapping in the intrinsic geometry. The inliers set is determined by the given threshold ζ = 0.50. In the linear system (14), a lower bound ε = 1e − 5 is deﬁned for weight P , then some problems will be avoided when P is singular. The computational complexity of the MRCVF algorithm is O (DN3 ) for 2D image point matching. Based on the dimensionality reduction, low-rank matrix approximation method is used to approximate the Gram matrix with choosing several principle components, as discussed in [18], the resulting complexity can be reduced to O(DN) at best. We brieﬂy summarize the proposed manifold regularized coherent vector ﬁeld method (MRCVF) in Algorithm 1. Algorithm 1. The MRCVF algorithm. Input: The labeled training set with outliers S = {(xi , yi )}iN= 1 Output The coherent vector ﬁelds f, and inliers set C. 1: Begin 2: Initialize parameters. 3: Initialize σ 2 =



tr ⎡⎣ (Y − X) T (Y −X) ⎤⎦ D ×N



.



4: Repeat 5: Construct data adjacency graph with N nodes by k nearest neighbors. 6: Choose edge weights of the adjacency graph by heat kernel with bandwidth τ = σ . 7: Compute graph Laplacian similarity matrix by L = D − W . 8: Compute the Gram matrix K with bandwidth β. 9: E-step: Update P by (9). 10: M-step: Update parameters γ, s2, and α by (10), (11) and (14). 11: Until objective function converges. 12: The coherent vector ﬁelds can be determined by f = Kα . 13: The inliers can be determined by C = {(xi , yi ) : pi > ζ}iN= 1. 14: End
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3. Experiments 3.1. Experimental setup In this section, we performed experiments on a synthetic data set [33], a real image data set [34], and a non-rigid image set for robust point matching. Comparisons are made with RANSAC [10], ICF [27], CPD [18], GMM–TPS [19], VFC [20], and Non-rigid RANSAC [13]. We implemented the MRCVF algorithm in Matlab R2015a, and the experiments are performed on a 2.5 GHz Intel Core CPU with 8 GB RAM. It is worth noting that we mainly use accuracy, precision, recall, and F-score as the quantitative evaluation criteria. Let TP be true positive, TN be true negative, FP be false positive, and FN be false negative. Accuracy is the proportion of true results among the total number of cases examined, and it is deﬁned as



acc =



TP + TN TP + TN + FP + FN



precision, recall and F-score are deﬁned as follows respectively,



pr =



TP TP 2pr × re , re = ,F= . TP + FP TP + FN pr + re



proposed method based on manifold regularization is better than the other methods in both accuracy, and precision-recall pair. ICF uses the SVM regression to learn a mapping function, and then identify inliers which satisfy the learned mapping function. CPD uses Gaussian mixture model to estimate a transformation function between two point sets, and then determine inliers by a predeﬁned threshold (0.50 in this paper) like the MRCVF algorithm, but the weight of inliers is ﬁxed and we set γ ¼0.50. Non-rigid RANSAC improves the classical RANSAC for deformable registration problem, and it solves the limitations of RANSAC when facing non-linear transformations. VFC uses a robust method to learn vector ﬁelds and applies for mismatch removal. More specially, according to the regularization, the MRCVF with λ2 = 0 is regarded as the VFC algorithm. The accuracy values of all matching results in Fig. 2 illustrate that the MRCVF gives the best performance. Considering the manifold regularization constraint, the accuracy is improved when comparing with VFC. The MRCVF has lower accuracy than the VFC on 19 cases over 200 cases, but it has higher accuracy than the VFC on 88 cases over 200 cases. Moreover, precision-recall values are shown in Table 1, the average for ICF, CPD, VFC, and Non-rigid RANSAC is (95.79%, 63.83%), (62.12%, 94.38%), (98.76%, 94.61%), and (84.19%, 97.85%) respectively, while (98.44%, 97.20%) for our proposed MRCVF algorithm with λ2 = 0.1. The accuracy and precision-recall of the MRCVF keep high values as increasing the outlier ratio (from 0.33 to 0.50) in this experiment. 3.3. Real image data set



3.2. synthetic data set 2D Chinese character and ﬁsh data sets are well used in point set matching and registration. Here we choose two outlier groups (outlier ratio: 0.33 and 0.50 for each group), where each group includes 100 point sets (50 pairs) with outliers. In this experiment, we show an example of the qualitative results by our MRCVF algorithm, as shown in Fig. 1. The initial point set pairs are contaminated by outliers which uniformly distribute around the true shape points. Blue arrows denote that the inliers are identiﬁed and ﬁtted as a coherent vector ﬁeld, while black arrows denote that the outliers are rejected by the MRCVF algorithm. Note that the initial matches are labeled by the author of each data set [33]. Fig. 2 shows the quantitative comparison results. For these nonrigid point sets with structure information, the performance of our



Fig. 3 shows the image sets used to evaluate the matching methods, called Oxford afﬁne covariant regions datasets. There are six different changes in imaging conditions are evaluated: rotation (bark, and boat), viewpoint changes (graf, and wall), scale changes (bark, and boat), image blur (bikes, and trees), illumination (leuven), and JPEG compression (ubc). It is worth noting that it offers ground-truth (underlying transformation matrix) for easily quantitative evaluation. The left most image of each set is used as the reference image, the others are as object images, and then we can obtain 40 image pairs (ﬁve pairs in each set). In this experiment, we ﬁrst use the VLFEAT toolbox [35] to detect SIFT [7] keypoints from each image pair, and then use the Best Bin First (BBF) matching method to construct an initial labeled training set S with matching threshold 1.50. Note that the limitation of the nearest neighbor matching methods, many



Fig. 1. Experimental result examples of the MRCVF algorithm on 2D non-rigid synthetic point set: ﬁsh and Chinese character. The outlier ratio in the ﬁrst row is 0.33, and 0.50 for the second row. Inliers are matched (blue arrows), and outliers are rejected (black arrows). Best viewed in color. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article).
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Fig. 2. Performance comparison on 2D non-rigid synthetic point set pairs using accuracy, and precision-recall pair. The outlier ratio is 0.33 and 0.50 for the ﬁrst and the second row respectively. ICF, CPD, VFC, Non-rigid RANSAC, and MRCVF are tested for comparing the point matching performance on 200 different point set pairs.



Table 1 Average precision and recall pairs (%) on each data set. The top four rows are synthesized data sets with outliers, and the others are real data sets. ICF, CPD, VFC, Non-rigid RANSAC, and MRCVF are tested. The larger both the precision and recall are, the better the performance is. Image Set



ICF [27]



CPD [18]



VFC [20]



Non-rigid RANSAC [13]



Ours



character(0.33) character(0.50) ﬁsh(0.33) ﬁsh(0.50) bark bikes boat graf leuven trees ubc wall



(93.35, 70.87 ) (94.63, 53.83 ) (97.04, 74.27 ) (98.14, 56.34 ) (100.0, 95.02 ) (100.0, 97.96 ) (100.0, 79.26 ) (92.22, 84.80 ) (100.0, 98.08 ) (100.0, 96.47 ) (100.0, 98.73 ) (100.0, 87.22 )



(70.14, 92.55 ) (50.59, 96.86 ) (75.65, 91.24 ) (52.10, 94.86 ) (93.18, 97.51 ) (99.63, 94.42 ) (78.62, 94.72 ) (83.26, 86.84 ) (99.73, 92.60 ) (99.19, 94.48 ) (99.67, 94.50 ) (84.01, 84.69 )



(99.05, 94.38 ) (98.06, 93.75 ) (99.32, 97.51 ) (98.59, 92.78 ) (100.0, 98.63 ) (100.0, 97.79 ) (80.93, 98.22 ) (98.52, 98.76 ) (100.0, 96.22 ) (99.89, 97.93 ) (100.0, 97.92 ) (96.00, 99.16 )



(77.64, 98.35 ) (77.28, 97.07 ) (92.12, 98.85 ) (89.71, 97.11 ) (100.0, 99.95 ) (100.0, 98.10 ) (86.80, 84.25 ) (100.0, 94.40 ) (100.0, 97.85 ) (100.0, 96.60 ) (100.0, 98.62 ) (100.0, 94.97 )



(98.84, 96.53 ) (97.32, 96.40 ) (99.33, 98.88 ) (98.25, 97.00 ) (99.89, 100.0 ) (99.23, 99.90 ) (80.50, 100.0 ) (95.24, 100.0 ) (99.31, 99.92 ) (98.16, 99.80 ) (99.51, 99.88 ) (95.71, 98.11 )



outliers might be captured to the initial correspondence set falsely. Fig. 4 shows the examples of matching results by the MRCVF. Outliers are well rejected (TN, black arrows), and then the inliers are also well identiﬁed (TP, blue arrows). However, some inliers might be not identiﬁed (FN, cyan arrows), and some outliers might be identiﬁed as inliers falsely (FP, green arrows), because of the challenging imaging conditions. Quantitative evaluation is shown in Fig. 5, it is clearly to see that our MRCVF algorithm gives better accuracy than the other four approaches ICF, CPD, VFC, and Non-rigid RANSAC in most



cases. Due to the ﬁfth image pairs in each set has the largest condition change, the corresponding accuracy might become worse, while our MRCVF still gives high accuracy values relatively. Considering precision and recall pairs, as shown in Table 1, the average pairs (99.03%, 92.19%), (92.16%, 92.47%), (96.92%, 98.08%), and (98.35%, 95.60%) for ICF, CPD, VFC, and Non-rigid RANSAC, respectively, while (95.95%, 99.70%) for our MRCVF. Moreover, the F-score measure is used to illustrate the trade-off performance between precision and recall, as shown in Table 2, to compare matching methods on different imaging conditions in
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Fig. 3. Real image data (Oxford Afﬁne Covariant Regions Datasets). From a to h: bark (zoom þ rotation), bikes (image blur), boat (zoom þrotation), graf (viewpoint change), leuven (light change), trees (blur), ubc (JPEG compression), and wall (viewpoint change). The data sets are available at http://www.robots.ox.ac.uk/vgg/data/data-aff.html.



Fig. 4. Point matching results on Oxford real image data sets in Fig. 3 by MRCVF. Here we just display the matching result of ﬁrst two image pairs in each set. The blue arrows are identiﬁed inliers (TP), black arrows are rejected outliers (TN), cyan arrows are miss inliers (FN), and green arrows are false identiﬁed inliers (FP). Best viewed in color. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article).



Fig. 5. Performance comparison on Oxford real image datasets in Fig. 3. Accuracy for different methods: ICF, CPD, VFC, Non-rigid RANSAC, and our MRCVF.
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Table 2 F-score (%) for different methods on Oxford real image datasets. RANSAC, ICF, CPD, GMM–TPS, VFC, Non-rigid RANSAC, and MRCVF are tested. The larger the F-score is, the better the performance is. The largest F-score of each image set is in bold type. The last row denotes the average F-score on whole Oxford image data sets. Image Set



RANSAC [10]



ICF [27]



CPD [18]



GMM–TPS [19]



VFC [20]



Non-rigid RANSAC [13]



Ours



bark bikes boat graf leuven trees ubc wall



93.64 95.47 77.14 80.42 96.19 92.53 96.86 91.39



97.44 98.97 88.43 88.36 99.03 98.20 99.36 93.17



95.29 96.95 85.92 85.01 96.03 96.78 97.02 84.35



41.66 98.94 39.39 51.73 99.43 88.66 95.96 72.85



99.30 98.88 88.74 98.64 98.07 98.90 98.95 97.56



99.97 99.04 85.51 97.12 98.91 98.27 99.31 97.42



99.94 99.57 89.20 97.56 99.62 98.98 99.69 96.90



Fig. 3. Due to F-score responds the trade-off degree of precision and recall, so we can see the matching property fairly. In the Oxford data sets, the MRCVF gives the best F-score in most scenarios. 3.4. Non-rigid images Non-rigid transformation is still a challenge in the ﬁeld of image matching, medical image registration, and shape recognition. Due to the true non-rigid transformation model is always unknown and hard to model, and the large number of unknown transformation parameters, the point matching methods tend to be sensitive to outliers. Experiment on the synthesize data set shows the performance of point matching methods preliminary, and in this subsection, we ﬁrstly construct two non-rigid image data sets, and then use them to evaluate the point matching methods. Fig. 6 shows the non-rigid image data set. In the data set, we collect four images with different non-rigid transformation in each image set (Poster, and T-shirt). Here, the left-most image of each set in Fig. 6 is used as the reference image, then each case contains three image pairs. Note that we construct the ground-truth manually, more precisely, all mismatches are carefully removed one by one from the initial matches in Matlab. The qualitative experimental results using our MRCVF algorithm are shown in Fig. 7. We test MRCVF on whole non-rigid image pairs, and the EM iterative procedure (the middle four columns in Fig. 7) is used to illustrate the convergence speed of our MRCVF. In the beginning, we obtain the initial matches (the ﬁrst column) using the VLFEAT toolbox [35] in Matlab, where the SIFT feature matching ratio is set to 1.50. From top to bottom, inlier ratio for each image pair is 71.75% (127/177), 82.80% (130/157), 69.29% (97/140), 85.65% (191/223), 79.53% (136/171), 80.14% (113/



141), respectively. Note that all initial matches are assumed as inliers in the beginning of the ﬁrst iterative step. We cannot get any inliers after the ﬁrst run, as shown in the second column, while almost inliers are identiﬁed after the ﬁfth iteration, as shown in the third column. Compare with the results in the fourth and ﬁfth columns, we see that our MRCVF reaches convergence after ﬁve iterative steps in most cases. The SIFT matches are classiﬁed as inliers and outliers as well as possible by our MRCVF in the right most column. Due to the uncertain non-rigid transformation, several missing inliers (green lines) and false identiﬁed inliers (black lines) still exist in the results. We test our MRCVF against ICF, CPD, VFC, and Non-rigid RANSAC methods on non-rigid image pairs. The results in accuracy show that all matching methods can get more than 0.8 accuracy values, and the MRCVF can catch the best performance. Moreover, the average precision-recall pairs for ICF, CPD, VFC, and Non-rigid RANSAC on Poster image set are (100.0%, 85.11%), (93.35%, 86.30%), (97.68%, 97.76%), (99.48%, 94.91%), respectively, and Similarly on T-shirt image set are (100.0%, 91.24%), (96.35%, 91.37%), (99.40%, 98.64%), (99.46%, 94.99%), respectively, while our MRCVF obtains (98.19%, 97.76%) and (99.57%, 98.64%), respectively. In addition, the average elapsed times of our MRCVF on Poster and T-shirt image set are 0.31 and 0.33 s, respectively. In conclusion, MRCVF demonstrates its capability of handling non-rigid image pairs for robust feature point matching. Due to the initial correspondences of the non-rigid image data set probably make the matching process ill-posed, which means that the manifold regularization penalty term plays an important role to solve the problem with preserving the intrinsic geometry of feature point pairs.



Fig. 6. Non-rigid image data set: Poster (the top row) and T-shirt (the bottom row). The left most image of each set is used as the reference image.
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Iteration 1



5



10



50
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Fig. 7. Qualitative matching results on non-rigid image data set (six image pairs). The EM iteration process is shown from initial matches to ﬁnal matches. In the middle four columns, the blue arrows are identiﬁed inliers (TP), black arrows are rejected outliers (TN), cyan arrows are miss inliers (FN), and green arrows are false identiﬁed inliers (FP). Moreover, in the right most column, yellow lines are identiﬁed matches, black ones are false identiﬁed matches, and green lines are miss matches. Best viewed in color.



4. Discussion and conclusion In this paper, we are motivated by the manifold regularization framework which can preserve the intrinsic geometry of the training data. Meanwhile, we also found that the vector ﬁeld learning problem equals to a weighted Laplacian regularized least squares. Based on some state-of-the-art point matching methods, such as RANSAC, ICF, CPD, GMM–TPS, VFC, and Non-rigid RANSAC, we found no one method can get the best performance in every scenario. In our experiments, VFC, and Non-rigid RANSAC can give good performance in most scenarios, and we focus on the VFC algorithm and improve it with the manifold regularization constraint. Following the idea of intrinsic geometry constraint, graph Laplacian regularization can be applied to the motion ﬁeld coherent theory based methods, such as CPD, and RPM–L2E [24]. Here, we mainly offer an idea for more accuracy improvement for the motion ﬁeld based methods in a producing kernel Hilbert space with a certain squared exponential kernel. The proposed method, called manifold regularized coherent vector ﬁeld (MRCVF), uses graph Laplacian regularization to constrain the intrinsic geometry of the data. Coherent vector ﬁelds are learned by the formulated objective function in an RKHS with a matrix-valued kernel. Then EM algorithm is used to estimate the unknown parameters iteratively. Experimental results on the synthetic data set and real image data sets demonstrate that the proposed MRCVF outperforms the tested state-of-the-art methods in most scenarios, and it is worth noting that the MRCVF is robust to outliers, and non-linear transformation. We will provide the Matlab code of the MRCVF algorithm free for academic research (https://sites.google.com/site/2013gwang/). Moreover, our future



work shall focus on applying the MRCVF algorithm for image registration, and its fast implementation method, such as sparse approximation.
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