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Maximum principle for optimal control of sterilization of prepackaged food B ING S UN† Department of Mathematics, Bohai University, Jinzhou, Liaoning 121000, People’s Republic of China AND



M I -X IA W U College of Applied Sciences, Beijing University of Technology, Beijing 100022, People’s Republic of China [Received on 13 November 2006; revised on 8 December 2006; accepted on 20 January 2007] This paper is concerned with an optimal control problem of the sterilization of prepackaged food. The Dubovitskii–Milyutin approach is adopted in investigation of the Pontryagin’s maximum principle of the system. The necessary condition is presented for the problem with fixed final horizon and phase constraints. Keywords: sterilization of prepackaged food; optimal control; maximum principle; necessary condition.



1. Introduction In the food industry field, heat sterilization, as a routine sterilization approach, is widely adopted. During such a process, the prepackaged foods in cans or pouches are put into a autoclave which is filled with the hot water or steam used as the medium of the thermal process. People can, under some particular requirements, have the appropriate control of the sterilization process by adjusting the temperature of the medium. After a planned time, the heat process is stopped and the hot water or steam is cooled, which finish the sterilization. In the whole procedure, the aim is twofold. One is, to the utmost extent, to destroy the microorganisms which cause the food spoilage, while the other one is to keep the nutrient ingredients of foods in sterilization as much as possible. The contradicting intents make the sterilization process control difficult to build a sensitive balance between them. If we keep the time long enough and the heating temperature high enough, the harmful bacterium can be fully killed but at the same time it also damages the nutrient ingredients largely. This is not a satisfying result that we want to attain. On the contrary, if we, in a short time, heat the food at the low temperature, the nutrient ingredients of foods will be well saved but the effect of sterilization is rebated. This also violates the original intention of the sterilization. To overcome these difficulties and get the ideal sterilization effect, not only the chemical and food engineers and agriculture engineers but also applied mathematicians try to find a really effective control strategy. It should be remarked that the first reference dealing with the problem from a mathematical point of view is Berm´udez & Mart´ınez (1994), where the 3D control problem is stated, an optimality † Corresponding author. Present address: 23 Paca PL, Rockville, MD 20852-1123, USA. E-mail: [email protected], [email protected] c The author 2007. Published by Oxford University Press on behalf of the Institute of Mathematics and its Applications. All rights reserved. 
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condition is obtained and the numerical results are presented. In Chalabi et al. (1999), an open-loop optimal control strategy for the thermal sterilization of canned foods is computed and analysed. Alvarez-V´azquez & Mart´ınez (1999) studies the sterilization process involving heat transfer by natural convection in the setting of the optimal control and gives the optimality conditions for its characterization. There are still other references on this problem except for these above (see Alonso et al., 1998; Alvarez-V´azquez et al., 2004; Banga et al., 2001; Berm´udez, 2002; Chalabi et al., 1999; Kleis & Sachs, 2000, etc.), among others, Kleis & Sachs (2000) where a simplified 1D problem is presented for the sterilization of solid foods, or Alonso et al. (1998), Banga et al. (2001) and Chalabi et al. (1999) from a more engineering point of view. In this paper, we consider an optimal control problem with fixed final horizon and phase constraints, which results from a mathematical model of the heat sterilization of prepackaged food. By the Dubovitskii–Milyutin functional approach, we present its Pontryagin’s maximum principle, the optimality necessary condition of the optimal control problem. One point that needs to be noted is this paper focuses on the case of sterilization of solid foods (meat, fish, etc.) since only the heat equation is involved. For the case of liquid foods (soups, sirops, creams, etc.), the considered equation must be coupled with the Boussinesq equations for natural convection phenomena. We leave it for the future research. The paper is organized as follows: In Section 2, the mathematical model of sterilization process is given, and based on the model, the investigated optimal control problem is constructed. The Dubovitskii– Milyutin theorem of optimal control problem is stated. Section 3 that consists of four subsections is contributed to the determination of cones, which are the cone of directions of decrease, the cones of feasible directions and the cone of tangent directions. Pontryagin’s maximum principle, which is the most important result in the paper, is proven in Section 4. Finally, the obtained results are summarized in Section 5, the section of conclusion. Some future work emphases are also addressed. 2. Model and optimal control formulation The sterilization process of prepackaged solid food can be described by the following nonlinear heat equation (Berm´udez & Mart´ınez, 1994):  ∂θ(x, t)   − ∇ ∙ (k(θ)∇θ (x, t)) = 0 ρc(θ)   ∂t  ∂θ(x, t) k(θ) = α(u(t) − θ(x, t))   ∂n    θ(x, 0) = θ0 (x)



in D × (0, T ), in Γ × (0, T ),



(2.1)



in D,



where θ(x, t) is the absolute temperature of the food container, such as a can at the point x with the time t. The constant ρ is the density of the product. Other two functions are respectively the heat capacity c(θ) and the heat conductivity k(θ) of the product to be heated. The constant α denotes the heat transfer coefficient. The function u(t) denotes the temperature of the heating medium, which is the control. The domain D with boundary Γ describes the spatial region occupied by the food container and n denotes the exterior normal to Γ . The process time is T . We consider the optimal control problem of this model in the 1D case. Some state constraints are imposed in the following. One is the sterility condition in food engineering F(θ)(xc ) > F0



and



F0 =



β ln 10 , Kr



(2.2)
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in which F(θ)(x) =



Z



T 0



θ(x, t) − θ r Z z(θ r ) dt = 10



T 0



F (θ )(x, t)dt,



x ∈ D,



is called the F value at the point x corresponding to the reference temperature θ r and Rθ 2 r ln 10 E is called the z value. E is the activation energy and R is the universal gas constant. F0 value in (2.2), which is based on β and K r , is determined by experience and the requirement of the product, e.g. its consistency and geographical usage. The point xc is the centre of the food in the sterilization process. Federal regulations state that a food product is considered sterile if the concentration of the microorganisms is reduced by a factor of 10−β . The other constraint is the terminal-state constraint θ(x, T ) = θend (x). In the case of 1D, the investigated state equation in this paper is  ρc(θ)θt (x, t) = k 0 (θ)θx (x, t) + k(θ )θx x (x, t) in (a, xc ) × (0, T ),       k(θ(a, t))θx (a, t) = α(θ(a, t) − u(t)) in (0, T ), (2.3)  k(θ(xc , t))θx (xc , t) = 0 in (0, T ),      θ(x, 0) = θ0 (x) in (a, x c ) z(θ r ) =



with the state constraints F(θ)(xc ) > F0 and θ (x, T ) = θend (x), x ∈ (a, xc ). Here, a that denotes the boundary of the container and xc above constitute the two endpoints of the considered straight interval. In order to present the optimal control problem more properly, we reconstruct the state equation as follows: ! Z Z θ(y,t) xc ∂    ρc(ξ )dξ + k 0 (θ )θ y2 (y, t) dy   ∂t 0  a (2.4) = k(θ(xc , t)) − k(θ(a, t)) + α(u(t) − θ(a, t)) in (0, T ),       θ(x, 0) = θ0 (x) in (a, xc )



which can be seen as the weak formulation of System (2.3). Then, take θ ∈ L 2 (0, T ; H 1 (a, xc )). The control space is L ∞ (0, T ) and the control constraint is u 1 6 u(t) 6 u 2 , t ∈ (0, T ), in which u 1 and u 2 are two constants. As far as we know, the choice of the function spaces is still an open problem so far. Here, we assume that for any u ∈ L ∞ (0, T ), there exists unique solution θ ∈ L 2 (0, T ; H 1 (a, xc )) of the state system (2.4) with the state constraint (2.2) and the terminal constraint θ(x, T ) = θend (x). We can also refer to Burger & Pogu (1991) for the existence theorem of the weak solution. In the following, whenever the solution of the state equation (2.3) is mentioned, it always means the weak solution of System (2.4). For the finite T > 0, consider the optimal control problem for System (2.3) with the general cost functional Z T Z xc L(θ (x, t), u(t), x, t)dx dt, (2.5) min J (θ, u) = min u(∙)∈Uad



L ∞ (0, T )|u



u(∙)∈Uad 0



a



where Uad = {u ∈ 1 6 u(t) 6 u 2 , t ∈ (0, T ) a.e.} is the admissible control set. We can refer to Kleis (1997) for the discussion of the existence of optimal control. The cost function L is
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quite general in the sense that it contains most practically concerned cost functional like quadratic cost functional of the following form: Z T Z xc Z T ∗ 2 [θ(x, t) − θ (x, t)] dx dt + α2 [u(t) − u ∗ (t)]2 dt, (2.6) J (θ, u) = α1 0



0



a



θ∗



u∗



and are, respectively, ideal temperature profile of where αi > 0, i = 1, 2, are constants and the sterilized food and temperature of the heating medium. In addition, the following assumptions are assumed throughout the paper: (a) L is a functional defined on H 1 (a, xc ) × [u 1 , u 2 ] × [a, xc ] × [0, T ] and ∂ L(θ(x, t), u(t), x, t) , ∂θ (b)



∂ L(θ (x, t), u(t), x, t) ∂u



exist for every (θ, u) ∈ H 1 (a, xc ) × [u 1 , u 2 ] and L is continuous in its variables. Z



a



xc



∂ L(θ(x, t), u(t), x, t) dx, ∂θ



Z



xc



a



are bounded for t ∈ [0, T ].



∂ L(θ (x, t), u(t), x, t) dx ∂u



Define the functional space X = L 2 (0, T ; H 1 (a, xc )) × L ∞ (0, T ). Let (θ ∗ , u ∗ ) be the optimal solution to the control problem (2.5) subject to (2.3). Set Ω1 = {(θ, u) ∈ X |u 1 6 u(t) 6 u 2 , t ∈ [0, T ] a.e.}, Ω2 = {(θ, u) ∈ X |F(θ)(xc ) > F0 }, Ω3 = {(θ, u) ∈ X |ρc(θ)θt (x, t) = k 0 (θ )θx (x, t) + k(θ)θx x (x, t), k(θ(a, t))θx (a, t) = α(θ(a, t) − u(t)),



(2.7)



k(θ (xc , t))θx (xc , t) = 0,



θ(x, 0) = θ0 (x), θ(x, T ) = θend (x)}. 3 Ω such that Then, Problem (2.5) is equivalent to questing for (θ ∗ , u ∗ ) ∈ Ω = ∩i=1 i



J (θ ∗ , u ∗ ) = min J (θ, u). (θ,u)∈Ω



(2.8)



2 Ω and It is seen that Problem (2.8) is an extremum problem on the inequality constraints ∩i=1 i equality constraint Ω3 . In this situation, the Dubovitskii–Milyutin functional approach has been turned out to be very powerful to solve such kinds of extremum problems (see, e.g. Chan & Guo, 1989, 1990; Sun & Guo, 2005). The general Dubovitskii–Milyutin theorem for Problem (2.8) can be stated as the following theorem.



T HEOREM 1 Suppose the functional J (θ, u) assumes a minimum at the point (θ ∗ , u ∗ ) in Ω. Assume that J (θ, u) is regularly decreasing at (θ ∗ , u ∗ ) with the cone of directions of decrease K 0 and the inequality constraints are regular at (θ ∗ , u ∗ ) with the cones of feasible directions K 1 and K 2 ; and that the



OPTIMAL CONTROL OF STERILIZATION OF FOOD



497



equality constraint is also regular at (θ ∗ , u ∗ ) with the cone of tangent directions K 3 . Then, there exist continuous linear functionals f 0 , f 1 , f 2 and f 3 , not all identically zero, such that f i ∈ K i∗ , the dual cone of K i , i = 0, 1, 2, 3, which satisfy the condition f 0 + f 1 + f 2 + f 3 = 0. 3. Determination of cones 3.1 The cone of directions of decrease K 0 In order to apply Theorem 1, we have to determine all cones K i , i = 0, 1, 2, 3. First, let us find K 0 . By assumption, J (θ, u) is differentiable at any point (θ0 , u 0 ) in any direction (θ, u) and its directional derivative is J 0 (θ0 , u 0 ; θ, u) = lim



1 [J (θ0 ε→0+ ε



+ εθ, u 0 + εu) − J (θ0 , u 0 )] nR R o T x = lim 1ε 0 a c [L(θ0 + εθ, u 0 + εu, x, t) − L(θ0 , u 0 , x, t)]dx dt ε→0+



=



R T R xc h ∂ L(θ0 ,u 0 ,x,t) 0



∂θ



a



θ+



∂ L(θ0 ,u 0 ,x,t) u ∂u



i



dx dt.



Hence, the cone of directions of decrease of the functional J (θ, u) at the point (θ ∗ , u ∗ ) is determined by (Girsanov, 1972, Theorem 7.5, p. 48) K 0 = {(θ, u) ∈ X |J 0 (θ ∗ , u ∗ ; θ, u) < 0} Z = (θ, u) ∈ X 



T 0



Z



a



xc







  ∂ L(θ ∗ , u ∗ , x, t) ∂ L(θ ∗ , u ∗ , x, t) θ+ u dx dt < 0 . ∂θ ∂u



(3.9)



If K 0 6= φ, then for any f 0 ∈ K 0∗ , there exists a constant λ0 > 0 such that (Girsanov, 1972, Theorem 10.2, p. 69)  Z T Z xc  ∂ L(θ ∗ , u ∗ , x, t) ∂ L(θ ∗ , u ∗ , x, t) (3.10) f 0 (θ, u) = −λ0 θ+ u dx dt. ∂θ ∂u 0 a 3.2



The cone of feasible directions K 1



Since Ω1 = L 2 (0, T ; H 1 (a, xc )) × Ω˜ 1 , here Ω˜ 1 = {u ∈ L ∞ (0, T ) | u 1 6 u(t) 6 u 2 , t ∈ [0, T ] a.e.} is o



a closed convex subset of L ∞ (0, T ), so the interior Ω 1 of Ω1 is not empty and at the point (θ ∗ , u ∗ ), the cone of feasible directions K 1 of Ω1 is determined by (Girsanov, 1972, Theorem 8.2, p. 59) o



K 1 = {λ(Ω 1 −(θ ∗ , u ∗ )) | λ > 0} o



= {h | h = λ(θ − θ ∗ , u − u ∗ ), (θ, u) ∈Ω 1 , λ > 0}.



(3.11)



ˉ ∈ L(0, T ) such that the linear functional Therefore, for an arbitrary f 1 ∈ K 1∗ , if there is a function a(t) defined by Z T f 1 (θ, u) = a(t)u(t)dt ˉ (3.12) 0
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is a support to Ω˜ 1 at the point u ∗ , then (Girsanov, 1972, pp. 76–77) a(t)[u(t) ˉ − u ∗ (t)] > 0,



3.3



∀ u(t) ∈ [u 1 , u 2 ], t ∈ [0, T ] a.e.



(3.13)



The cone of feasible directions K 2



Note that the second inequality constraint is Ω2 = {(θ, u) ∈ X | F(θ)(xc ) > F0 }. Let W (θ) = F0 − F(θ )(xc ).



(3.14)



Then, Ω2 = {(θ, u) ∈ X | W (θ ) 6 0}.



Here, we only consider W (θ ∗ ) = F0 − F(θ ∗ )(xc ) = 0. Since otherwise W (θ ∗ ) < 0 and (θ ∗ , u ∗ ) is an inner point of Ω2 . In this case, any direction is feasible and hence the cone of feasible directions K 2 of Ω2 at (θ ∗ , u ∗ ) is the whole space, i.e. K 2 = X . So Ω2 = {(θ, u) ∈ X | W (θ) 6 W (θ ∗ )}. By the same argument of Girsanov (1972, p. 52), we have the following lemma. L EMMA 1 Let W (θ) be defined by (3.14). Then, W (θ) is differentiable at any point θˆ in any direction θ and its directional derivative is Z ln 10 T 0 ˆ F (θˆ )(xc , t)θ(xc , t)dt. W (θ ; θ) = − z(θ r ) 0



And W (θ) satisfies Lipschitz condition in any ball. Here, we assume that W 0 (θ ; h) 6= 0 provided that W (θ) = 0. Note that for W (θ) given by (3.14), the directional derivative of W at θ ∗ in the direction θ 2 + 1 is Z ln 10 T F (θ ∗ )(xc , t)[θ 2 (xc , t) + 1]dt < 0. W 0 (θ ∗ ; θ 2 + 1) = − z(θ r ) 0



Hence (Girsanov, , Theorem 7.3, p. 45) K 2 = {(θ, u) ∈ X | W 0 (θ ∗ ; θ ) < 0}.



(3.15)



Define the linear operator A : X → H 1 (a, xc ) by Z ln 10 T F (θ ∗ )(xc , t)θ(xc , t)dt Aθ = z(θ r ) 0 and K = {ξ ∈ H 1 (a, xc ) | ξ > 0}. Then, o



K 2 = {(θ, u) ∈ X | Aθ(x, t) ∈ K }.



In view of A(θ 2 + 1) ∈ K , the interior of K , one has (Girsanov, 1972, pp. 72–73) K 2∗ = A∗ K ∗ ,



i.e. for any f 2 ∈ K 2∗ , there exists a constant δ > 0 such that Z δ ln 10 T F (θ ∗ )(xc , t)θ (xc , t)dt. f 2 (θ, u) = δ Aθ(x, t) = z(θ r ) 0



(3.16)
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The cone of tangent directions K 3



Define the operator G: X → L 2 (0, T ; H 1 (a, xc )) × (L 2 (0, T ))2 × (H 1 (a, x c ))2 by  ρc(θ)θt (x, t) − k 0 (θ )θx (x, t) + k(θ )θx x (x, t),        k(θ(a, t))θx (a, t) − α(θ (a, t) − u(t)),     G(θ, u) = k(θ(xc , t))θx (xc , t),       θ(x, 0) − θ0 (x),      θ(x, T ) − θend (x).



(3.17)



Then,



Ω3 = {(θ, u) ∈ X | G(θ(x, t), u(t)) = 0}.



(3.18)



The Fr´echet derivative of the operator G(θ, u) is  0 ˆ t)θt (x, t) + ρc(θ )θˆt (x, t) − k 00 (θ)θx (x, t)θˆ (x, t) ρc (θ)θ(x,        0 0   − k (θ)θx x (x, t)θˆ (x, t) − k (θ)θˆx (x, t) − k(θ )θˆx x (x, t),       ˆ t)θx (a, t) + k(θ (a, t))θˆx (a, t) − α(θˆ (a, t) − u(t)),  k 0 (θ(a, t))θ(a, ˆ 0 ˆ ˆ = G (θ, u)(θ, u)   k 0 (θ(xc , t))θx (xc , t)θˆ (xc , t) + k(θ(xc , t))θˆx (xc , t),        ˆ 0),  θ(x,      ˆ θ(x, T ).



Since (θ ∗ , u ∗ ) is the solution to Problem (2.5), it has G(θ ∗ , u ∗ ) = 0. Choosing arbitrary functions (g(x, t), g0 (t), g1 (t), g2 (x), g3 (x)) ∈ L 2 (0, T ; H 1 (a, xc )) × (L 2 (0, T ))2 × (H 1 (a, xc ))2 and solving the equation ˆ u) ˆ = (g(x, t), g0 (t), g1 (t), g2 (x), g3 (x)), G 0 (θ ∗ , u ∗ )(θ, we obtain  0 ∗ ˆ t)θt∗ (x, t) + ρc(θ ∗ )θˆt (x, t) − k 00 (θ ∗ )θx∗ (x, t)θˆ (x, t) ρc (θ )θ(x,        − k 0 (θ ∗ )θ ∗ (x, t)θ(x, ˆ t) − k 0 (θ ∗ )θˆx (x, t) − k(θ ∗ )θˆx x (x, t) = g(x, t),   xx       k 0 (θ ∗ (a, t))θ(a, ˆ t)θx∗ (a, t) + k(θ ∗ (a, t))θˆx (a, t) − α(θˆ (a, t) − u(t))  ˆ = g0 (t),   ˆ c , t) + k(θ ∗ (xc , t))θˆx (xc , t) = g1 (t), k 0 (θ ∗ (xc , t))θx∗ (xc , t)θ(x        ˆ 0) = g2 (x),  θ(x,      ˆ θ(x, T ) = g3 (x).



(3.19)
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Next, assume that the linearized system  ρc(θ ∗ )θt (x, t) = k(θ ∗ )θx x (x, t) + k 0 (θ ∗ )θx (x, t)        − θ(x, t)[ρc0 (θ ∗ )θt∗ (x, t) − k 00 (θ ∗ )θx∗ (x, t) − k 0 (θ ∗ )θx∗x (x, t)],     k(θ ∗ (a, t))θx (a, t) = α(θ(a, t) − u(t)) − k 0 (θ ∗ (a, t))θx∗ (a, t)θ(a, t),       k(θ ∗ (xc , t))θx (xc , t) + k 0 (θ ∗ (xc , t))θx∗ (xc , t)θ (xc , t) = 0,      θ(x, 0) = 0



(3.20)



is controllable. Then, choose the control u(t) = u(t) ˆ ∈ L ∞ (0, T ) such that θ(x, T ) = g3 (x) − γ (x, T ) and let θ(x, t) be the solution to the linearized system (3.20). Choose θˆ (x, t) = θ(x, t) + γ (x, t), where γ (x, t) satisfies the following equation:  ρc(θ ∗ )γt (x, t) = k(θ ∗ )γx x (x, t) + k 0 (θ ∗ )γx (x, t)       0 ∗ ∗ 00 ∗ ∗ 0 ∗ ∗   − γ (x, t)[ρc (θ )θt (x, t) − k (θ )θx (x, t) − k (θ )θx x (x, t)] + g(x, t),    k(θ ∗ (a, t))γx (a, t) = [α − k 0 (θ ∗ (a, t))θx∗ (a, t)]γ (a, t) + g0 (t),       k(θ ∗ (xc , t))γx (xc , t) + k 0 (θ ∗ (xc , t))θx∗ (xc , t)γ (xc , t) = g1 (t),      γ (x, 0) = g2 (x).



ˆ u) In this way, it suffices for (θ, ˆ satisfying (3.19). Therefore, the operator G 0 (θ ∗ , u ∗ ) maps X onto 2 1 2 L (0, T ; H (a, xc )) × (L (0, T ))2 × (H 1 (a, xc ))2 . Moreover, the cone of the tangent directions K 3 to the constraint Ω3 at the point (θ ∗ , u ∗ ) consists of the kernel of G 0 (θ ∗ , u ∗ ), i.e. (θ, u) satisfies the following equations in X (Girsanov, 1972, Theorem 9.1, p. 61):  ρc(θ ∗ )θt (x, t) = k(θ ∗ )θx x (x, t) + k 0 (θ ∗ )θx (x, t)        − θ(x, t)[ρc0 (θ ∗ )θt∗ (x, t) − k 00 (θ ∗ )θx∗ (x, t) − k 0 (θ ∗ )θx∗x (x, t)],     k(θ ∗ (a, t))θx (a, t) = α(θ(a, t) − u(t)) − k 0 (θ ∗ (a, t))θx∗ (a, t)θ(a, t),       k(θ ∗ (xc , t))θx (xc , t) + k 0 (θ ∗ (xc , t))θx∗ (xc , t)θ (xc , t) = 0,      θ(x, 0) = 0



and



θ(x, T ) = 0. Define K 31 = {(θ, u) ∈ X | (θ(x, t), u(t)) satisfies (3.21)}, K 32 = {(θ, u) ∈ X | (θ(x, t), u(t)) satisfies (3.22)}.



(3.21)



(3.22)
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Then, the cone of the tangent directions K 3 = K 31 ∩ K 32 . Hence, ∗ ∗ K 3∗ = K 31 + K 32 . ∗ , i = 1, 2. Then, f (θ, u) = 0 and for all For any f 3 ∈ K 3∗ , decompose f 3 = f 31 + f 32 , f 3i ∈ K 3i 31 2 1 θ(x, t) ∈ L (0, T ; H (a, xc )) satisfying θ(x, T ) = 0, there exists a function %(x) ∈ BMO(a, xc ), the space of functions of bounded mean oscillation (Fefferman & Stein, 1972), such that Z xc f 32 (θ, u) = θ (x, T )%(x)dx. a



It then follows from Theorem 1 that there exist continuous linear functionals, not all identically zero, such that f 0 + f 1 + f 2 + f 31 + f 32 = 0. Therefore, when selecting (θ, u) satisfying (3.20), f 31 (θ, u) = 0. Moreover, f 1 (θ, u) = − f 0 (θ, u) − f 2 (θ, u) − f 32 (θ, u) = λ0 −



Z



T 0



Z



xc



a



δ ln 10 z(θ r )



Z



 T



0



 ∂ L(θ ∗ , u ∗ , x, t) ∂ L(θ ∗ , u ∗ , x, t) θ(x, t) + u(t) dx dt ∂θ ∂u F (θ ∗ )(xc , t)θ(xc , t)dt −



Z



xc



θ(x, T )%(x)dx.



(3.23)



a



4. Pontryagin’s maximum principle Define the adjoint system of (3.20) as  ρc(θ ∗ )φt (x, t) = −k(θ ∗ )φx x (x, t) + k 0 (θ ∗ )[1 − 2θx∗ (x, t)]φx (x, t)         − [k 0 (θ ∗ )θx∗x (x, t) + k 00 (θ ∗ )θx∗ (x, t)]φ(x, t)       ∂ L(θ ∗ , u ∗ , x, t) δ ln 10    + λ0 − F (θ ∗ )(xc , t)θ(xc , t), ∂θ z(θ r )θ(x, t)(xc − a)     φx (a, t)k(θ ∗ (a, t)) = φ(a, t){α − k 0 (θ ∗ (a, t))[2θx∗ (a, t) − 1]},        φx (xc , t)k(θ ∗ (xc , t)) + φ(xc , t)k 0 (θ ∗ (xc , t))[2θx∗ (xc , t) − 1] = 0,       ∗ ρc(θend )φ(x, T ) = %(x)



(4.24)



with



Z



T 0



Z



a



xc



{k 00 (θ ∗ )θx∗ (x, t)[θx∗ (x, t) + 1] + k 0 (θ ∗ )θx∗x (x, t)}φ(x, t)dx dt = 0.



As with (2.3), when the solution of (4.24) is mentioned, we mean the weak solution.



(4.25)
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L EMMA 2 The solution of System (3.20) and the solution of its adjoint system (4.24), (4.25) have the following relation: λ0



Z



T



∂ L(θ ∗ , u ∗ , x, t) δ ln 10 θ(x, t)dx dt − ∂θ z(θ r )



xc



a



0



−



Z



Z



xc



θ(x, T )%(x)dx = −



a



Z



Z



T 0



F (θ ∗ )(x c , t)θ(xc , t)dt (4.26)



T



αφ(a, t)u(t)dt. 0



Proof. Multiplying the first equation in (4.24) by θ (x, t) and integrating over (0, T ) × (a, x c ) with respect to t and x, respectively, yield Z



T 0



Z



xc



ρc(θ ∗ )φt (x, t)θ(x, t)dx dt



a



=



Z



T



Z



xc



a



0



{−k(θ ∗ )φx x (x, t) + k 0 (θ ∗ )[1 − 2θx∗ (x, t)]φx (x, t)



− [k 0 (θ ∗ )θx∗x (x, t) + k 00 (θ ∗ )θx∗ (x, t)]φ(x, t)}θ(x, t)dx dt +



Z



T 0



Z



xc



λ0



a



∂ L(θ ∗ , u ∗ , x, t) θ(x, t)dx dt − ∂θ



Z



T 0



δ ln 10 F (θ ∗ )(xc , t)θ(xc , t)dt. z(θ r )



For the integral, we integrate it by parts and transfer the derivatives from φ(x, t) to θ (x, t). The proof then follows.  Now, by virtue of Lemma 2, we can rewrite f 1 (θ, u) as  Z T Z xc ∂ L(θ ∗ , u ∗ , x, t) (4.27) λ0 dx − αφ(a, t) u(t)dt. f 1 (θ, u) = ∂u 0 a Therefore, a(t) ˉ =



Z



a



xc



λ0



∂ L(θ ∗ , u ∗ , x, t) dx − αφ(a, t). ∂u



Then, (3.13) reads Z



a



xc



λ0



 ∂ L(θ ∗ , u ∗ , x, t) dx − αφ(a, t) ∙ [u(t) − u ∗ (t)] > 0, ∂u



(4.28)



∀ u(t) ∈ [u 1 , u 2 ], t ∈ [0, T ] a.e., where λ0 and φ(x, t) are not identical to zero simultaneously. Since, otherwise, there are f 0 , f 1 , f 2 , f 31 and f 32 being zero, which contradicts the choice of these continuous linear functionals. On the other hand, if K 0 is a null set, then  Z T Z xc  ∂ L(θ ∗ , u ∗ , x, t) ∂ L(θ ∗ , u ∗ , x, t) θ(x, t) + u(t) dx dt = 0, ∀ (θ, u) ∈ X. ∂θ ∂u 0 a
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In particular, if we choose λ0 = 1 and %(x) satisfying δ ln 10 z(θ r )



Z



T



F (θ ∗ )(xc , t)θ(xc , t)dt +



0



Z



a



xc
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θ (x, T )%(x)dx = 0,



it then follows from Lemma 2 that  Z T Z xc  ∂ L(θ ∗ , u ∗ , x, t) ∂ L(θ ∗ , u ∗ , x, t) θ (x, t) + u(t) dx dt ∂θ ∂u 0 a =



Z



T 0



Z



a



xc



 ∂ L(θ ∗ , u ∗ , x, t) dx − αφ(a, t) u(t)dt. ∂u



Therefore, Z



T



Z



 ∂ L(θ ∗ , u ∗ , x, t) dx − αφ(a, t) u(t)dt = 0, ∂u



xc



a



0



from which we obtain Z



xc



a



∂ L(θ ∗ , u ∗ , x, t) dx − αφ(a, t) = 0, ∂u



∀ u(t) ∈ L ∞ (0, T ),



∀ t ∈ [0, T ] a.e.



Therefore, (4.28) still holds. Finally, if there is a nonzero solution to the adjoint system  ρc(θ ∗ )φˆ t (x, t) = − k(θ ∗ )φˆ x x (x, t) + k 0 (θ ∗ )[1 − 2θx∗ (x, t)]φˆ x (x, t)          ˆ  − [k 0 (θ ∗ )θx∗x (x, t) + k 00 (θ ∗ )θx∗ (x, t)]φ(x, t)          ∂ L(θ ∗ , u ∗ , x, t) δ ln 10   − F (θ ∗ )(xc , t)θ(xc , t),  + λ0 ∂θ z(θ r )θ(x, t)(xc − a)    φˆ (a, t)k(θ ∗ (a, t)) = φ(a, ˆ  t){α − k 0 (θ ∗ (a, t))[2θx∗ (a, t) − 1]},  x         ˆ c , t)k 0 (θ ∗ (xc , t))[2θx∗ (xc , t) − 1] = 0,  φˆ x (xc , t)k(θ ∗ (xc , t)) + φ(x         ∗ ˆ ρc(θend )φ(x, T ) = %(x)



(4.29)



with



Z



T 0



Z



a



xc



ˆ {k 00 (θ ∗ )θx∗ (x, t)[θx∗ (x, t) + 1] + k 0 (θ ∗ )θx∗x (x, t)}φ(x, t)dx dt = 0



(4.30)



∗ )φ(x, ˆ ˆ such that α φ(a, t) = 0, ∀ t ∈ [0, T ] a.e., then when we choose λ0 = 0, %(x) = ρc(θend T ), (4.28) ˆ is still valid. Since, otherwise, if for an arbitrary nonzero solution φ(x, t) of (4.29) and (4.30), it has
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ˆ α φ(a, t) 6≡ 0, in this case we say the situation is nondegenerate. Then, the linearized system (3.20) is controllable. In fact, if (3.20) is not controllable, then there exists a function %(x) ∈ BMO(a, xc ) such that Z Z xc δ ln 10 T ∗ F (θ )(xc , t)θ(xc , t)dt + θ (x, T )%(x)dx = 0. z(θ r ) 0 a ˆ t) to be the solution of (4.29) and (4.30), then it follows from Lemma 2 that Choose λ0 = 0 and φ(x,  Z T Z xc ∂ L(θ ∗ , u ∗ , x, t) dx − αφ(a, t) u(t)dt = 0, ∀ u(t) ∈ L ∞ (0, T ). ∂u 0 a Hence,



Z



a



xc



∂ L(θ ∗ , u ∗ , x, t) dx − αφ(a, t) = 0, ∂u



∀ t ∈ [0, T ] a.e.



ˆ This is a contradiction. Therefore, under the assumption of α φ(a, t) 6≡ 0, System (3.20) is controllable. Combining the results above, we have obtained the Pontryagin’s maximum principle for Problem (2.5) subject to System (2.3). T HEOREM 2 Suppose (θ ∗ , u ∗ ) is a solution to the optimal control problem (2.5). Then, there exist λ0 > 0 and φ(x, t), not identically zero, such that the following maximum principle holds true: Z xc  ∂ L(θ ∗ , u ∗ , x, t) λ0 dx − αφ(a, t) ∙ [u(t) − u ∗ (t)] > 0, ∂u a (4.31) ∀ u(t) ∈ [u 1 , u 2 ], t ∈ [0, T ] a.e., where the function φ(x, t) satisfies the adjoint equation (4.24) and (4.25).



5. Conclusion The paper investigates the sterilization of prepackaged solid foods from an optimal control point of view. The state equation is expressed as a nonlinear parabolic boundary-value problem with the boundary control. The inequality constraints on both the control and the state are imposed and the quite general cost function is presented. By the Dubovitskii–Milyutin functional approach, we obtain the Pontryagin’s maximum principle, which is the optimality necessary condition of the optimal control system with fixed final horizon and phase constraints. The priority of obtained results is at the dealing with the inequality constraint. Moreover, by this way, we can attack more general optimal control problems with more state and mixed state–control constraints, which can be categorized into the future work. Other works to be considered in the future still include the numerical simulation, the addition of the convective terms and different cost functionals such as the free final horizon. Acknowledgements The authors thank the anonymous referees and the editor for their helpful comments and suggestions which greatly improve this paper.
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