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Multigrid Methods for NIPG K. Johannsen The Center for Subsurface Modeling (CSM) The Institute for Computational Engineering and Sciences (ICES) The University of Texas, Austin, TX 78712, USA



Abstract In this paper we consider the class of NIPG discretizations for the Laplace equation on conforming, nondegenerate, quasiuniform grids in two space dimensions. We investigate different multigrid methods using block variants of the classical Jacobi and GaussSeidel type smoothers. Two classes of smoothing iterations are considered. The class of element block iterations appears to be efficient only for a restricted range of discretization schemes. In contrast, a new class of node-centered overlapping block iterations introduced in this paper exhibits a robust behavior with respect to the discretization penalty. The schemes are analyzed for a special one-dimensional model. In the two-dimensional setting thorough numerical experiments are carried out showing a robust behavior of the proposed methods. AMS Subject Classification: 65F10, 65F50, 65N22, 65N30, 65N55. Key words: smoothing property, multigrid method, sparse matrices, discontinuous Galerkin methods, robustness 1 Introduction The application of discontinuous Galerkin methods to elliptic boundary value problems began in the early 1970’s [1, 2, 4, 13, 22, 23, 33, 34]. Whereas the first methods were symmetric, in the late 1990’s the development of nonsymmetric discretizations gained increasing attention [3, 7, 12, 24–32]. To date, many aspects of the discontinuous
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Galerkin methods are well understood. Due to their interesting properties, fast solution schemes for the resulting discrete equations became a field of active research. Especially attractive are multigrid methods because of their potential for optimal complexity. Their application to conforming finite element discretizations is well established. In the case of symmetric discontinuous Galerkin methods (SIPG [33] and LDG [11]) multigrid schemes have been applied successfully [9, 10, 14, 20, 21]. Nonsymmetric variants have been investigated in [6, 16–19]. In [6], a V-cycle multigrid iteration employing a block ILU-smoother is used to solve Poisson-type problems with varying coefficients discretized by Baumann’s method [3]. In numerical experiments the method is shown to be reasonably fast. Fourier analysis is applied to various discontinuous Galerkin methods investigating spectra and smoothing factors of the considered smoothing block iterations (Jacobi, Gauss-Seidel and symmetric Gauss-Seidel), as well as two-grid convergence rates in [16–18]. The analysis is restricted to the structured case. In [19], W-cycle convergence is shown for the NIPG method with an appropriately chosen penalty parameter. In this paper we discuss two different classes of block iterative schemes used as smoothers in multigrid. One corresponds to blocks associated with finite elements; this class of schemes has been analyzed previously. The one to be introduced here corresponds to a blocking of the degrees of freedom associated with the nodes of the grid. It has similarities with the smoothing iterations analyzed in [16–18]. Robustness issues regarding the resulting multigrid schemes with respect to the polynomial basis, the grids and the penalty parameter of the discretization are investigated. It is found that the proposed methods are far superior to the methods using element blocks, and they exhibit many of the desired robustness properties. The remainder of this paper is organized as follows. In section 2, we analyze two Jacobi-type iterations with respect to a one-dimensional model problem. In section 3, we define the two-dimensional model problem and describe the NIPG discretization. The multigrid methods are described in section 4. In section 5, we investigate the behavior of the multigrid methods as applied to the model problem defined in section 3. Finally, in section 6, concluding remarks are given. 2 Analysis of a one-dimensional model problem In this section we investigate the discretization of the one-dimensional Laplace equation on an infinite, equidistant grid using Baumann’s
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method [3] with P2 -elements. We shall study the behavior of blocktype Jacobi smoothers. Let h > 0, eh,j = [jh, (j + 1)h], j ∈ Z and the infinite grid be defined by Th = {eh,j |j ∈ Z}. We associate with Th the broken Sobolev space Vh,2 = {u ∈ L2 |u|e ∈ P2 , e ∈ Th }, where P2 denotes the space of polynomials of order k ≤ 2. On V h,2 × Vh,2 we define the bilinear form XZ X X u0 v 0 dx − hu0 i[v] + hv 0 i[u], (1) ah (u, v) = e∈Th



e



x∈hZ



x∈hZ



where u0 denotes the derivative of u, hui(x) = 12 (u(x+ ) + u(x− )), with u(x+ ) = limy→x,y>x u(y) and u(x− ) correspondingly, and [u] = u(x+ ) − u(x− ). For details, see [3]. To represent vectors and linear mappings, we use the basis functions arising from the monomial basis {1, x, x2 } of P2 on the reference element er = [0, 1] and the appropriate affine transformation. Vh,2 is isomorphic to V2 = R3 ⊗ RZ , and linear mappings may be represented by infinite block matrices. Let the elements of Th be ordered lexicographically and     0 0 −6 0 1 2 1  1  1 1 1 ; 0 6 3 , D= L = −U T = 6h 2h 6 9 8 0 0 0 (1) is represented by an infinite block-tridiagonal Toeplitz matrix, which we write using the usual stencil notation A = [L|D|U ] ∈ V2 × V2 . We investigate A by means of Fourier analysis. Let k ∈] − π, π] and ϕk ∈ RZ with (ϕk )j = eikhj ,



j ∈ Z,



(2)



where i denotes the complex unit. Let x ∈ R 3 ; it follows that A(x ⊗ ϕk ) = (Ak x) ⊗ ϕk ,



(3)



with Ak = Le−ikh + D + U eikh ∈ C3×3 . 2.1 The element-block Jacobi iteration We investigate the block Jacobi iteration, obtained by blocking the degrees of freedom associated with each element. Let θ ∈ R; the damped variant is defined by S1 = I − θN1 A,



N1 = [0|D −1 |0],
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where 0 denotes the 3 × 3 zero matrix and I the identity in V 2 . Like A, S1 is an infinite block-tridiagonal Toeplitz matrix. Let x ∈ R 3 , k ∈]-π, π], and ϕk ∈ RZ defined by (2); it holds that S1 (x ⊗ ϕk ) = (S1,k x) ⊗ ϕk ,



(4)



with S1,k = (1−θ)I−θD −1 Le−ikh −θD −1 U eikh ∈ C3×3 . In the present context we define the smoothing property of an iterative scheme as follows. Definition 1 Let k ∈] − π, π] and Ak , Sk ∈ C3×3 . Sk is said to fullfil the smoothing property if ν sup kAk S1,k k2 ≤ η(ν)



(5)



k∈]−π,π]



for a function η(ν) → 0, ν → ∞. Lemma 1 Let θ ∈]0, 2[ and Ak , S1,k defined according to (3), (4). It holds that lim



ν sup kAk S1,k k2 ≥ 1/3.



ν→∞ k∈]−π,π]



Proof We consider S1,k (θ), where we write its dependence on the damping parameter explicitly. Elementary manipulations show that   0 0 0 ν (6) A0 S1,0 (1) =  0 0 0  , ∀ν ≥ 1. 0 0 1/3 Let θ ∈]0, 2[. It holds that



S1,k (θ) = (1 − θ)I + θS1,k (1), and, therefore, ν   X ν



µ (1 − θ)ν−µ θ µ A0 S1,0 (1) µ µ=0 ν   X ν (1 − θ)ν−µ θ µ A0 S1,0 (1) + (1 − θ)ν A0 (I − S1,0 (1)) = µ



ν A0 S1,0 (θ)=



µ=0



=A0 S1,0 (1) + (1 − θ)ν A0 (I − S1,0 (1)).



Hence, ν ν sup kAk S1,k k2 ≥ kA0 S1,0 k2 ≥ 1/3 − (1 − θ)ν kA0 (I − S1,0 (1))k2 ,



k∈]−π,π]



which implies the initial assertion.
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Fig. 1. Numerical evaluation of the left hand side of (5) for k = 0, k = 10−α/100 π, α ∈ [0, 250]N and ν ∈ [1, 1000]N . The upper bound from (8) is indicated by the solid line.



The lemma shows that the smoothing property according to Definition 1 does not hold for S1 . From (6) we can see that the x2 component of the error is not reduced sufficiently for small Fourier frequencies k. Note that this behavior is independent of the damping factor. Due to these results, it is highly questionable that analogous multigrid schemes for higher dimensions (using Q 2 -elements) are applicable to Baumman’s scheme. A confirmation of this conclusion will be given in section 5.



2.2 An overlapping block Jacobi iteration An overlapping block Jacobi iteration is realized by an additive subspace correction method, where each subspace corresponds to the degrees of freedom associated with a pair of neighboring elements. Let θ ∈ R; this method is defined by S2 = I − θN2 A,



N2 = [NL |ND1 + ND2 |NU ],
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where ND1 , ND2 , NL , NU ∈ R3×3 are given by    −1 N D1 N U DU = . N L N D2 LD Matrix S2 is an infinite, block-pentadiagonal Toeplitz matrix. Let x ∈ R3 , k ∈]-π, π], and ϕk ∈ RZ defined by (2); it holds that S2 (x ⊗ ϕk ) = (S2,k x) ⊗ ϕk



(7)



with an appropriate S2,k ∈ C3×3 . We will now investigate the smoothing property for this iteration. Lemma 2 Let θ = 1/2 and Ak , S2,k defined according to (3), (7). It holds that ν sup kAk S2,k k2 ≤ 2/ν,



∀ν ≥ 1.



(8)



k∈−π,π



Proof The proof shall not be given analytically but by numerical evaluation. The left hand side of (5) has been evaluated for k = 0, k = 10−α/100 π, α ∈ [0, 250]N and ν ∈ [1, 1000]N . The results are depicted in Fig. 1. They clearly confirm (8), and no reasonable doubts on the validity of assertion (8) are valid. Lemma 2 proves the smoothing property for the one-dimensional Laplace problem. Due to the strong assumptions made here it is not clear to what extent these results carry over to the two-dimensional situation. 3 Model problems and discretization Let Ω =]0, 1[2 ⊂ R2 and f ∈ L2 (Ω). Let u ∈ H01 (Ω) be the weak solution of −∆u = f, u = 0,



x ∈ Ω, x ∈ ∂Ω.



(9a) (9b)



The solution is fully regular, i.e. u ∈ H 2 (Ω) ∩ H01 (Ω). Let T be a con¯ forming, nondegenerate, quasiuniform triangulation with ∪ e∈T e = Ω, where e is a triangle or a quadrilateral. The nondegeneracy condition requires that there exists a parameter ρ > 0 such that, if he = diam(e), then e contains a ball with radius ρh e . With T we associate the broken Sobolev space H1 (T) = {u ∈ L2 (Ω)|u|e ∈ H1 (e)∀e ∈ T}.
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Let ne denote the outer normal of e ∈ T and Γe,f := e¯∩ f¯ the common interface of e, f ∈ T. We define the average of a vector valued function u ∈ (H1 (T))d by ( u|e on ∂e ∩ ∂Ω hui = u|e + u|f )/2 on Γe,f ⊂ Γ \∂Ω and the jump of a scalar function u ∈ H 1 (T) by ( u|e ne on ∂e ∩ ∂Ω . [u] = u|e ne + u|f nf on Γe,f ⊂ Γ \∂Ω The variational formulation of (9) on grid T for the NIPG method reads as follows: Find u ∈ H1 (T) such that B(u, v)=L(v)



∀v ∈ H1 (T)



(10)



with B(u, v)=



XZ e∈T



∇u · ∇vdx −



Z



h∇ui · [v]ds



Γ



e



µ + h∇vi · [u]ds + h Γ Z



Z



[u] · [v]ds



(11)



Γ



and L(v)



=



XZ e∈T



f vdx. e



The parameter µ ∈ R is called the penalty parameter. We discretize the variational problem (10) by replacing H 1 (T) with the finite dimensional subspace VPk (T) = {u ∈ L2 (Ω)|u|e ∈ Pk (e)∀e ∈ T} ⊂ H1 (T), where Pk (e) denotes the space of complete polynomials on e with degree ≤ k. Since we are considering only element block type iterative schemes, the choice of the basis functions on each element is not relevant for the iterative schemes. Nevertheless, numerical stability issues and round-off error control suggest the usage of certain polynomials. We use L2 -orthogonalized basis functions. Alternatively, we use the space VQk (T) = {u ∈ L2 (Ω)|u|e ∈ Qk (e)∀e ∈ T} ⊂ H1 (T), where Qk (e) denotes the space of tensor product Ansatz functions with polynomials of degree up to k in each spatial direction.
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4 Multigrid methods In this section we define the multigrid schemes that will be investigated subsequently. Let L ≥ 1, T0 be a conforming triangulation of Ω and Tl be the uniform refinement of Tl−1 , 0 < l ≤ L [5]. On each grid level we discretize the model problem (9) by means of the NIPG discretization. For the prolongation we use the natural embedding, for the restriction the L2 -projection. We use ν pre- and post-smoothing steps on each grid level and one recursive call for the coarse grid corrections (V (ν, ν)-cycle). The problem on the coarsest grid (level 0) is solved exactly. The components described so far are standard. For details we refer to [8, 15, 35, 37]. As smoothing iterations, we employ block variants of the Jacobi, the Gauss-Seidel and the symmetric Gauss-Seidel iterations. We shall describe them in the framework of subspace correction methods [36]. Let 0 < l ≤ L, k ≥ 1 and V be either VPk (Tl ) or VQk (Tl ). Let e ∈ Tl and Ve ⊂ V be the linear subspace spanned by the degrees of freedom of e. The solution u ∈ V of the discrete problem fulfills B(u, v)=L(v),



∀v ∈ V.



Let Pe : V → Ve be defined by B(Pe v, ve )=B(v, ve ),



∀v ∈ V, ve ∈ Ve



(12)



and u0 be an approximation of u. The subspace correction step corresponding to Ve leads to the new iterate un = u0 + Pe (u − u0 ). The correction ce = Pe (u − u0 ) corresponds to an exact solve on Ve , which can be found by solving B(ce , ve )=L(ve ) − B(u0 , ve ),



∀ve ∈ Ve



(13)



for ce ∈ Ve . Let θ ∈ R. The method of parallel subspace corrections X Pe (u − u0 ) (14) u1 = u 0 + θ e∈Tl



is referred to as the (damped) element block Jacobi iteration, [EBJAC]. It does not depend on the ordering of the elements. In order to define successive subspace correction methods, we must define an ordering of the subspaces. Let N = #T l and I : [1, N ]N → Tl be bijective. I induces an ordering of the elements and, subsequentially,
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0 50 25



1 200 100



9 2 800 400



3 3.200 1.600



4 12.800 6.400



5 51.200 25.600



6 204.800 102.400



Table 1. Number of elements of the triangular grids (structured and unstructured) and of the square grids on different grid levels.



an ordering of the subspaces Ve , e ∈ T. We define the successive subspace correction method by u00 =u0 ,



(15a)



ui0 =u0 + Pei (u − ui−1 0 ),



0 < i ≤ N,



u1 =uN 0 .



(15b) (15c)



We refer to this iteration as the element block Gauss-Seidel iteration, [EB-GS]. The corresponding symmetric variant [EB-SGS] is defined by u00



=u0 , i u0 =u0 + +i uN =u0 + 0 u1 =u2N 0 .



(16a) Pei (u −



ui−1 0 ),



PeN −i+1 (u −



u0N +i−1 ),



0 < i ≤ N,



(16b)



0 < i ≤ N,



(16c) (16d)



Let the set of nodes of T be defined by ¯ = corner(e), e ∈ T}. N (T) = {p ∈ Ω|p For n ∈ N we define Vn = ⊕e∈T,e∩n6=∅ Ve , and Pn : V → Vn analogously to (12). The method of parallel subspace corrections, defined analogously to (14), is called the (damped) overlapping block Jacobi iteration, [OB-JAC]. Provided an ordering of the nodes is given, the overlapping block Gauss-Seidel, [OB-GS] and the symmetric, overlapping block Gauss-Seidel, [OB-SGS] are defined analogously to (15) and (16). 5 Numerical experiments In this section, we investigate the behavior of the multigrid methods described in the previous section. Since analytical results are not available we give a detailed discussion of numerical experiments
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Fig. 2. Coarse grid triangulations used for the numerical experiments. The structured square grid (left) is investigated in section 5.1 and 5.2, the structured (middle) and unstructured (right) triangular grids are investigated in section 5.2.



in order to show the capabilities and the limits of the proposed schemes. For practical reasons, we limit our considerations to the two-dimensional model problem (9) on the unit square and to uniformly refined grid hierarchies. For the numerical experiments we use one of the grids shown in Fig. 2 as a coarse grid. The number of elements in the resulting grid hierarchies are given in Table 1. 5.1 Overlapping and non-overlapping iterations Now we compare the multigrid methods introduced in the previous section. The methods differ only in the smoothers employed. We investigate the schemes on the structured square grid hierarchy (arising from the coarse grid of Fig. 2, left) using the polynomial basis Q 2 on each element. This setting corresponds to a finite, tensor-product problem and resembles the situation analyzed in section 2, where P2 (= Q2 ) one-dimensional elements have been used. We investigate six V (ν, ν)-multigrid iterations using damped smoothers (damping factor θ) specified by: EB-JAC smoother, EB-GS smoother, EB-SGS smoother, OB-JAC smoother, OB-GS smoother, OB-SGS smoother,



θ = 0.75, θ = 1, θ = 1, θ = 0.5, θ = 1, θ = 1,



ν ν ν ν ν ν



= 4, = 1, = 1, = 4, = 1, = 1.



(17) (18) (19) (20) (21) (22)



The choice of the nontrivial damping factor for the Jacobi variants is experimental; the number of smoothing steps has been chosen to obtain reasonable convergence rates. (The ordering of the elements and nodes is chosen lexicographically; first left to right, then bottom to
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Fig. 3. Average convergence rates for the multigrid schemes (17)-(22). The calculations have been carried out on grid level l, l = 1, . . . , 5, corresponding to the different lines in the figures.



top. The geometrical position associated with the nodes is naturally its location; the position of the elements is its center of mass). We measure the convergence rate by   kd20 k2 1/10 ρ10,20 := , (23) kd10 k2 where di is the defect of the i-th iterate in a L 2 -orthogonal basis, defined by the right hand side of (13). We investigate the multigrid convergence for the different grid levels and penalty parameters l ∈ {1, . . . , 5},



µ ∈ {10−3 , 10−2 , . . . , 106 }.



(24)



The numerical results are given in Fig. 3. Each of the sub-figures corresponds to one of the multigrid schemes (17)-(22), as indicated, and displays the multigrid convergence rate in dependence on the
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Fig. 4. Average convergence rates for the multigrid schemes (17)-(22), where the number of smoothing steps is increased by a factor of four for each scheme (indicated by an asterisk). The calculations have been carried out on grid level l, l = 1, . . . , 5, corresponding to the different lines in the figures.



penalty parameter. The different graphs correspond to different grid levels (the graphs are not labeled, larger convergence rates correspond always to higher grid levels). In the left column the results corresponding to the element block iterations (from top to bottom: Jacobi, Gauss-Seidel, symmetric Gauss-Seidel) are given. They show mesh-size-independent convergence for a narrow band of penalty parameters, centered around 1. This result resembles the findings for the symmetric smoother investigated in [19] as well as the results obtained for the symmetric SIPG discretization reported in [14, 20]. As can be seen from the figure, the schemes do not converge for very small or very large penalty parameters. The results of the corresponding three overlapping block iterations are given in the right column of Fig. 3. In these cases the schemes exhibit mesh-size-independent
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convergence even for small penalty parameters. Numerical results not given here indicate that this holds even for µ = 0, where the NIPG discretization coincides with Baumann’s method [3]. The behavior of the EB-JAC confirms, by analogy, the result for the one-dimensional case given in Lemma 1. The behavior of the OB-JAC confirms the result given in Lemma 2. For large penalties the schemes (17)-(22) exhibit increasingly poor multigrid convergence. For (17)-(19) this behavior cannot be improved, whereas for (20)-(22) it can be improved by increasing the number of smoothing steps. To illustrate this fact we display the convergence rates for (17)-(22) in Fig. 4, where we used a V (4ν, 4ν)-cycle instead of the V (ν, ν)-cycle investigated in Fig. 3. Whereas the modified schemes (17) ? -(19)? do not show a significant improvement in their large penalty behavior, the modified schemes (20)? -(22)? do (a further improvement of the modified scheme (20) may be obtained by further increasing the number of smoothing steps). The results in Fig. 3 and 4 show clearly that the usage of the overlapping block-type smoothers leads to multigrid schemes that are robust with respect to the penalty parameter. The results for the OB-JAC show that the robustness may be obtained by local smoothing procedures. Note that this method requires the choice of an appropriate damping factor.



5.2 The symmetric, overlapping block Gauss-Seidel iteration In this section we investigate the extent to which the results from the previous section carry over to more general cases. Previously, we investigated the behavior of different smoothers with respect to the model problem discretized by Q2 elements on regular square grids. It turned out that the overlapping block-type smoothers show robustness with respect to the penalty parameter. Since we are interested in the development of practically applicable multigrid schemes we study the scheme using the OB-SGS (22). We investigate its convergence properties for different grid hierarchies arising form the coarse grids given in Fig. 2 and for the different element Ansatz spaces P k and Qk , k = 1, . . . , 5. We consider the same range of penalty parameters as in the previous section (24). The range of refinement levels is restricted by memory limitations, and it depends on the element Ansatz spaces. The maximum levels investigated are lP1 = 6, lQ1 = 6,



lP2 = 6, lQ2 = 5,



lP3 = 5, lQ3 = 4,



lP4 = 4, lQ4 = 4,



lP5 = 4, lQ5 = 3.
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5.2.1 Structured square grids The results for the square grids are given in Fig. 5. In the left column the convergence rates for P k , k = 1, . . . , 5 are displayed and in the right coulumn are rates for Q k , k = 1, . . . , 5. In the discussion of our results, we distinguish three regions of the penalty parameter. Small penalties (0 ≤ µ  1) This range of penalties resembles the behavior of its limit at µ = 0, Baumann’s scheme. It can be seen clearly from Fig. 5 that the schemes using P 1 or Q1 elements lead to the divergence of the multigrid method. This is due to a lack of approximation in the resulting discretization. For the P k -, Qk -elements, where k ≥ 2, an L2 -convergence of second order is obtained [27], and the approximation is sufficient for mesh-size-independent multigrid convergence. In Fig. 5 h-uniform convergence is documented, indicating that the OB-SGS iteration is a smoother for any of the discretizations considered. By analogy, the smoothing properties are explained by the findings given in section 2. Medium penalties (µ ≈ 1) In this range of penalties, all discretization schemes have good approximation qualities (second order in L 2 ). For polynomial degree k = 1 there is numerical evidence; for k ≥ 2 a proof has been given [27]. The OB-SGS shows good smoothing qualities and an h-independent multigrid convergence result in all cases. By analogy, the smoothing properties observed here may be explained by the behavior seen in the case of the symmetric SIPG discretization. In that case, even the EB-SGS has been shown to obey the smoothing property [14]. For the nonsymmetric case considered here, a variant of the Gauss-Seidel iteration has been shown to be a smoother [19]. Large penalties (µ  1) In this case we shall distinguish different situations according to the properties of the penalty term from (11), i.e. Z 1 [u] · [v]ds. (25) h Γ For the discretization scheme to exhibit an sufficient L 2 -convergence for increasing penalties, the kernel of (25) must be sufficiently large. For P1 elements it is easy to see that the kernel is trivial. Mesh size independent multigrid convergence therefore cannot be expected. This is in accordance with the numerical findings. In all other cases the kernel contains at least the conforming Q 1 -functions and is therefore large enough for a sufficient approximation. For P k , k ≥ 2, the
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numerical experiments show a deterioration of the multigrid convergence with increasing penalty, indicating a failure of the smoothing iteration. In the case of tensor product elements (Q k , k ≥ 1), the numerical results for the V (1, 1)-cycle show a slight increase in the multigrid convergence rate with increasing penalty. Numerical experiments not documented here show that the usage of a W (ν, ν)cycle multigrid leads to h-independent multigrid convergence for Q k elements, provided ν is large enough. This does not hold true in the case of Pk -elements. An explanation of this behavior is beyond the scope of this paper. 5.2.2 Structured triangular grids The results for the structured triangular grids are given in Fig. 6. The behavior of the multigrid convergence for small and medium penalty parameters resembles the one found for the square grids. The argumentation is the same, even though the similarity with the investigations made in section 2 is not as striking as in the previous case. The major differences can be seen for large penalties. For Pk -elements, k ≥ 1, the kernel of (25) contains the conforming P1 -functions, i.e. the kernel is large enough to obtain a sufficient approximation. This is in accordance with the mesh-size-independent multigrid convergence observed for P k , k ≥ 1. The numerical results for Qk , k ≥ 1 show a deterioration of the multigrid convergence with increasing penalty parameter. Results not documented here show that for k = 1, 2, 3 the usage of a W (ν, ν)-cycle, with ν large enough, is sufficient for fast multigrid convergence in the large penalty range. For k = 4, 5 a remedy of this type is not possible. An explanation of this behavior is beyond the scope of this paper. 5.2.3 Unstructured triangular grids The results for the unstructured grid are given in Fig. 7. They resemble the behavior for structured triangular grids, indicating that the structured nature of the grid considered in the previous section is of no importance to the multigrid convergence behavior. 6 Conclusions In this paper we have investigated several variants of the classical iterative schemes (Jacobi, Gauss-Seidel, symmetric Gauss-Seidel) as applied to the NIPG discontinuous Galerkin discretization of the Laplace equation. The variants may be divided into two groups. On the one hand we considered the methods arising from a blocking of the unknown associated with the elements. These methods lead to
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Fig. 5. Average convergence rates for V (1, 1)-cycle multigrid method using the symmetric, overlapping block Gauss-Seidel iteration as smoother on a structured mesh hierarchy using square elements. The left column corresponds to the p1 , . . . , p5 basis (top to bottom). The right column corresponds to the q1 , . . . , q5 basis (top to bottom).
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Fig. 6. Average convergence rates for V (1, 1)-cycle multigrid method using the symmetric, overlapping block Gauss-Seidel iteration as smoother on a structured mesh hierarchy using triangular elements. The left column corresponds to the p1 , . . . , p5 basis (top to bottom). The right column corresponds to the q1 , . . . , q5 basis (top to bottom).
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Fig. 7. Average convergence rates for V (1, 1)-cycle multigrid method using the symmetric, overlapping block Gauss-Seidel iteration as smoother on an unstructured mesh hierarchy using triangular elements. The left column corresponds to the p1 , . . . , p5 basis (top to bottom). The right column corresponds to the q1 , . . . , q5 basis (top to bottom).
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