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Multiple-Server Movie-Retrieval Strategies for Distributed Multimedia Applications: A Play-While-Retrieve Approach Long Chen and Bharadwaj Veeravalli, Member, IEEE



Abstract—In this paper, we present a generalized approach to retrieve a long-duration movie requested using a network-based video-on-demand service infrastructure employing multiple servers. We design and analyze a play-while-retrieve (PWR) playback strategy for this multiserver environment such that the access time (waiting time for the clients) is minimized. For this strategy, we use both the single-installment and multi-installment retrieval strategies to analyze the performance of the service system. For the above-mentioned retrieval strategies, we explicitly derive closed-form expressions for a minimum access time. For the case of multi-installment retrieval strategy, we conduct asymptotic performance analysis that quantifies the ultimate performance bounds of our strategy. We demonstrate analytically the impact of a large-scale network, as well as the impact of indefinitely increasing the number of installments, on the performance of such a multiserver service system. We then address the problem of buffer management at the client site, which is a closely related issue that has a significant influence on the performance of the strategy, and also serves as a key issue in making the service system attractive for clients. We derive relationships that quantify the minimum amount of buffer expected at the client site to have a smooth presentation with this multiserver service structure. Finally, we perform simulation experiments to verify all our theoretical findings. In the experiments, we compare the performance of PWR strategy with that of play-after-retrieve strategy, and discuss certain important points that are crucial for implementing a real-life working multiserver service system. Index Terms—Access time, play-while-retrieve, retrieval strategy, video-on-demand.



I. I NTRODUCTION



P



ROVIDING high-fidelity network-based video-ondemand (VoD) service poses considerable challenges to the service providers. One common architecture shared by most VoD-system service providers is a single-server model. However, issues, such as scalability (in terms of growing client population) and server-system fault tolerance, cannot be satisfactorily addressed by using this single-server architecture. The issues mentioned above are essentially due to the fundamental limitations of the single-server architecture. In recent years, researchers have begun to investigate video-server designs and implementations based on employing a multipleManuscript received April 10, 2003; revised May 18, 2004 and January 30, 2005. This paper was recommended by Associate Editor R. G. Mathieu. The authors are with the Open Source Software Laboratory, Department of Electrical and Computer Engineering, National University of Singapore, Singapore 117576 (e-mail: [email protected]; [email protected]). Digital Object Identifier 10.1109/TSMCA.2005.851341



server architecture to provide high-quality, highly scalable, fault-tolerant service on networks. In this paper, we consider a multiserver architecture in which several geographically separated high-end multimedia servers can cooperate and share the available video documents, in order to serve their local subscribers. This multiserver service structure is particularly attractive because of the following reasons. Firstly, by using multiserver strategy, not only the powerful broadband workstations can be used, but also low-bandwidth servers can be utilized in an efficient way in the retrieval process. With some effective retrieval strategies, the clients may retrieve different movie portions from different movie servers, taking into account the bandwidths that servers can afford. Secondly, on a network-based service-rendering environment, by employing the multiple-servers strategy as in [1], the workload can be balanced among the servers [2]. Thirdly, considering the fault-tolerance aspect, even under server/link failures, the workload imbalance can be gracefully taken cared of by the remaining servers. Since multiple servers are engaged in the retrieval process, failure of one or more servers will allow the service to continue without any interruption, so long as there is at least one server active. In contrast, with the conventional system, most probably, the clients may need to be rescheduled, or the presentation gets affected. Also, as shown in the simulation study in [1] and [3], the scalability of the physical system and the heterogeneity of the system, can be easily accounted for in the design, as the size of the portions retrieved from each of the servers depends on the available transmission rate and playback rate of the movie.



A. Our Contributions In this paper, we design efficient movie-retrieval strategies that minimize the access times of movies, by clients employing this multiserver distributed architecture. We now present our contributions. We first design and analyze a play-while-retrieve (PWR) playback strategy for a multiserver environment, using both the single-installment and multi-installment retrieval strategies. We explicitly derive closed-form expressions for a minimum access time. For multi-installment strategy, we derive ultimate performance bounds (asymptotic performance analysis) that quantify the limiting performance of our strategy. We then address the problem of buffer management at the client site and derive relationships that quantify the minimum amount of buffer expected at the client site to have a smooth
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Fig. 2. Example of a PWR strategy.



Fig. 1.



Architecture of a multiserver VoD system.



presentation. Finally, we verify all our theoretical findings via rigorous simulation experiments, and discuss certain important points that are crucial for implementing a real-life working multiserver service system. The rest of this paper is organized as follows. In Section II, we present the problem setting and basic idea with the required notations and terminology used throughout the paper. In Section III, we present the design and analysis of the PWR strategy to minimize the access time. In Section IV, we present an analysis on buffer management at the client site using PWR strategy. In Section V, we present our simulation experiments, and in Section VI, we present some brief comments on recent literature that is closely related to the problem addressed in this paper. In Section VII, we conclude the paper with some openended issues to be addressed.



II. S ERVICE M ODEL AND P RELIMINARY R EMARKS We envisage the underlying network as shown in Fig. 1. In the network shown, each server serves its respective local customers and customers situated at other sites. The request for viewing a movie is individually initiated by local clients on each server. Upon the arrival of a request, a server seeks the requested movie locally first. If this movie is available locally, then the movie is retrieved and presented to the user. However, if the requested movie is not available locally, this original server can obtain the information about the requested movie on other servers by employing look-up services, such as the directory service. Then, the requested movie can be retrieved from one or more servers employing our proposed strategy. Below, we describe the basic retrieval mechanism employed in our strategy.



A. Description of the Strategy We now describe the PWR strategy used in this paper. Consider a scenario in which a requested movie is not available locally at the original server, denoted as, S and let the requested movie, of size L bits, be present at servers S0 , S1 , and S2 . Let



the connection bandwidths of channels from other servers be denoted as bwi , i = 0, 1, 2, measured in bits per second, and let the playback rate at the client site be Rp , measured in bits per second. In our strategy, from each server, a portion of the entire movie, denoted as mi , i = 0, 1, 2, is retrieved and is collected by S in a particular order. Upon receiving the first portion of the movie from S0 , the playback may start at the user terminal, as retrievals from other servers are underway. As mentioned in Section I, presentation continuity is one of the quality of service (QoS) requirements for a multimedia presentation. Thus, in order to start the playback when retrievals from other servers are underway, the size of the portion retrieved must be such that there should not be any data starvation for playback. In other words, the size of the portion retrieved must guarantee the presentation continuity. Now, the retrieval strategy must be such that before the playback of this portion comes to an end, the next portion of the requested movie data should be made available from S1 . This retrieval process continues until the entire movie is retrieved from the set of servers. The above example describes our retrieval strategy in which server S only retrieves one portion of the movie from each server. This strategy is referred to as single-installment retrieval strategy. On the other hand, the retrieval process may be such that server S may retrieve movie portions from each server in multiple installments. Thus, each server participates in the retrieval process more than once. In [1], play-after-retrieve (PAR) strategy was attempted, in which playback is initiated after the entire first portion is retrieved from S0 . However, it may be possible to start the playback soon after receiving a critical size of the first portion. Of course, presentation continuity must be guaranteed in this case, too. We follow this approach in the design of our strategy in this paper. Thus, for every portion that is to be retrieved from a server, our strategy recommends a critical size that should be retrieved in order to avoid data starvation. Fig. 2 shows the whole process mentioned in the above example. Determination of critical size: We now describe how this critical size can be computed. This will be used later in the analysis of our strategy. Consider a scenario in which a portion of the movie of size m is to be retrieved from a server using a connection bandwidth bw demanding a playback rate of Rp at the client site. The client can safely start playing the portion after the critical size cs of this portion has been retrieved. Fig. 3 shows this concept. From the figure, we observe that in order to guarantee a continuous playback, the time to retrieve the
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given by the equality relation in (2). That is, csi = (Rp − bwi )mi /Rp . 3) Access Time: This is defined as the time between the instant at which the servers start transmitting their portions to the instant at which the presentation starts. This is denoted as AT(m). According to the scheme motioned before, together with a practical perspective, we have,



Fig. 3. Critical size.



remaining portion (m − cs) must be not greater than the entire playback duration of the portion m. In other words m m − cs . ≥ Rp bw



(1)



Thus, by satisfying condition (1), we ensure that the retrieval of the remaining portion will not affect the continuity of the playback at any time instant. Further, when sufficiently large amounts of bandwidth are available (high-bandwidth networks), i.e., whenever bw ≥ Rp , we note that the playback can almost start instantaneously, which is consistent with our strategy. This means that we avoid buffering the data. However, in reality, due to several reasons such as the constraints in the admission-control mechanism and the network bandwidth available between remote servers and the client, most remote VoD servers, other than the original server, cannot support each client with a connection bandwidth that is higher than the playback rate, for example, 1.5 Mb/s for MPEG1. Hence, without loss of generality, we assume Rp > bw throughout the whole paper. We have cs ≥



(Rp − bw)m . Rp



AT =



max{cs0 , δ} bw0



(5)



where bw0 is the connection bandwidth of the established communication channel from S0 to S (supposing the first portion is retrieved from S0 ). A parameter δ is introduced in (5) to present the minimum size that a video player needs to initiate a playback, and this value depends on different players. Because the value of δ only affects the access time, without influencing our retrieval strategy and without loss of generality, we use δ = 0 throughout the paper. 4) Minimum Access Time: This is defined as AT∗ (m∗ ) = min AT(m) m∈Γ



(6)



where m∗ = (m∗0 , . . . , m∗N −1 ) ∈ Γ denotes an optimal retrieval schedule distribution of the entire movie. Thus, from the above set of definitions and strategy, our objective is to minimize access time by determining the optimal sizes of the portions of the movie to be retrieved from different servers involved in the retrieval process.



(2) III. D ESIGN OF M OVIE R ETRIEVAL S TRATEGIES



As soon as the critical size cs of one portion has been retrieved, we can start playing the portion safely and the rest of the portion can be retrieved continuously while the playback is underway. From (2), we can see that the critical size bears a linear relationship with the movie size for a given bandwidth and playback rate.



In this section, we shall present our single-installment and multi-installment retrieval strategies in detail, and determine the optimal sizes of various portions retrieved from all the N servers, in order to achieve minimum access time. A. Single Installment Strategy



B. Some Deﬁnitions Throughout the paper, we use the following definitions. 1) Retrieval Schedule Distribution: This is defined as an N ordered tuple m given by m = (m0 , m1 , . . . , mN −1 )



(3)



where mi is the portion of the movie retrieved from server Si , i = 0, 1, 2, . . . , N − 1. Further N −1 



mk = L



(4)



k=0



such that 0 ≤ mi ≤ L, i = 0, 1, 2, . . . , N − 1. The set of all such retrieval schedule distributions is denoted as Γ. 2) Critical Size Distribution: This is defined as an N ordered tuple cs = (cs0 , cs1 , . . . , csN −1 ), where csi is the critical size of corresponding portion mi , i = 0, 1, 2, . . . , N − 1,



In this strategy, following an order of retrieval, say from S0 to SN −1 , portions of movie are retrieved. Each server participates in the retrieval process only once for a client, and hence, the name single-installment strategy. We now derive a closed-form solution for the minimum access time following this strategy. In Fig. 4, we show the retrieval process using a directed flow graph comprising communication nodes (retrieval) and playback nodes. The arrows capture the precedence relationships in the retrieval and playback portions. For example, portion i can be played after portion (i − 1) and after receiving its critical size. Note that the weights of the nodes are indeed the communication and playback durations of the respective nodes. From this figure, we can derive a relationship between the retrieval of portion i and (i + 1) and the playback time of the portion mi , with the use of the causal-precedence relation and continuity constraint as csi mi csi+1 + ≥ . bwi Rp bwi+1



(7)



CHEN AND VEERAVALLI: MULTIPLE-SERVER MOVIE-RETRIEVAL STRATEGIES FOR MULTIMEDIA APPLICATIONS



Fig. 4.
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Directed-flow graph representation using the single-installment strategy for movie retrieval from N servers.



By using the expression for csi from Section II-B in (7), we can get (Rp − bwi )mi mi (Rp − bwi+1 )mi+1 + ≥ . Rp bwi Rp Rp bwi+1



(8)



Substituting (12) in (11), we obtain the individual sizes of the portions as



mi = 1+



Further mi+1



Rp bwi+1 mi ≤ . (Rp − bwi+1 )bwi



i = 0, 1, . . . , N − 2.



(9)



(10)



The above (N − 1) recursive equations facilitate the determination of the amount of portion to be rendered by each of the participating servers, by solving using equality relationships. Note that the use of equality relationships in (9) and (10) results in the maximum size of all the portions other than m0 . Hence, using (4), we obtain a minimum value for m0 , equivalently the minimum cs0 . In other words, we obtain a minimum access time. Each mi can be expressed in terms of m0 as



mi = m0



i−1 



ρk ,



i = 1, 2, . . . , N − 1.



(11)



k=0



Thus, the above set of (N − 1) equations given by (11), together with (4), are solved to obtain the individual disjoint portions of the requested movie. Substituting each mi from (11) into (4), we obtain m0 = 1+



L N −1 p−1  p=1 k=0



. ρk



p=1 k=0



,



i = 1, 2, . . . , N − 1.



(13)



ρk



Thus, access time is given by



Let us denote Rp bwi+1 /(Rp − bwi+1 )bwi = ρi . Rewriting (9), we have mi+1 ≤ mi ρi ,



i−1 



ρk k=0 N −1 p−1 



L



(12)



  L bw1 0 − R1p − bw )m cs (R 0 p 0 0 . = = AT∗ (m∗ ) = bw0 Rp bw0 N −1 p−1  1+ ρk p=1 k=0



(14) It may be noted that it is only when Rp > bw0 that our strategy becomes meaningful. This is because of the fact that in the case of high-bandwidth connections (more than the playback demand), employing a pool of servers to retrieve a movie results in insignificant, if not, no gain in access time. 1) Homogeneous Channels: We consider a network with identical connection bandwidths among servers, i.e., bwi = bw, for all i = 0, 1, . . . , N − 1. In this case, using (12) and (13), the individual sizes of the portions retrieved from the servers Si are given by m0 =



L(ρ − 1) ρN − 1



mi =



L(ρ − 1)ρi , ρN − 1



(15) i = 1, 2, . . . , N − 1.



(16)



Hence, the access time is given by AT∗ (m∗ ) =



L(ρ − 1) cs0 = . bw ρ(ρN − 1)bw



(17)



Remarks on the effect of sequencing: The strategy described above assumes that the retrieval follows a fixed sequence, i.e., from S0 to SN −1 . However, it may be noted that given a set of N servers, we have N ! retrieval sequences
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Fig. 5. Directed-flow graph representation using multi-installment strategy for movie retrieval from N servers.



possible. We state an important property in Lemma 1 and present the main theorem that shows the sequenceindependence property below. Following the steps described in [1], even for our PWR single-installment strategy described in this paper, we can show that the access time remains independent of the retrieval sequence. The details of the proofs of Lemma 1 and Theorem 1 are presented in the Appendix. Lemma 1: Let the access time of a requested movie file by the server S be denoted as AT(m, σ(k, k + 1)), where σ(k, k + 1) = (S0, S1 , . . . , Sk−1 , Sk , Sk+1 , Sk+2 , . . . SN −1 ) denotes the sequence in which the requested movie file is retrieved from the servers. Then, for a sequence σ  (k, k + 1) = (S0 , S1 , . . . , Sk−1 , Sk+1 , Sk , Sk+2 , . . . SN −1 ), the access time AT(m , σ  (k, k + 1)) is equal to AT(m, σ(k, k + 1)), where σ  (k, k + 1) denotes a retrieval sequence in which the adjacent channels k and k + 1 are swapped, i.e., the portion from server Sk+1 is retrieved first followed by that from server Sk . Theorem 1: Given a pool of N video servers capable of rendering the requested movie file, using the PWR single installment strategy, the access time is independent of the retrieval sequence used.



B. Multi-Installment Strategy In this section, as opposed to the idea of retrieving the movie portions from each server in one installment, we attempt to design a strategy in which each server takes part in the retrieval process in more than one installment. This strategy is referred to as multi-installment strategy. Thus, starting from server S0 to SN −1 , the individual portions retrieved in the first installment are, m0,0 , . . . , mN −1,0 , in the second installment we have, m0,1 , . . . , mN −1,1 , and so on, until the nth installment, given by m0,n−1 , . . . , mN −1,n−1 , respectively. Similar to the singleinstallment strategy, the continuity of the presentation must be guaranteed during playback using this multi-installment strategy. 1) Recursive Equations and Solution Methodology: Fig. 5 shows the entire process of this retrieval strategy. Let mi, j represent a portion of the total movie retrieved from server Si during the jth installment, where j = 0, 1, . . . , n − 1. Thus,



there are a total of N n portions of the movie that are retrieved from servers S0 to SN −1 in n installments. Further N −1  n−1 



m(i, j) = L.



(18)



i=0 j=0



Let csi,j denote the critical size of the corresponding portion mi,j . Similar to the expression for csi from Section II-B, we have csi, j =



(Rp − bwi )mi, j . Rp



(19)



It can be deduced from Fig. 5 that the causal precedence relations and the continuity relationships impose the following inequalities: csk,0 mk,0 csk+1,0 + ≥ , bwk Rp bwk+1



k = 0, 1, . . . , N − 2.



(20)



For i = 1, 2, . . . , n − 1, we have N −1 p=k+1



mp,i−1 + Rp



k−1  p=0



mp,i ≥



csk,i , bwi



k = 0, 1, . . . , N − 1. (21)



The minimum size of m0,0 , which determines the minimum critical size, can be obtained by seeking the maximization of all other mi, j . This goal can be achieved by using the equality relationships in (20) and (21), together with (18). We obtain 



Rp bwi+1 , i = 0, 1, . . . , N − 2. mi+1,0 = mi,0 (Rp − bwi+1 )bwi (22) For i = 1, 2, . . . , n − 1, we have   N −1 k−1   mk,i =  mp,i−1 + mp,i  p=k+1



p=0



bwk , Rp − bwk



k = 0, 1, . . . , N − 1.



(23)
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Since access time is now a function of both the number of servers (N ) and the number of installments (n) used, we denote the access time, using multi-installment strategy, as AT(N, n). The access time is given by AT(N, n) =



max{cs0,0 , δ} bw0



mk,0



k = 1, 2, . . . , N − 1.



TABLE I COEFFICIENTS TABLE FOR MULTI-INSTALLMENT STRATEGY



(24)



where cs0,0 can be obtained by solving recursive equations (22) and (23), together with (18) above. Note that the complexity of this procedure is O(N n). 2) Homogenous Channels: Although the generic case posed above is complex to solve to obtain a closed-form solution, for the case of identical connection bandwidths, we attempt to derive an expression for the access time given by the multiinstallment strategy. Thus, the above set of recursive equations [(22) and (23)] can be rewritten as Rp , = mk−1,0 Rp − bw



(25)



the table for arbitrary N and n. The boundary conditions that generate entries for the first installment n = 0 are given by E(k, 0) = 1



∀k = 0, 1, . . . , N − 1



(30)



E(k, 0) = 0



∀k = N, . . . , N n − 1



(31)



E(k, j) = 0



∀j > k, and k, j = 0, 1, . . . , N n − 1



(32)



E(k, j) = E(k − 1, j − 1) + E(k − 1, j) ∀k = 1, 2, . . . , N − 1.



Then, for i = 1, 2, . . . , n − 1, we have  mk,i = 



N −1  p=k+1



k−1 
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Note that the first entry E(0, 0) is always assumed to be equal to 1, for normalization purposes. Now, for the remaining rows, QN , QN +1 , . . . , QN n−1 , we have



bw , mp,i−1 + mp,i  Rp − bw p=0 k = 0, 1, . . . , N − 1.



(26)



Denoting bw/(Rp − bw) as σ, we have



E(k, j) =



k−1 



E( p, j − 1)



p=k−N +1



∀k = N, N + 1, . . . , N n − 1, mk,0 = mk−1,0 (1 + σ),



k = 1, 2, . . . , N − 1.



(27)



For i = 1, 2, . . . , n − 1, we have   N −1 k−1   mk,i =  mp,i−1 + mp,i  σ, p=k+1



p=0



k = 0, 1, . . . , N − 1.



(28)



k



k 



E(k, i)σ i



(34)



∀k = 1, 2, . . . , N n − 1.



i=0



(35)



We have a total of N n unknowns with (N n − 1) equations. As in the previous section, together with the normalizing equation



(29)



where P (σ, k) = (1 + σ) . We define a transformation k = i(n − 1) + jN and denote the portions of the movie retrieved from S0 , S1 , . . . , SN −1 in n installments as Qk , k = 0, 1, . . . , N n − 1, where k is as defined above. Thus, with this transformation, and using (27) and (28), we generate the entries of Table I for N = 4 servers and n = 2 installments case. The entries in each row of the table are the coefficients of the respective powers of σ. Thus, the maximum number of columns and rows will be 7, i.e., (N n − 1). As an example, m1,1 corresponds to the row Q5 , given by (28) as m0,0 (2σ + 8σ 2 + 10σ 3 + 5σ 4 + σ 5 ), and the entries in the table are precisely these coefficients of the various powers of σ. Thus, generalizing this idea, we have the following (boundary) conditions and a recursive definition to generate a particular entry E(i, j) in



j = 1, 2, . . . , N n − 1.



Thus, in our example, we have Q5 = m1,1 = m0,0 (E(5, 0) + E(5, 1)σ + . . . + E(5, 4)σ 4 + E(5, 5)σ 5 ). This is the polynomial shown above. Following this notion, we can write mi, j as mi, j = Qk = m0,0



Now, each of the mk,0 , k = 1, 2, . . . , N − 1 from (27) can be expressed as a function of m0,0 as mk,0 = m0,0 P (σ, k)



(33)



m0,0



N n−1  i



E(i, j)σ j = L



(36)



i=0 j=0



we have a total of N n equations to solve for all the unknowns. Note that each of the mi, j can be expressed in terms of m0,0 , by using (36), we obtain m0,0 =



L N n−1



i 



i=0 j=0



E(i,



(37) j)σ j



where, E(i, j) is generated by using (30)–(34). Thus, given a set of N video servers having identical connection bandwidth, we obtain the optimal sizes of the portions of the movie to be retrieved from each server by using (30)–(37).
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3) Asymptotic Analysis: From the above section, we can obtain the optimal sizes of the portions of the movie to be retrieved from each server. It is of natural interest to examine the impact of using a large number of servers and large number of installments, as both these parameters influence the performance. It may be noted that the parameter n is software tunable, and hence the system designers can use this parameter to improve the performance by increasing the number of installments whenever there are fewer servers available for servicing. At the same time, when the system is large, the number of installments that can be used may be chosen to be small. Thus, the flexibility of tuning the parameters (N and n) of the system serves as a QoS assurance to the client by the service provider. Finally, we will attempt to derive asymptotic performance bounds when the number of installments tends to be large and the number of servers in the system is large. These bounds serve as invaluable measures in quantifying the performance of the system. That is, we want to obtain AT(N, ∞) = lim AT(N, n)



(38)



AT(∞, n) = lim AT(N, n).



(39)



n→∞



N →∞



m0,0



E(i, 0) + σ



N n−1



i=0



i=0



· · · + σ N n−1



n→∞



However, from (30) we know that R(0) = N.



m0,0 



∞ 



σj



j=0







 lim R( j) = N + N (N − 1)σ + N (N − 1)2 σ 2



n→∞



+ N (N − 1)3 σ 3 + · · · . (47) The above equation can be further simplified, depending on the condition we impose on the factor (N − 1)σ. The following are the two different cases that may arise. Case 1— (N − 1)σ < 1: For this case, it can be readily seen that (47) can be written as ∞ 



σ j lim R( j) = n→∞



lim m0,0 =



n→∞



 E(i, N n − 1) = L



(40)



N . 1 − (N − 1)σ



(1 − (N − 1)σ) L. N



N n−1



lim m0,0 = 0.



 R( j)σ



j



=L



(41)



(50)



lim m0,0 = 0.



(51)



N →∞ N n−1



E(i, j)



(42)



i=0



and is defined as the coefficient of σ j in (41). In order to evaluate (38), we need to compute     L   lim m0,0 = lim  N n−1 . n→∞ n→∞    σ j R( j)



(43)



j=0



From (34) lim R( j) =



∞ 



E(i − 1, j − 1) +



i=0



∞ 



E(i − 2, j − 1) + · · ·



i=0



··· +



∞  i=0



E(i − N + 1, j − 1)



(44)



(49)



Now, we shall evaluate  (39). From (30) through (34), we n−1 i j observe that as N → ∞, N i=0 j=0 E(i, j)σ → ∞. This means that



where R( j) =



(48)



Case 2— (N − 1)σ ≥ 1: For this case, it is obvious that (47) will not converge to a finite value. Thus, it can be seen that n→∞



j=0



n→∞



(46)



Hence



i=0



which can be written as 



(45)



Thus



E(i, 1) + · · ·



N n−1



lim R( j) = (N − 1) lim R( j − 1).



n→∞



j=0



Using (30) through (34), we can rewrite (36) as N n−1 



which, upon using (30) through (33), reduces to



Summarizing the results, we have AT(N, ∞) =



1 − (N − 1)σ L, (1 + σ)N bw



= 0,



if (N − 1)σ < 1 (52)



otherwise



AT(∞, N ) = 0. Further, (52) can be rewritten as 



Rp − N bw AT(N, ∞) = L. N bwRp



(53) (54)



(55)



Now, when n is chosen to be sufficiently large, and for a given bw, in order to obtain a specified (user defined or guaranteed by the service provider) access time, we can derive the minimum number of servers required as   Rp L . (56) Nmin = (Rp AT + L)bw
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On the other hand, when N is fixed, the minimum bandwidth needed to achieve a desired access time is given by  bwmin =



 Rp L . (Rp AT + L)N



(57)



We shall verify our findings through simulation tests later in Section V. IV. B UFFER M ANAGEMENT AT C LIENT S ITE A client’s system requirements have always been considered as one of the most important concerns in the design of service infrastructure. The main reason for the concern lies in the fact that any successful commercial application should always assume minimum requirements at the client site for the service to be attractive. By and large, one of the most important requirements at the client site refers to the minimum amount of buffer size expected. The buffer space includes space to store the incoming stream under normal conditions, the buffer space needed to prevent any underflow and overflow situations under abnormal conditions, and the buffer space for the local media player1 to implement its VCR-like control functions other than normal play, such as rewind, fast forward, pause, stop, etc. In the rest of this section, we focus on the size of buffer expected at the client site under normal conditions using our PWR strategy, and derive the minimum amount of buffer space expected from the client subscribed to this service.



Since the buffer occupancy is different at different intervals of retrieval durations, Bsingle is given in (58), shown at the bottom of the page. In (58), ATsingle is the access time using PWR single-installment strategy and α is the parameter that controls the buffer occupancy either by flushing the buffer that is currently consumed (α = 1) or by retaining the retrieved data without flushing until the end of the presentation (α = 0). The former case is typical of an application such as in the pay-perview kind of movie services, while the latter suits interactive movie-viewing services. Thus, any value of 0 ≤ α ≤ 1, is a measure of the extent to which interactivity is provided by the service provider. Hence, depending on the current network and server-loading conditions, the service provider may vary the value of α for clients, thus exercising different levels of interactivity with the server systems. This may also be a measure of QoS, and hence, the pricing for users be varied as per may −1 clients interactive requirements. When N i=0 bwi ≤ αRp , the minimum buffer size expected of single-installment retrieval min , would be strategy, denoted as Bsingle min Bsingle



media players may impose different requirements for a smooth



playback.



Bsingle



j 



mi +



i=0



(59)



N −1 







i=j+1 







bwi mj mj − αRp −ATsingle . bwj bwj (60)



Similarly, the size of buffer space demanded by the PWR multiinstallment strategy Bmulti is given in (61), shown at the bottom of the next page. In (61), ATmulti is the access time using PWR



 N −1    bwi t,    i=0     N −1    bwi t − αRp (t − ATsingle ),    i=0    N −1     m0 + bwi t − αRp (t − ATsingle ),    i=1  ... = j−1 N −1    m + bwi t − αRp (t − ATsingle ),  i   i=0 i=j     ...     N −2    mi + bwN −1 t − αRp (t − ATsingle ),    i=0    −1  N    mi − αRp (t − ATsingle ), i=0



bwi cs0 . bw0



 −1 However, when N i=0 bwi > αRp , Bsingle will increase until portion mj has been totally retrieved from server Sj , where N −1 N −1 min i=j bwi ≥ αRp and i=j+1 bwi < αRp . Then, Bsingle would be



The size of buffer demanded by the PWR single-installment strategy Bsingle at the client site can be derived as follows. 1 Different



=



N −1  i=0



min Bsingle =



A. Buffer Occupancy
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if 0 ≤ t < ATsingle if ATsingle ≤ t < if



m0 bw0



if



mj−1 bwj−1



if



mN −2 bwN −2



≤t



if



mN −1 bwN −1



≤t≤
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m0 bw0



m1 bw1



(58) ≤t



mj bwj



mN −1 bwN −1







L Rp



 + ATsingle



794



IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 36, NO. 4, JULY 2006



 −1 multi-installment strategy. Now, in the case of N i=0 bwi ≤ αRp , the minimum buffer size demanded by multi-installment min , would be strategy, denoted as Bmulti min Bmulti



=



N −1  i=0



bwi cs0,0 . bw0



(62)



 −1 In the case of N i=0 bwi > αRp , Bmulti will increase until portion mj,n−1 , the last portion from server Sj , has been totally  −1 N −1 retrieved, where N i=j bwi ≥ αRp and i=j+1 bwi < αRp . min would be Then, Bmulti   j  n−1 N −1 n−1   bwi  min Bmulti = mi,k + mj,k bwj i=0 i=j+1 k=0



lim



k=0



 n−1 



mj,k



 k=0 −αRp   bwj



  − ATmulti  .



(63)



B. Buffer Constraints As buffer size is fixed in any commercially available client machine, it will be wiser if the preallocated space during system initialization for this VoD application can be reused without further invoking memory-allocation service from the operating system (OS). Clearly, if the OS renders too less a buffer, this will cause an overflow and jitters during presentation at the client. On the other hand, adding buffers beyond a certain limit will not improve system performance further. As far as the performance of this strategy is concerned, an important question to address is: Given a buffer size of B



Bmulti =



bits at the client site, can we expect a continuous presentation by using our PWR multi-installment strategy? To answer this question, we need to consider both the buffer occupancy and the access time. For ease of analysis, we only consider the case of homogenous channels and set α = 1. Note that α = 1 implies that the system is of the pay-per-view kind of service framework. In order to compute the minimum buffer size expected at the client site, we need to determine exactly the time instants at which these servers  finish transferring their last installments −1 to the client. When N i=0 bwi < αRp , from (55) and (62), we deduce



n→∞







Rp − N bw Rp



= 



L.



(64)



 −1 However, when N i=0 bwi ≥ αRp , it is complex to determine the time instants at which these servers finish transferring the last portion of the movie, except for the last server. To clarify this aspect, we now consider an example that allows us to observe the relationships explicitly, specifically the derivation of the time instants at which the servers finish transferring their last installments of the requested movie. Example 1: Consider a scenario in which the requested movie is supplied by three servers, S0 , S1 , and S2 , by using our multi-installment strategy. From (28), we have m2,i = σ(m1,i + m0,i ) m1,i = σ(m0,i + m2,i−1 ) m0,i = σ(m2,i−1 + m1,i−1 ),
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Further, (65) can be rewritten as  n−1 n−1 n−1    m2,i = σ m1,i + m0,i i=0 n−1 



i=0



m1,i = σ



i=0 n−1 



n−1 



i=0



m0,i +



i=0



m0,i = σ



n−2 



i=0



n−2 



m2,i +



i=0



n−2 



Equation (72) means that the loads on these three servers, from S0 to S2 , form a geometric progression. In fact, this holds true for using any number of servers. We will verify the above relationships by a direct simulation in Section V-C. Now, denoting the ratio between the loads on the adjacent servers as γ, we can express



 m2,i



i=0



∞ 



 m1,i .



i=0



Further



i=0 n−2  i=0
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m1,i m2,i



  . 



i=0 n−1  i=0



n−2 



mk,i



i=0 n−2 
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i=0



(69)



mj,i



This means that the ratio of the sizes of the loads between different servers remains more-or-less identical when a very large number of installments is considered. Thus, by using (68) and (69) in (67), we have ∞  i=0 ∞  i=0



m2,i m1,i











∞ 



  i=0  = (1 + σ) −  ∞ 1 + σ 1 +  i=0



m1,i m2,i



−1



i=0 ∞  i=0



m1,i m0,i







∞ 
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. (70)



m2,i m1,i



−1   



.



(71)



From (70) and (71), we conclude ∞  i=0 ∞  i=0



m2,i m1,i



∞ 



= i=0 ∞  i=0



m1,i m0,i



.



(73)



mN −1,i = γ N −1



i=0



∞ 



m0,i =



i=0



bwL . Rp



(74)



Thus, solving (74), we obtain the value of γ. Together with (63), we have N −M −1 



 bw i−N +1 min γ lim Bmulti = n→∞ Rp i=0  M bw −M −M − γ −γ L. (75) Rp







 Rp M= . bw



(76)



The minimum buffer size proposed in using PWR multiinstallment strategy is derived under the assumption that n is very large. Thus, in reality when n is finite, the client needs min obtained from either (64) at least a buffer size equal to Bmulti or (75). Otherwise, when the available amount of buffer at the client site is less than the required amount, the client will not be able to handle the incoming data. In this case, the client is not qualified to request the servers to transmit movie data. This problem could be considered as a part of the admission-control mechanism. V. S IMULATION R ESULTS AND D ISCUSSIONS



Similarly, we have ∞ 



m0,i .



i=0



where



mk,i .



∞ 



(68)



When the number of installments tends to be large (infinity) n → ∞, we realize that n−1 



∞ 



Further



Note that when we divide the left sides of each of the above expressions by the connection bandwidth bw, we can compute the time instants at which the last installment will be completed. Now, we have   n−2 n−1   m2,i m2,i   i=0 i=0 . (67) = (1 + σ) − σ    n−1 n−1   m1,i m1,i



n−1 



mj,i = γ j



i=0



(66)



i=0



i=0
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(72)



In this section, we shall evaluate the performance of our PWR single-installment and multi-installment retrieval strategies. In our simulation experiments, we consider the case when the system handles one client request at a time and when the connection bandwidths are identical, i.e., bwi = bw for all the channels. The movie size L is assumed to be 2 Gb, and the playback rate Rp is 1.5 Mb/s. A. Access Time We first see the performance of our single installment strategy under PWR and PAR strategies. Fig. 6 shows an expected behavior of the access time with respect to the number of servers utilized, with a connection bandwidth of 1 Mb/s. From these plots, we observe that the PWR single-installment strategy remarkably outperforms the PAR single-installment strategy in minimizing the access time. Typically, with N = 3,
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Fig. 6. Access time versus number of servers using PWR and PAR: single-installment strategy.



Fig. 7. Access time versus number of servers with n = 2 using PWR and PAR: multi-installment strategy.



the access time using PAR is 376.16 s, whereas the access time using PWR is 52.51 s, yielding a significant gain of 86.04% in this case. Now, we consider the multi-installment strategy. Fig. 7 shows the behavior of the access time with respect to N (varied from two onwards) with a 1 Mb/s connection bandwidth and n = 2. From these plots, we observe that the PWR multi-installment strategy also outperforms the PAR multi-installment strategy. For example, with N = 3, the access time using PAR is 122.19 s, whereas using PWR it is only 2.42 s, yielding a significant gain of 98.02%. Comparing the performance shown in Fig. 7 with Fig. 6, we observe that there is a significant reduction (of 95.39%) on the access between PWR multi-installment and singleinstallment strategies.



Now, we show the effect of the number of installments on the access time in Fig. 8. We let N = 3 (servers) and vary n = 2 (installments) onwards. Further, in order to evaluate the effect of bw on the access time, we use two different bw values, 0.45 and 0.6 Mb/s, respectively. From our results, we observe that when the number of installments is increased, the access time using both PWR and PAR strategies tend to decrease at first. Then, using either strategy, it tends to quickly saturate to a value when the number of installments is increased indefinitely. Also, it may be observed that the saturation of access time with PAR is quicker than the PWR strategy. The plots also reveal the fact that even with smaller connection bandwidths, PWR strategy has a clear advantage of yielding a minimum access time when compared with PAR strategy with higher connection
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Fig. 8.



Access time versus number of installments using PWR and PAR: multi-installment strategy.



Fig. 9.



Client buffer occupancy using PWR and PAR: single-installment strategy.



bandwidths. Further, using the PWR strategy, in the case of N bw ≥ Rp , the saturation value of access time is 0, otherwise, this value is given by (55). These observations also verify the results of our asymptotic analysis in Section III-B3. B. Client Buffer Requirement We now evaluate the buffer requirements at the client site under the single-installment scheme, using PAR and PWR strategies. We set α = 1. First, we consider the single installment retrieval strategy employing five servers S0 to S4 with bw = 1 Mb/s. Fig. 9 shows the behavior of buffer occupancies at the client site with respect to time t. As expected, the
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buffer requirement using PWR is much less than that of the PAR. In our experiments, the maximum buffer space expected by PWR is 457 Mb and for PAR it is 1.041 Gb, yielding a reduction of 57.13% on buffer requirement. The influence of α (α ∈ [0, 1]) is shown in Fig. 10. We observe that regardless of α value, the buffer size demand by PWR is smaller than that of PAR under the single-installment strategy. Typically, when σ = 1, we gain a significant reduction of 57.13% on the buffer requirement. Even at α = 0.5, we also gain a reduction of 30.25% on the buffer requirements. Now, we consider the multi-installment retrieval strategy employing N = 5 servers, with bw = 0.3 Mb/s and n = 4 installments. Fig. 11 shows the buffer occupancies at the client site with respect to time t. From
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Fig. 10. Client buffer size versus α using PWR and PAR: single-installment strategy.



Fig. 11. Client buffer occupancy using PWR and PAR: multi-installment strategy.



the results, the maximum buffer needed by PWR is 215.6 Mb, while that of PAR strategy is 317.8 Mb, yielding a reduction of 32.16% on the buffer demand. While this behavior is somewhat identical to the single installment case, the behavior becomes interesting when the effect of bw is also considered. We show the effect of connection bandwidth on buffer requirement in Fig. 12, wherein we vary bw from 0.1 Mb/s onwards. We observe that the buffer requirement reaches a minimum value at a point where the cumulative connection bandwidth becomes equal to Rp of the movie. Afterwards, the buffer requirement trend seems to increase for both the strategies, although PWR clearly wins the race. Another observable effect is that for large bw magnitudes, the buffer requirement tends to decrease faster for PWR while the requirement continues to increase



in the case of PAR. This is due to the fact that by using PWR multi-installment strategy, as bw → Rp , practically few data need to be stored and AT(N, n) → 0. Fig. 13 shows the effect of n on buffer requirements for PWR strategy, using N = 5 and bw = 0.3 Mb/s. Clearly, using a larger value of n minimizes the buffer requirements at the client site. Typically, we obtain a reduction of 58.82% in the buffer requirement between three-installment (292.6 Mb) and seven-installment (120.5 Mb) strategies. C. Load Balancing From our earlier experiments, we observed that the loads (amount of portion(s) rendered by a server) on servers are not
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Fig. 12. Client buffer occupancy versus connection bandwidth using PWR and PAR: multi-installment strategy.



Fig. 13. Client buffer occupancy versus number of installments using PWR multi-installment strategy.



identical, and hence it would be interesting to quantify the ratios of the amount of loads rendered by adjacent servers with respect to different connection bandwidths. We define the ratios as Ri = mi /mi−1 , i = 1, . . . , 4, and let bw vary from 0.3 Mb/s onwards. The connection bandwidth in this experiment is varied from 0.3 Mb/s onwards. Fig. 14 shows the ratios of loads on adjacent servers using PWR single-installment strategy. From our results, we observe that Ri = Rj , ∀i = j, for a given bw. Also, the sizes of the portions rendered by different servers, S0 to SN −1 , form a geometric progression. Fig. 15 shows the ratios of loads using PWR multiinstallment strategy with bw = 0.5 Mb/s.  As in the previous n−1 experiment, we define the ratios as Ri = n−1 j=0 mi, j / j=0



mi−1, j , i = 1, . . . , 4. As the number of installments increase, the ratios of loads rendered by adjacent servers become identical, i.e., Ri = Rj , ∀i = j, and even in this case, as testified by our analysis, we observe that the sizes of the portions rendered by different servers, S0 to SN −1 , form a geometric progression. While ratios tend to be identical with increasing n, it is natural to examine the impact of bw on the ratios by simulation. Thus, we vary bw from 0.1 Mb/s onwards. From Fig. 16, we observe that the ratio remains at 1 when N bw ≤ Rp . Afterwards, the ratio increases when bw is increased. Further, comparing Figs. 14 and 16, we observe the ratio using PWR multi-installment strategy is slightly smaller than that of using PWR singleinstallment strategy, for a given connection bandwidth.
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Fig. 14. Loads on servers versus connection bandwidth using PWR single-installment strategy.



Fig. 15. Loads on servers using PWR multi-installment strategy.



VI. R ELATED W ORK In the design of parallel-server architecture, the concepts of using concurrent-push [5] and pull-based [6] designs have been proposed. In the pull-based design shown in [6], the need for interserver synchronization is completely eliminated and also, by a careful design of admission-control algorithm, the loads across the servers are carefully balanced. There is also a third approach that incorporates proxy at the client site [3]. With this scheme, a proxy located at the client’s machine is responsible for requesting and processing data, thus avoiding further network communications. There are some differences between the service model employed in [3], [5], and [6] and the model adopted in this paper. In the former models, the video data are basically partitioned into uniform-sized stripes



and stored (stripped) across many servers, and hence, each server can render only the portions that are stored with it. However, in our approach, the entire movie is available at some servers (just as in conventional video rental stores) and each server is scheduled to retrieve only a portion (nonuniform-sized stripes) of the movie. The model in the latter study explicitly accounts for any nonzero communication delays in the process of minimizing the access time, while the studies in [3], [5], and [6] are more suited when communication delays are negligible. In fact, [2] extends and generalizes the treatment followed in [1] for the case of multiple servers and multiple clients, and also carries out load balancing across the servers. The retrieval model in [4] is very close to the model adopted in [1] and [2], and in this paper. The former model and the model used in this paper differ largely on how data are being stored on the
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Fig. 16. Loads on servers versus connection bandwidth using PWR multi-installment strategy.



servers. Alternative load-balancing strategies using a tightlycoupled architecture also exist in the literature [13], [14]. There are several studies in the literature that focused on the design methodologies for different aspects of the VoD system. Techniques such as batching [7], [19], chaining [8], patching [9], [10], and piggybacking [11] have been investigated to provide a VoD service. Also, some of these techniques can be combined to improve the efficiency further [12]–[14]. The effects of different techniques to reduce the aggregate bandwidth requirements are evaluated in [15] while providing interactivity for the VoD system. Further, an excellent compilation and comparison of various multicast VoD techniques and implementations proposed in the literature until 2001 appears in [16]. In broadcasting techniques, such as pyramid broadcasting [17] and skyscraper broadcasting [18], the basic the idea is to partition each movie into several segments and broadcast them periodically, towards the goal of achieving a minimum access time. However, broadcasting schemes have inherent disadvantages of making the client wait through the entire broadcast batch to get his/her choice [19] and usually require high capabilities of client-end configuration. Furthermore, data-organization and storage-related issues are well studied in the literature [20]. The work in [21] considers employing multiple servers to retrieve multimedia objects, but from an objective of minimizing the buffer-space requirements at the client site. VII. C ONCLUSION In this paper, we have presented a generalized approach to the theory of long-duration movie retrieval for a networkbased multimedia service infrastructure. We have designed and analyzed an efficient PWR playback strategy to minimize the access time of the movie under single- and multi-installment



strategies. The use of PWR or PAR depends on the application requirements. For instance, for a pay-per-view kind of multimedia service, PWR is suitable as it is also shown to expect a minimum buffer requirement, given by (64) or (75), at the client site. However, when an interactive service is to be provided, PAR is the natural choice with slightly larger buffer-size expectations at the client side, as shown from our simulation studies. Further, for pay-per-view service with PWR strategy, depending on server availabilities, one may tune the number of installments to be used to suit buffer availability at the client site. This is clearly evident from our experiments (Fig. 13). Of course, when the availability of servers is somewhat constrained in the system, then using multi-installment strategy may not be possible. In such situations, single-installment strategy may be meaningful, however at the cost of a larger buffer space consumption and a longer access time. Our asymptotic analysis elicits performance bounds on the strategies and serves as valuable measures to tune the system performance. For instance, together with our simulation tests, the choice on the minimum number of installments can be made depending on the saturation level of the access time. Also, the choice on the number of servers to be utilized for a given number of installments can be quantified. Our analysis, corroborated with simulation study, clearly renders clues on buffer management at the client site and also on tuning the server system to meet the buffer availability at the client site. Thus, service facility can be attractive to clients even with low buffer space, by tuning the number of installments. While the PWR strategy presented in this paper is a novel approach to the retrieval theory, there are some important issues that can be considered as natural extensions to the current design. These include, measurement of bw between servers and clients under varying traffic conditions, coordination of servers during retrieval, admission-control mechanism, implementa-
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tion of VCR-like operations, and combined use of strategies such as batching, patching, and caching, with our strategy for better resource management. An experimental verification is currently underway to verify the performance of PWR strategy under certain extensions mentioned above. A PPENDIX E FFECT OF S EQUENCING



The denominator of (14) can be written as denom(m) = 1 + ρ0 + ρ0 ρ1 + ρ0 ρ1 ρ2 + . . . (77)



We can distinguish two cases depending on whether the first server S0 is involved or not. If S0 is not involved, when a switch is made between two successive servers, the new denominator is different from the original one in three ρ terms. This difference can be written as denom(m ) − denom(m)  i−1  Rp bwi+1 = ρj (R − bwi+1 )bwi−1 p j=0 



Rp bwi (Rp − bwi )bwi+1 Rp bwi+2 × 1+ (Rp − bwi+2 )bwi 



× (1 + ρi+3 (. . .))



× 1+



Rp bwi (Rp − bwi )bwi−1 Rp bwi+1 × 1+ (Rp − bwi+1 )bwi Rp bwi+2 × 1+ (Rp − bwi+2 )bwi+1 



 × (1 + ρi+3 (. . .)) .



Any valid sequence of servers can be derived from a single sequence by switching the positions between adjacent servers. Lemma 1 above guarantees that these operations do not affect access time. Thus, the theorem holds.  R EFERENCES



Proof of Lemma 1



= 1 + ρ0 (1 + ρ1 (1 + ρ2 (. . .))) .



Proof of Theorem 1



−



(78)



With little algebraic manipulation, the above equation returns zero. In the second case, where the first two servers S0 and S1 are switched, the difference in access time is AT(m) − AT(m )     1 1 1 1  bw0 − Rp denom(m ) − bw1 − Rp denom(m) =L . denom(m)denom(m ) (79) By using (77), (denom(m) and denom(m ) differ in two ρ-terms, ρ0 and ρ1 ), the numerator of the above fraction returns zero, thus proving the lemma. 
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