









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Probabilistic Algorithms for Geometric Elimination Guillermo Matera1 2 ? 1



2



Laboratorio de Computaci´ on, Universidad Favaloro Sol´ıs 453 (1078) Buenos Aires, Argentina Instituto de Desarrollo Humano, Universidad Nacional de General Sarmiento Roca 850 (1663) San Miguel, Argentina [email protected]



Abstract. We develop probabilistic algorithms that solve problems of geometric elimination theory using small memory resources. These algorithms are obtained by means of the adaptation of a general transformation due to A. Borodin which converts uniform boolean circuit depth into sequential (Turing machine) space. The boolean circuits themselves are developed using techniques based on the computation of a primitive element of a suitable zero–dimensional algebra and diophantine considerations. Our algorithms improve considerably the space requirements of the elimination algorithms based on rewriting techniques (Gr¨ obner solving), having simultaneously a time performance of the same kind of them. Keywords. Probabilistic algorithms, elimination theory, boolean circuits, arithmetic circuits.



?



Work partially supported by the following Argentinian grants: UBACYT TW80, PIP CONICET 4571, ANPCYT PICT 03–00000-01593.



Table of Contents



Probabilistic Algorithms for Geometric Elimination . . . . . . . . . . . . . . . . . . . . Guillermo Matera



1



1



Introduction



We use standard notions and notations for boolean complexity models and boolean complexity classes as can be found in [4], [3] or [63]. We recall that the classes NC i are defined as the set of O(log i n)–uniform families of boolean circuits of polynomial size and depth O(log i n) with bounded fan-in. A family of boolean circuit is called S(n)–space uniform if its standard encoding can be built using deterministic space S(n). We will also use the model of division–free arithmetic circuits (see e.g. [22], [23] or [1]). Let R be a ring. An arithmetic circuit β over R is a directed acyclic graph (dag for short) Γ (β), where all nodes have bounded indegree of either 0 or 2. The nodes of indegree 0 representing input nodes are labeled by indeterminates X1 , . . . , Xn , the nodes of indegree 0 representing parameter nodes are labeled by elements of R and the nodes of indegree 2 (called internal nodes) are labeled by arithmetic operations. The elements of R occurring in parameter node are called parameters of the arithmetic circuit β. Finally, nodes with out–degree 0 are called output nodes. An arithmetic circuit β is called division–free if it contains no divisions. We define the size of a division–free arithmetic circuit β as the number of internal nodes occurring in β. The depth of β is defined as the length of the longest path which joins an input node with an output node. A node ρ of β is nonscalar if it has the following property: the node ρ has indegree 2, the arithmetic operation of ρ is a multiplication and predecessor nodes of ρ are not parameter nodes. The nonscalar depth of β is defined as the length of the longest path joining an input node with an output node when only nonscalar nodes are considered. In the sequel we are going to use a general argument due to A. Borodin [7] (see also [21]), which allows to turn uniform boolean circuit depth (parallel time) into sequential space. This argument allows us to re–interpret the property of well parallelizability of a boolean function as the use of a very small amount of working space in the scope of sequential computing. Moreover, Borodin’s argument is constructive, so that given a family of boolean circuits in NC i and an algorithm which witnesses its uniformity, we are going to use this argument for the transformation of the given data into an equivalent sequential algorithm which works in space O(log i n). Our intention is to adapt this idea to the context of geometric elimination theory. The first systematic attempts in this direction were made in [53] and [52] (see also [54] and [47] in the context of algebraic elimination theory), where



deterministic algorithms were designed for the resolution of selected problems of geometric elimination. These algorithms, although very efficient with respect to the management of memory space, have the drawback of a poor time performance. This unsuitable behaviour with respect to running time makes prohibitive the practical applicability of these algorithms. In order to speed up the computations we are going to introduce randomness in our procedures. The central idea of the method of [53] consists in the reduction of elimination problems to linear algebra computations. These reductions rely on suitable versions of effective Nullstellens¨atze (cf. [35] or [58]). Unfortunately, the matrices occurring in these reductions have exponential size, mainly due to the syntactical aspect of the kind of problems under consideration. By this syntactical aspect we refer to the codification of multivariate polynomials which represent the basic objects of the language. µ ¶ d+n Taking into account that an n–variate polynomial of degree d has n distinct monomials (this quantity can be estimated as O(dn )), we see that the usual dense or sparse codification of polynomials (i.e. the representation of polynomials by means of the vector of all or all nonzero coefficients) implies an exponential behaviour of such a data structure. In order to avoid this exponential behaviour we are going to introduce an alternative codification of intermediate and final results by means of arithmetic circuits. The fact that the polynomials which occur in our procedures are “special” in some sense will allow us to take advantage of this codification. The codification of polynomials by means of arithmetic circuits has the disadvantage of its nonuniqueness. We use probabilistic tests for the verification of identities of polynomials given by arithmetic circuits. Such probabilistic tests consist in the evaluation of the two polynomials under consideration in some points chosen at random in a suitable set. Throughout this work we are going to consider two alternative test methods: the Schwartz–Zippel test (see e.g. [37], Corollary 2.1; see also [60], [64], [41], [38]) and the Heintz–Schnorr test (see e.g. [36], Theorem 4.4; [45], Corollary 19 or [58]). An important point of our algorithmic method is the representation of algebraic varieties by means of primitive element techniques. The idea — which is originally due to Kronecker [46] and has been applied in several papers such as [2], [11], [13], [14], [24], [26], [28], [29], [30], [43], [45], [49], [51], [56] — consists in finding a “pseudo–parameterization” of the variety under consideration which, at the same time, provides valuable algebraic information. This pseudo–parameterization is given by a curve parameterized by a primitive element u (which is a linear form that separates points) together with a polynomial condition on u in order to determine which of the points of this curve belongs to the variety under consideration. The information we obtain from such a representation is applied systematically in order to solve the following geometric elimination problems: the decision of the consistency of a given system of polynomial equations, the membership problem for complete intersection ideals, the computation of a B´ezout identity



in the case of inconsistent polynomial equation systems, the reduction of a given polynomial modulo a given complete intersection ideal, and the determination of the dimension of a given algebraic variety. As a further application we obtain an algorithmic version of Quillen–Suslin theorem that requires —for the first time— only polynomial space. Let us also mention that we apply a particular method of size reduction to the matrices occurring during our procedures. This method of reduction relies on arguments on the regularity of the Hilbert function of a suitable graduate ring as in [51], [9] or [28] (see also [61]) or the division modulo a complete intersection ideal by means of a trace formula as in [20] or [45] (see also [2], [5], [12] and [59]). Applying all these tools we build arithmetic circuits which have certain nodes that are generated randomly. Then we translate these arithmetic circuits into boolean circuits following a general method which allows an efficient translation and show the uniformity of the families of boolean circuits obtained in this way. For this purpose we prove a “Macro expansion lemma” which allows us to simplify considerably the discussion on the uniformity of the families of boolean circuits we obtain. Finally we apply Borodin’s argument in order to get sequential algorithms with small space requirements and improved time performance with respect to those of [53]. The random integers we use in our procedures are generated at the beginning of the execution of the algorithm and fully stored in memory space. We describe our algorithms in the model of bounded probabilistic Tur¡ 4 error ¢ 2 ing machines (see e.g. [4]). They work in space O n log (shd) and in time ¡ ¢ 2



(shd)O n log(shd) , where s in the number of input polynomials, n is the number of variables they contain and d and h are upper bounds for their degree and logarithmic height respectively (with logarithmic height we refer to the maximal binary size of the coefficients of the polynomials involved). These bounds ¡ improve ¢ ¡ 4 ¢ O n4 log(shd) 2 considerably the (simultaneous) O n log (shd) space and (shd) 2 2 time bounds of [53], and the (shd)O(n ) space and (shd)O(n ) time bounds of the algorithms based on Gr¨obner basis computations (see [25], [44], [17] and [55]). Let us mention in this context that the probabilistic (hsdn )O(1) space and (hsdn )O(1) time bounds of the algorithms of [45] and the probabilistic (nhδη)O(log n) space and (nhδη)O(log n) time bounds of the algorithms of [29], [26], [57] and [31] (here δ and η are geometric parameters that can be estimated, in worst case, by dn and hdn respectively) have a better time performance than our procedures but require much more space than ours. ¡ ¢ ¡ ¢ 2 Let us also mention the O n2 log2 (hδηd) space and (hηδd)O n log(hδηd) time bounds of [52] that, although worse than ours in worst case, may be of practical interest for special well suited input polynomial equation systems.



2



On arithmetic and boolean circuits



The elimination problems we are considering here can be naturally described by division–free arithmetic circuits. Borodin’s argument demands a translation



process of these arithmetic circuits into their boolean counterparts, once a bound for the size of the integers occurring as inputs in the arithmetic circuits has been fixed. The control of the logarithmic height of the integers occurring in our arithmetic circuits is unavoidable for the sake of an efficient translation. In order to perform this control we are going to pay special attention to the nonscalar depth of our arithmetic circuits, that is, the depth of essential multiplications. As shown in [45], there is a close relation between the nonscalar depth and the logarithmic height of the output, while restricting the arithmetic circuits to integer inputs and constants. The translation process from arithmetic circuits to boolean circuits can be described roughly as a “macro expansion” procedure, in which every arithmetic operation is replaced by a boolean circuit that performs the arithmetic operation on integer numbers of prescribed logarithmic height. In order to achieve efficiency in this process we implement the addition of several integers by means of carry save adder circuits (see e.g. [63]). Another important point is the uniformity of the families of boolean circuits under consideration. This condition is unavoidable to keep the requirements of memory space within reasonable limits. In the sequel we are going to discuss the uniformity of the arithmetic circuits we develop rather than the uniformity of the boolean circuits we obtain after the translation. As we will show in Lemma 1 our translation procedure maps uniform families of arithmetic circuits into uniform families of boolean circuits. Furthermore, the discussion of the uniformity of our families of arithmetic circuits can be simplified further by allowing the introduction of “arithmetic macros”, whose uniformity is known. For this purpose we have to deal with circuits over ZZ with unbounded fan–in and unbounded fan–out, which we are going to call generalized arithmetic circuit. Definition 1. A generalized arithmetic circuit β over ZZ is a directed acyclic graph (dag for short) Γ (β) whose nodes are labeled. The nodes of Γ (β) of indegree 0 are labeled either by indeterminates X1 , . . . , Xn (the input nodes) or by elements of ZZ (the parameter nodes). The remaining nodes are labeled by a fixed set of polynomial maps with integer coefficients Φ1 , . . . , Φr . The nodes with out–degree 0 are called output nodes. For 1 ≤ i ≤ r we define the size of β in Φi as the number of nodes labeled by Φi occurring in β. The depth of β in Φi is defined as the highest number of occurrences of nodes labeled by Φi in a path joining an input node with an output node. We assume that the nodes of a generalized arithmetic circuit with n input nodes are numbered in such a way that the input nodes are numbered from 1 to n. The standard encoding of a generalized arithmetic circuit C is a list having one entry for every node appearing in the dag associated to C in the following way: • every node labeled by an integer m is encoded by (ρ, m), where ρ denotes the node number.



• every node labeled by a polynomial map is encoded by (ρ, op, ρ1 , . . . , ρr ), where ρ denotes the node number, op identifies the polynomial map and ρj is a pair indicating the node number and coordinate whose output is the j–th input of ρ. A family of generalized arithmetic circuits is a sequence of generalized arithmetic circuits {Cn }n∈IN together with a sequence of finite sets of polynomials (n) (n) maps {Φ1 , . . . , Φrn }n∈IN , such that the circuit Cn has nO(1) input nodes and (n) (n) its nodes are labeled by the polynomial maps Φ1 , . . . , Φrn . A family of generalized arithmetic circuits {Cn }n∈IN is called uniform in space S(n) if there exists a deterministic Turing machine M such that, on input n, computes the standard encoding of the circuit Cn using space S(n). The main result of this section, Lemma 1, is the key tool which allows us to give a systematic treatment of the uniformity question of the algorithms which we are going to develop throughout this contribution. Lemma 1 shows that a family of generalized arithmetic circuits which is uniform in small space, whose nodes are labeled by a sequence of polynomial maps which is uniform in small space has an efficient boolean translation. In order to prove this result we need to introduce some terminology. Let C be a generalized arithmetic circuit over ZZ with n inputs and let h be a fixed positive integer. We say that a boolean circuit D is associated to C at logarithmic height h if the circuit D computes, given the binary representation of n integers m1 , . . . , mn of h bits as input, the binary representation of the output of C on input (m1 , . . . , mn ). Given a family of generalized arithmetic circuits {Cn }n∈IN and a sequence {hn }n∈IN , we say that a family of boolean circuits {Dn }n∈IN is associated to {Cn }n∈IN at logarithmic height {hn }n∈IN if for any n ∈ IN the circuit Dn is associated to Cn at logarithmic height hn . Now we can state the main result of this section: (1)



(r)



Lemma 1 ((Macro expansion lemma)). Let {Cn }n∈IN , . . . , {Cn }n∈IN be families of division–free arithmetic circuits of size Λ1 (n), . . . , Λr (n) and nonscalar depth λ1 (n), . . . , λr (n) respectively. Assume that the families (1) (r) {Cn }n∈IN , . . . , {Cn }n∈IN use parameters of logarithmic height bounded by (n) (n) {η1 }n∈IN , . . . , {ηr }n∈IN , respectively and that they are uniform in space f1 (n), . . . , S fr (n) respectively. For 1 ≤ k ≤ r we denote by Φ(k) S the polynon (k) mial map computed by the arithmetic circuit Cn . Assume further that for any (n) (n) sequence {(h1 , . . . , hr )}n∈IN ⊆ (ZZ+ )r there exist families of boolean circuits (1) (n) (r) (n) (1) (r) {Cn (h1 )}n∈IN , . . . , {Cn (hr )}n∈IN associated to {Cn }n∈IN , . . . , {Cn }n∈IN (n) (n) (n) (n) at logarithmic height {(h1 , . . . , hr )}n∈IN with size L1 (n, h1 ), . . . , Lr (n, hr ) (n) (n) (n) and depth `1 (n, h1 ), . . . , `r (n, hr ), which are uniform in space S1 (n, h1 ), . . . , (n) Sr (n, hr ) respectively. Let {Cn }n∈IN be a family of generalized arithmetic circuits using parameters of logarithmic height bounded by {ηn }n∈IN which is uniform in space S(n). Assume that the nodes of the circuit Cn are labeled by (n) (n) (n) Φ1 , . . . , Φr and that Cn has size Γi (n) and depth γi (n) in Φi for 1 ≤ i ≤ r.



Then, for any sequence {hn }n∈IN ⊆ ZZ+ there exists a family of boolean circuitsP {Cn (h n )}n∈IN associated to {Cn }n∈I P PNr at logarithmic height {hn }n∈IN with r size k=1 Γi (n)Li (n, Hn ) and depth i=1 γi (n)`i (n, Hn ) which is uniform in ¢ ¡ Pr ¢ Pr ¡ space i=1 Sei (n) + Si (n, Hn ) + S(n) + log i=1 Γi (n)Li (n, Hn ) + log Hn , where Hn denotes the number r Pr ³ ´ ¡X ¢ (n) Hn = 21+ i=1 λi (n)γi (n) log Γi (n)Λi (n) + maxi {ηi , ηn } + hn . i=1



Proof. The construction of the family of boolean circuits {Cn (hn )}n∈IN can be seen as a macro expansion procedure. This macro expansion follows three basic rules: first, every input node ρ of Cn is replaced by hn input nodes of Cn (hn ) representing the hn binary digits of the integer corresponding to the node ρ. Secondly, every node of Cn labeled by an integer parameter α is replaced by ηn nodes of Cn (hn ) labeled by the binary digits of α. Finally, every occurrence (i) of a node ρ of Cn labeled by Cn is replaced in Cn (hn ) by a boolean circuit (i) (ρ) (i) Cn (Hn ) that computes the binary representation of the output of Cn on (ρ) (ρ) integer numbers with logarithmic height Hn . We choose Hn as the worst– case logarithmic height of the inputs of the node ρ under consideration when the inputs of Cn are integers of logarithmic height bounded by hn . (ρ) In order to compute the number Hn we observe that, if the circuit Cn applies (ρ) (n) (ρ) Γi (n) times the morphism Φi with depth γi (n) for 1 ≤ i ≤ r to compute the result of the node ρ, applying [45], Proposition µ 15³ we see that the numPr ´ (ρ) Pr (ρ) (ρ) λi (n)γi (n) 1+ i=1 Λ (n)Γ (n) + log ber Hn can be bounded by 2 i i i=1 ¶ (n) maxi {ηi , ηn } + hn . Note that the circuit Cn can be executed by performing Pr Λi (n)Γi (n) arithmetic operations with nonscalar depth at most Pi=1 (ρ) r i=1 λi (n)γi (n), which implies that for every node ρ of Cn the number Hn is bounded by Hn := 2



Pr



1+



i=1



µ λi (n)γi (n)



log



r ³X



´



(ρ) (ρ) Λi (n)Γi (n)
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¶ + hn .



i=1



Therefore, the macro expansion procedure yields a boolean circuit Cn (hn ) associated to Cn at logarithmic height hn Pwhose size is bounded by P r r i=1 γi (n)`i (n, Hn ). i=1 Γi (n)Li (n, Hn ) and its depth is at most There remains to prove the uniformity of the family of boolean circuits {Cn (hn )}n∈IN . The hypotheses of Lemma 1 imply that there exist determinf1 , . . . , Mr , M fr working in space S(n), S1 (n, h), istic Turing machines M, M1 , M f f S1 (n), . . . , Sr (n), Sr (n, h) such that, given a tuple (n, h) as input, they compute (1) (1) (r) (r) the standard encoding of the circuits Cn , Cn (h), Cn , . . . , Cn (h), Cn respectively. We are going to construct a deterministic Turing machine N such that, given a tuple (n, hn ) as input, it computes the standard encoding of Cn (h) work-



´ ¡ Pr ¢ Pr ³ ing in space i=1 Sei (n) + Si (n, Hn ) + S(n) + log i=1 Γi (n)Li (n, Hn ) + log Hn . f1 , . . . , M fr to compute the First of all, the machine N call the machines M, M (n) numbers maxi {ηi , ηn } by simple inspection of the standard encoding of the (1) (r) arithmetic circuits Cn , Cn , . . . , Cn . Then N computes the standard encoding of the circuit Cn (hn ) in the following way: N calls the machine M which generates the standard encoding of Cn node by node. N stores in memory space a counter for the number of the next node of Cn (hn ) to be generated. Every time that the machine M generates an input node of Cn N generates hn input nodes of Cn (hn ). Similarly N generates η nodes of Cn (hn ) for any node of Cn labeled by a param(i) eter. Finally, when a node ρ of Cn labeled by Cn is found, N computes the Pr Pr (ρ) (ρ) numbers i=1 λi (n)γi (n) and i=1 Λi (n)Γi (n). For this purpose N com(ρ) (ρ) putes γi , Γi for 1 ≤ i ≤ r by a depth–first search on the dag associated (i) to Cn and λi (n), Λi (n) by a simple inspection of the dag associated to Cn (ρ) for 1 ≤ i ≤ r. Then N calls the machine M1 on input (n, Hn ) which generates the standard encoding of the boolean subcircuit of Cn (hn ) corresponding to the node ρ of Cn . The working space required by N is obtained by f1 , . . . , Mr , M fr , the space adding the working space of the machines M, M1 , M required to compute and store the number Hn and the space necessary for the counter of the number of the next node of the boolean circuit Cn (hn ) to be ³generated. Therefore, ´ we have that ³ Pthe machine N has ´ working space Pr r e i=1 Si (n) + Si (n, Hn ) + S(n) + log i=1 Γi (n)Li (n, Hn ) + log Hn . 2.1



Uniform linear algebra algorithms



The algorithms which we are going to develop throughout this contribution rely strongly on linear algebra calculations. Therefore, the uniformity of the families of boolean circuits which we are going to develop is closely related to the uniformity of the linear algebra circuits we use. Although several linear algebra algorithms are announced to be space–uniform, no proof of such statements is explicitly shown (see e.g. [6] or [8]). This section is devoted to review the linear algebra algorithms we need, giving simple proofs of their space–uniformity based on our Macro expansion lemma. These linear algebra algorithms are generally well–known and have been chosen taking into account their space–uniformity and low nonscalar depth rather than the number of arithmetic operations they perform (a similar point of view of ours is followed in [33], [53] and [52]). The only exceptions are the resolution of linear equation systems (Lemma 8) where some additional care is taken in order to avoid branchings in the computation and the computation of the characteristic polynomial (Lemma 5) because the hypotheses of the Macro expansion lemma do not apply.



Lemma 2. There existsPa family of boolean circuits {Cn (h)}n∈IN which comn putes the inner product i=1 xi yi of two vectors (x1 , . . . , xn ) and (y1 ,¡. . . , yn ) of ¢ ZZn of logarithmic height bounded by h¢ with size O(n3 h2 ) and depth O log(nh) , ¡ which is uniform in space O log(nh) . Proof. We Pncan describe a generalized arithmetic circuit Cn computing the inner product i=1 xi yi by using two basic operations: the product of two integers and the addition of n integers. As it is well known (see for example [42] or [63]) there exists a family of boolean circuits that computes the product of two integers of logarithmic height h with size O(h2 ) and depth O(log h) which is uniform in space O(log h). Using the well–known three–for–two trick (see e.g. [63]) we obtain a family of boolean circuit computing of logarithmic ¡ ¢ the addition ¡ of n integers ¢ height h¡ with size¢ O n(h + log n)2 and depth O log(nh) which is uniform in space O log(nh) . Observe that Cn performs n products with depth 1 and one addition of n integers. Applying the Macro expansion lemma using the product of two integers and the addition ¡ 3 of2 n integers as polynomial ¡ ¢ maps yields a family of boolean circuits of size O n h ) and depth O log(nh) which is uniform in ¡ ¢ space O log(nh) . Lemma 3. There exist a family of boolean circuits computing the product of an (m × n)¡ integer matrix¢ by an (n × p)¡ integer matrix of logarithmic height h ¢ 2 3 2 with size O n mph log n and depth O log(nmph) , which is uniform in space ¡ ¢ O log(nmph) . Proof. We can easily describe a circuit computing a matrix product in terms of inner product. Taking into account that we have to perform mp inner products of n–dimensional vectors, the statement of Lemma 3 follows easily from the bounds of Lemma 2 and the Macro expansion lemma. Lemma 4. There exist a family of boolean circuits computing the powers A2 , A3¡. . . , Akn of a given height h of ¢ (n × n) integer ¡ matrix A of logarithmic ¢ size O k¡n2 n5 h2 log4 (nk ) and depth O log(k ) log(k nh) which is uniform in n n n ¢ space O log(nkn h) . Proof. The computation of the powers A2 , . . . , Akn can be organized in a tree with kn nodes and depth log kn . In the l–th level of the tree we compute l l+1 l l A2 +1 , . . . , A2 multiplying the matrices A, A2 , . . . , A2 by A2 . Therefore the computation of A2 , . . . , Akn can be easily described in space O(log kn ) in terms of matrix product. Taking into account that 2log kn (log n + h) is an upper bound for the logarithmic height of the integers appearing during the whole computation, the application of the bounds of the Macro expansion lemma and Lemma 3 yields a family of boolean circuits which satisfies the statement of Lemma 4. Lemma 5. There exist a family of boolean circuits computing the characteristic polynomial of a given¡ (n × n) integer¢ matrix A of logarithmic height¡ h with size ¢ nO(1) h2 and depth O log(n) log(nh) , which is uniform in space O log(nh) .



Proof. We compute the characteristic polynomial by using Berkowitz’s algorithm [6]. Let A := (aij ) be an n × n matrix. For 1 ≤ k ≤ n, we define Rk = (ak,k+1 , . . . , ak,n ), Sk = (ak+1,k , . . . , an,k ), and for 2 ≤ k ≤ n 



ak,k  .. Mk =  . an,k



··· .. . ···



 ak,n ..  .  an,n



Further, we define the lower triangular matrix Ck of (n − k + 1) × (n − k) by i−j−2 · Sk if i − j ≥ 2. cki,j = −1 if i = j, cki,j = ak,k if i = j + 1, and cki,j Q= −Rk · Mk t Then we have the equality (p0 , p1 , . . . , pn ) = 1≤k≤n Ck where (p0 , p1 , . . . , pn ) are the coefficients of the characteristic polynomial of A. Therefore, a family of boolean circuit computing the characteristic polynomial of A can be obtained in the following way: in a first step we compute simultaneously all (Mk )j ’s for 0 ≤ k ≤ n¡ P and 0 ≤ j ≤ n − k¢ − 2. From Lemma n 4 4 7 2 8 2 4 we deduce¡ that this part¢ has size O k=1 k h log (k) = O(n h log n) and depth O log(n) log(nh) , and the resulting integers have logarithmic height O(nh log n). In the second step we first compute the product (Mk )j · Sk for 0 ≤ k ≤ n and 0 ≤ j ≤ n − k − 2 in parallel and then, using this results, we compute Rk · (Mk )j · Sk for Lemma 3 we conclude that this ¡ each k, j ¢in parallel. Applying ¡ ¢ step has size O n6 h2 log4 n and depth O log(nh) . Finally we compute the coefficients of the characteristic polynomial of A by Q the formula (p0 , p1 , . . . , pn )t = 1≤k≤n Ck . We perform this stage by means of a tree of matrix products. Taking into account that there are n products of matrices of logarithmic height bounded by O(nh that this ¡ ¢ log n), we conclude ¡ ¢ step can be performed with size O n9 h2 log6 (n) and depth O log(n) log(nh) . Adding the complexities obtained ¡ in each step we ¢ obtain a family of boolean circuits of size nO(1) h2 and depth O log(n) log(nh) computing the characteristic polynomial of A. ¡ ¢ Now we show that this family is uniform in space O log(nh) . From Lemma 3 we have that there exists a deterministic Turing machine M (1) such that on input (m, n, p, h) M (1) computes the standard encoding of boolean circuit computing the product of¡an (m × n)–matrix by an (n × p)–matrix of logarithmic height h ¢ using space O log(nmph) . Similarly, from Lemma 4 we have that there exists a deterministic Turing machine M (2) such that on input (n, k, h) M (2) computes the standard encoding of boolean circuit computing the powers A2 , . . . , Ak of an (n × n)–matrix of logarithmic height h. A deterministic Turing machine M that computes the standard encoding of the family of boolean circuits described above can be constructed in the following way: M starts calling M (2) on input (n − 1, n − 3, h), . . . , (4, 2, h) to produce the standard encoding of the computation of M12 , . . . , M1n−3 , , . . . , 2 Mn−4 , modifying the output of M (2) in such a way that the input of these matrix powering are the proper submatrices of the input matrix. Then M calls the machine M (1) n − 2 times on input (n − 1, n − 1, 1, nh log n), n − 3 times on



input (n − 2, n − 2, 1, nh log n), and so on, to produce the standard encoding 2 of M12 S1 , . . . , M1n−3 S1 , , . . . , Mn−4 Sn−4 , Mn−4 Sn−4 , Mn−3 Sn−3 . Similarly the j standard encoding of the computation of the Rk M ¡ k Sk ’s products is produced. ¢ (2) Finally, a repeated calling to M on input n + 1, n, n1 , O(nh log n) , . . . , produces the standard encoding of the product of the matrices C1 · · · Cn . Taking into account that all the matrices appearing in the procedure have size at most (n + 1) × n and that the logarithmic height of the integers occurring during the procedure by O(nh log n), we conclude that the machine M works in ¡ is bounded ¢ space O log(nh) . Lemma 6. There exist a family of boolean circuits computing the rank of a given O(1) 2 (n × m)¡ integer matrix A¢ of logarithmic height h with size h¢ log2 m and ¡ n depth O log(n) log(nmh) , which is uniform in space O log(nmh) . Proof. Let B := A · At . As it is well–known n − rk(A) equals the multiplicity of zero in the characteristic polynomial of B. This consideration yields an algorithm for the computation of the rank of an integer matrix. Therefore, we compute the rank of A in the following way: first we compute the matrix B = A · At . Then we compute the coefficients (p0 , . . . , pn ) of the characteristic polynomial of B. Finally, we compute the number rk(A) = max{i; 1 ≤ i ≤ n ∧ pi 6= 0} from the boolean encoding of the pi ’s. For this sake, we design subcircuits “pi = 0” and “pi 6= 0”, which have the same boolean value of truth as the quoted statement. Suppose that pi = (pis , . . . , pi0 ) is the boolean representation of pi . Then pi = 0 if and only if all its digits are zero, i.e. if and only if pis ∨ · · · ∨ pi0 = 0. Therefore, the operator ¬(pis ∨ · · · ∨ pi0 ) has the same value of truth that pi = 0, and the same is true for pis ∨ · · · ∨ pi0 and pi 6= 0. Then, for every 1 ≤ i ≤ n we compute “p0 = 0 ∧ p1 = 0 ∧ · · · ∧ pi 6= 0” by means of a tree of conjunctions of the previously constructed subcircuits. Finally, given a natural number i such that 1 ≤ i ≤ n¡ with boolean representation¢ i = (is , . . . , i0 ), we define ˜i = (i˜s , . . . , i˜0 ) by i˜k := p0 = 0 ∧ p1 = 0 ∧ · · · ∧ pi 6= 0 ∧ ik , which returns the k-th digit of i if and only if the affirmation p0 = W 0 ∧ p1 = 0 ∧ · · · ∧ pi 6= 0 is true and 0 otherwise. Therefore, the disjunction 1≤i≤n ˜ik outputs the k-th digit of max{i; 1 ≤ i ≤ n ∧ pi 6= 0}. The computation of the ¡matrix B and its ¢characteristic polynomial has size nO(1) h2 log2 m and depth O log(n) log(nmh) . The computation of the rank of A from ¡the coefficients of¢ the characteristic polynomial has size O(n3 h) and depth O log(n) log(nmh) . Therefore, we have a family of boolean circuits of ¡ ¢ size nO(1) h2 log2 m and depth O log(n) log(nmh) which computes the rank of an integer matrix. There remains to prove the uniformity of this family. The computation of the matrix B and its characteristic polynomial consists of a matrix product and the computation of a characteristic polynomial. Therefore, applying the Macro expansion lemma and¡Lemmata ¢3 and 5 we obtain a deterministic Turing machine working in space O log(nmh) which computes the standard encoding of the computation of B and its characteristic polynomial. The remaining part ¡ ¢ can be easily described using space O log(nmh) .



Lemma 7. There exists a family of boolean circuits computing the adjoint maO(1) 2 trix of an h and ¡ (n × n) integer ¢ matrix A of logarithmic height ¡ h with¢ size n depth O log n log(nh) , which is uniform in space O log(nh) . Proof. Let B := Adj(A) be the adjoint matrix of an integer (n × n)–matrix A. Let χ(T ) := T n + pn−1 T n−1 + · · · + p1 T + p0 be the characteristic polynomial of A. Then we have that B = −An−1 − pn−1 An−2 − · · · − p1 In×n



(1)



(here In×n denotes the n × n–identity matrix). Therefore, from equation (1) we deduce an algorithm to compute the adjoint matrix of A. This algorithm computes the matrices A2 , . . . , An−1 , the coefficients of the characteristic polynomial of A and then it performs the linear combination of the matrices In×n , A, A2 , . . . , An−1 indicated in equation (1). We apply Lemmata 4 and 5 to compute the matrices A2 , . . . , An−1 and the coefficients of the characteristic polynomial of A. Then we compute the matrices −An−1 , −pn−1 An−2 , . . . , −p1 In×n and we add these matrices using the three– for–two trick. As a consequence of the bounds of Lemmata 4 and 5 we conclude that there exists a family¡ of boolean circuits computing the adjoint matrix of ¢ size nO(1) h2 and depth O log(n) log(nh) . In order to prove the uniformity of the algorithm described above we apply the Macro expansion lemma with matrix powering, computation of the characteristic polynomial, product of two integers and addition of n integers as arithmetic macros. We observe that the multiplications and additions required to compute the linear combination of equation (1) involve integers of logarithmic height O(nh log n). Therefore, from the bounds of Lemmata 4 and 5 and the fact that the product of two integers and the ¡addition ¢of n integers of logarithmic height O(nh log n) are uniform in space O log(nh) , we conclude that the algorithm for¡ the computation of the adjoint matrix described above is uniform in space ¢ O log(nh) . Lemma¡ 8. There exists a family of boolean circuits of¢ size nO(1) h2 and ¢ ¡ depth O log n log(nh) which is uniform in space O log(nh) such that it checks whether there exists a solution of a given linear equation system A · X = b (here A is integer (n × m)–matrix of logarithmic height h, X is a (m × 1)–vector of unknowns and b an integer (n × 1)–vector of logarithmic height h), and, if this is the case, it computes numerators and denominators of a particular solution of the system. Proof. The idea is to reduce our problem to the resolution of a system with a nonsingular square matrix. The second system is then solved applying just Cramer’s rule. The reduction of the problem is done by an algorithm which finds a nonsingular square submatrix of maximal rank of A. Let us denote this submatrix by ˜ Deleting from b all the entries which do not correspond to rows of A˜ we obtain A. a column vector ˜b and deleting from X all entries which do not correspond to ˜ of unknowns. the columns of A˜ we obtain a new column vector X



˜X ˜= Solving now the reduced nonsingular square system of linear equations A· ˜b we obtain easily a solution of the original system A · X = b. Therefore, we just need to find a square submatrix A˜ of A with maximal rank. Let us denote by Ai the i-th row of A. We compute (in parallel) rk(A1 , . . . , Ai ) for i = 1, . . . , n. Every time when rk(A1 , . . . , Ai−1 ) < rk(A1 , . . . , Ai ) occurs, we keep the index i. These indices are indicated in a vector R = (r1 , . . . , rn ) ∈ {0, 1}n as the nonzero entries of R and correspond to the rows which will occur in ˜ Similarly we compute a vector S = (s1 , . . . , sn ) ∈ {0, 1}m whose our matrix A. ˜ The nonzero entries correspond to the columns which we choose to build A. procedure to compute the vector R requires the computation of the rank of n submatrices of the matrix A and the comparison of the last digits of the numbers rk(A1 , . . . , Ai−1 ) and rk(A1 , . . . , Ai ) for 1 ≤ i ≤ n (since rk(A1 , . . . , Ai ) is either rk(A1 , . . . , Ai−1 ) or rk(A1 , . . . , A it can be performed with ¡ i−1 ) + 1). Therefore, ¢ size nO(1) h2 log2 m and depth O log(n) log(nmh) . We compute the vector S in ¡ ¢ the same way with size nO(1) h2 log2 m and depth O log(n) log(nmh) . Assume that n ≥ m (the other case can be solved in a similar way). We multiply the input matrix A at right by an (m × n)–matrix with all its entries zero except for its diagonal which is given by the vector S. Then we multiply the resulting matrix and the vector b at left by a diagonal (n × n)–matrix whose diagonal is given by the vector R. The resulting matrix B is an (n × n)–matrix with the same entries as A whenever they correspond to the rows and columns we have chosen to form A˜ and zero otherwise. Similarly, the vector c obtained in this way has the same entries as b whenever they correspond to the coordinates we have chosen to form ˜b and zero otherwise. Let ri1 , . . . , rik and sj1 , . . . , sjk denote the zero coordinates of R and S (where S is an n–dimensional vector whose last n − m coordinates are zero). We define ˜ which has as only nonzero entries those corresponding to the (n × n) matrix B (ri1 , si1 ), . . . , (rik , sik ), which are define to be 1. Adding this matrix to B we obtain a nonsingular (n × n)–matrix C having the property that the first m coordinates of the solution the linear equation system C · Y = c is a particular solution of the linear equation system A · X = b. We compute the solution of the 1 linear equation system C · Y = c as Y = det(C) Adj(C) · c. Applying Lemmata 6, 7 and 3 we see that the whole procedure can be executed by means of a family of boolean circuits of size nO(1) h2 and depth ¡ ¢ O log n log(nh) . Now we show the uniformity of the family of boolean circuits described above. From Lemma 6 we have that there exists a deterministic Turing machine M1 such that, on input (n, m, h), computes the standard encoding of a family of boolean circuits computing the rank of an (n × m) integer matrix of logarithmic height h. The deterministic machine M which computes the standard encoding of the family of boolean circuits solving a linear equation system calls M1 on input (n, 1, h), (n, 2, h), . . . , (n, m, h) to produce the standard encoding of a boolean circuit computing the rank of the matrices (A1 ), (A1 , A2 ), . . . , (A1 , . . . , Am ) = A. Similarly, M produces the standard encoding of a boolean circuit computing the



rank of the matrices (A(1) ), (A(1) |A(2) ), . . . , (A(1) | . . . |A(m) ) = A (here A(i) denotes the i–th column of A) by calling to M1 on input (1, m, h), (2, m, h), . . . , (n, m, h). Then M produces the standard encoding of¡the subcircuit computing ¢ the vectors R and S and the matrix C with space O log(nh) . The remaining part of the circuit can be described in terms of matrix products and computation of the adjoint matrix. Therefore, applying Lemmata 3 and 7 and the Macro expansion lemma the statement in Lemma 8 follows. On the basis of these linear algebra algorithms we are going to build the basic algorithms we need. These algorithms are concerned with the manipulation of univariate polynomials and arithmetic circuits. We start with the consideration of the manipulation of univariate polynomials.



2.2



Manipulation of univariate polynomials



Let R be the polynomial ring ZZ[X1 , . . . , Xn ], K := Q (X1 , . . . , Xn ) its quotient field and let T be an indeterminate over K. During this subsection we will be concerned with algebraic manipulations with univariate polynomials f, g ∈ R[T ]. All these manipulations will be well–parallelizable (see [4] or [63]) and will contain no divisions by elements of R (this is important since divisions by elements of R may cause serious problems while evaluating the variables X1 , . . . , Xn in some concrete point of ZZn ). The first problem to be consider, assuming that g|f holds in K[T ] is the computation of a polynomial of K[T ] which represents the quotient fg . Lemma 9. Let {Cn,d,e,h }n,d,e,h∈IN be a family of boolean circuits which evaluates polynomials f0 , . . . , fd , g0 , . . . , ge of ZZ[X1 , . . . , Xn ] on integers of logarithmic height h. Let L := L(n, d, e, h) and ` := `(n, d, e, h) be the size and depth of Cn,d,e,h respectively, and assume that the family {Cn,d,e,h }n,d,e,h∈IN is uniform in space S := S(n, d, e, h). Let H := H(n, d, e, h) the worst–case logarithmic height of the output of Cn,d,e,h . Let f := fd T d + · · · + f0 and let g := ge T e + · · · + g0 . Assume that d ≥ e holds and that g divides f over Q (X1 , . . . , Xn )[T ]. Then, there exists a ¢family of boolean circuits of size L + dO(1) H 2 and depth ¡ O ` + log(d) log(dh) computing a ZZ[X1 , . . . , Xn ]–multiple of the polynomial of Q (X1 , . . . , Xn )[T ] representing the quotient fg , which is uniform in space ¡ ¢ S + O log(dHL) . Proof. Considering the polynomial h := fg with indeterminate coefficients, the condition f = gh can be translated into a linear equation system which is obtained by means of the comparison of the coefficients of f and gh corresponding to the same monomials. This linear system has d equations and d − e + 1 un-



knowns and has the following form:   ge     fd   ge−1 . . .   fd−1    he−d     .. . .   .    .  . . g e  .  =  .   .  .   g0 ge−1      h 0  ..  ..   . . f0 g0



(2)



We apply the Macro expansion lemma using the polynomial maps defined by the polynomials f0 , . . . , fd , g0 , . . . , ge and the particular solution of the system (2) obtained by the application of Lemma 8. Taking into account that the coefficients of the matrix of the system (2) has logarithmic height H we conclude that we have a family of boolean circuits computing numerators and denominators ¡ of O(1) 2 a particular solution of the system (2) of size L + d H and depth O ¢ ¡ ¢` + log(d) log(dh) , which is uniform in space S + O log(dH) + log(L + dH) , as stated. Let us now discuss the problem of the computation of the greatest common divisor of f and g. Lemma 10. Let {Cn,d,e,h }n,d,e,h∈IN be a family of boolean circuits which evaluates polynomials f0 , . . . , fd , g0 , . . . , ge of ZZ[X1 , . . . , Xn ] on integers of logarithmic height h. Let L := L(n, d, e, h) and ` := `(n, d, e, h) be the size and depth of Cn,d,e,h respectively, and assume that the family {Cn,d,e,h }n,d,e,h∈IN is uniform in space S := S(n, d, e, h). Let H := H(n, d, e, h) the worst–case logarithmic height of the output of Cn,d,e,h . Assume that d ≥ e. Let f = fd T d + · · · + f0 and let g = ge T e + · · · + g0 . Then, there exists ¢a family of boolean circuits of ¡ size L + dO(1) H 2 and depth O ` + log(d) log(dh) computing a ZZ[X1 , . . . , Xn ]– multiple of the greatest common divisor ¡ ¢ of f and g over Q(X1 , . . . , Xn )[T ], which is uniform in space S + O log(dHL) . Proof. We apply techniques based on subresultants (see [15], [10]) in the version of [8]: it turns out that the minimal natural number j such that the j–th principal submatrix Pj (f, g) of the Sylvester matrix is nonsingular equals the degree of gcd(f, g) (see Theorem 2.3 in [22]). Furthermore, the last column of the inverse matrix of Pj (f, g) provides the coefficients of polynomials r and s such that the equality gcd(f, g) = rf + sg holds. Following the ideas of Lemma 8, instead of computing ¡ the last ¢ column of Pj (f,¡g)−1 we ¢compute the last column of the matrix Adj Pj (f, g) which yields a det Pj (f, g) –multiple of the greatest common divisor of f and g. ¡ ¢ ¡ ¢ Therefore, we compute in parallel c0 := det P0 (f, g) , . . . , ce := det Pe (f, g) . Then we compute the boolean formulas “c0 = 0”, . . . , “ce = 0” which have the same value of truth as the quoted statement, with the same idea as in the proof of Lemma 6. From these formulas we obtain the least natural number j such



that cj is nonzero evaluating the boolean formulas di := (c0 = 0) ∨ · · · ∨ (ci−1 = 0) ∨ (c¡i 6= 0) for ¢ 1 ≤ i ≤ e. Then we compute the last column of the matrix di Adj Pi (f, g) for 1 ≤ i ≤ e, obtaining thus coefficients of some polynomials ri , si which are nonzero Pe if and only if i = j. Finally, we compute the polynomial gcd(f, g) = i=0 r¡i f + si g¢ = rj f + sj g. Taking into account that the matrices Pi (f, g) and Adj Pi (f, g) have logarithmic height H and O(dH) respectively, we obtain a¢ family of boolean circuits of size L + H 2 dO(1) and depth ¡ ` + O log(n) log(nH) . The products ri f, si g for 0 ≤ i ≤ e can be thought as matrix–vector products. To prove the uniformity of the family of boolean circuits we first construct the standard encoding of the family of boolean circuits which evaluates the polynomials f0 , . . . , fd , g0 , . . . , ge with space S. The mapping which produces the matrices Pi (f, g) from f0 , . . . , fd , g0 , . . . , ge can be described easily in space O(log d). Then we call the machine which witnesses the uniformity of the computation of the determinant on input (d + e, H), . . . , (d − e, H) to construct the standard encoding of the computation of ¢the determinants of the matri¡ ces P( f, g), . . . , Pe (f, g) using space O log(dH) . The standard encoding of the formulas for di requires space O(log d). Then we construct the standard encod¡ ¢ ing of the computation of the last columns of the matrices Adj P (f, g) with i ¡ ¢ ¡ ¢ additional space O log(dH) and finally use O log(dH) space to describe the Pe computation of the polynomial gcd(f, g) = i=0 ri f +si g. During all these computations we use ¡a counter to know the number of the next node to be generated ¢ which ¡requires O¢ log(L + dH) cells ¡ ¢ of working space. Therefore, we need space S + O log(dH) + O log(L + dH) to compute the standard encoding of the whole circuit. The last problem concerning manipulations with univariate polynomials is the determination of a separable representation of f , that is, a polynomial g ∈ K[T ] that has the same zeros as f over the algebraic closure K of K and is squarefree. Lemma 11. Let {Cn,d,h }n,d,h∈IN be a family of boolean circuits which evaluates polynomials f0 , . . . , fd of ZZ[X1 , . . . , Xn ] on integers of logarithmic height h. Let L := L(n, d, h) and ` := `(n, d, h) be the size and depth of Cn,d,h respectively, and assume that the family {Cn,d,h }n,d,h∈IN is uniform in space S := S(n, d, h). Let H := H(n, d, h) the worst–case logarithmic height of the output of Cn,d,h . Let f = fd T d + · · · + f0¡. Then, there exists ¢ a family of boolean circuits of size L+dO(1) H 2 and depth O `+log(d) log(dh) computing a ZZ[X1 , . . . , Xn ]–multiple f of the separable representation g = gcd(f,f 0 ) , which is uniform in space S + ¡ ¢ O log(dHL) . Proof. Since Q(X1 , . . . , Xn ) has characteristic zero, we observe that the polynof 0 mial g = gcd(f,f 0 ) verifies the required conditions, where f denotes the derivative 0 of f with respect to T (notice that the coefficients of f can be computed immediately from the coefficients of f ). Applying the Macro expansion lemma using the polynomial maps defined by the polynomials f0 , . . . , fd , g0 , . . . , ge and the computation of the greatest common divisor and quotient given by the application



O(1) 2 of Lemmata ¡10 and 9 we obtain H ¢ a family of boolean circuits of size L + d and depth O `+log(d) log(dh) computing a ZZ[X1 , . . . , Xn ]–multiple of the sep¡ ¢ f arable representation g = gcd(f,f 0 ) , which is uniform in space S + O log(dHL) .



2.3



Manipulation of arithmetic circuits



During this subsection F will denote a polynomial in R := ZZ [X1 , . . . , Xn ] of degree at most d given by an arithmetic circuit β of size L and nonscalar depth `. Let again be K := Q (X1 , . . . , Xn ) and let T be an indeterminate over K. Different tasks concerning the manipulation of arithmetic circuits are considered in this subsection. As we will see later on, all these manipulations have a uniform structure and only depend on the degree of the input polynomial F . This observation will allows us to conclude that these manipulations are uniform. We first consider the problem of the interpolation of F with respect to one variable: Lemma 12. Let {Cn,d,h }n,d,h∈IN be a family of boolean circuits which evaluates a polynomial F of ZZ[X1 , . . . , Xn ] of degree d on integers of logarithmic height h. Let Lh := L(n, d, h) and `h := `(n, d, h) be the size and depth of Cn,d,h respectively, and assume that the family {Cn,d,h }n,d,h∈IN is uniform in space Sh := S(n, d, h). Let Hh := H(n, d, h) the worst–case logarithmic height of the output of Cn,d,e,h . Then, there exists a family of boolean circuits computing the dense O(1) representation of F with respect to Xn with size Lmax{h,log Hmax{h,log d} d} +d ¡ ¢ and depth `max{h,log +O log(d) log(dH ) , which is uniform in space d} max{h,log d} ¡ ¢ Smax{h,log d} + O log(dHmax{h,log d} Lmax{h,log d} ) . Proof. Since deg(F ) = d, in particular degXn (F ) ≤ d, and therefore we can find the dense representation of F with respect to the variable Xn by interpolation in d + 1 points of Q . We write F = f0 + f1 Xn + · · · + fd Xnd where f0 , . . . , fd are polynomials of ZZ[X1 , . . . , Xn−1 ]. Choosing the interpolation points 0, . . . , d we have:      1 0 ... 0 f0 F (X1 , . . . , Xn−1 , 0)  1 1 . . . 1   f1   F (X1 , . . . , Xn−1 , 1)       (3)  .. ..  ..   ..  =  .. . .  .  .   . 1 d . . . dd



fd



F (X1 , . . . , Xn−1 , d)



Therefore solving the system (3) yields the the coefficients of F with respect to Xn . The computation is performed by computing the polynomials F (X1 , . . . , Xn−1 , 0), F (X1 , . . . , Xn−1 , 1), . . . , F (X1 , . . . , Xn−1 , d) in parallel, constructing the Vandermonde matrix of (3) and solving the system (3). Finally we perform d + 1 (exact) divisions of the solutions of the system (3) given by the application of Lemma 8 by the determinant of the matrix of the system (3). Applying the Macro expansion lemma using as arithmetic macros the computation of F , the resolution of a linear equation system and the exact division of integers,



O(1) we obtain a family of boolean circuits of size Lmax{h,log Hmax{h,log d} ¡ ¢ d} + d and depth `max{h,log d} +O log(d) log(dHmax{h,log d} ) , which is uniform in space ¡ ¢ Smax{h,log d} + O log(dHmax{h,log d} ) + log(Lmax{h,log d} + dO(1) Hmax{h,log d} ) .



We now consider the decomposition of F in homogeneous components, that is, the computation of polynomials F0 , . . . , Fd ∈ R with the following properties: • F =



d X



Fk



k=0



• For k = 0, . . . , d, the polynomial Fk is zero or homogeneous of degree k. Lemma 13. Let {Cn,d,h }n,d,h∈IN be a family of boolean circuits which evaluates a polynomial F of ZZ[X1 , . . . , Xn ] of degree d on integers of logarithmic height h. Let Lh := L(n, d, h) and `h := `(n, d, h) be the size and depth of Cn,d,h respectively, and assume that the family {Cn,d,h }n,d,h∈IN is uniform in space Sh := S(n, d, h). Let Hh := H(n, d, h) be the worst–case logarithmic height of the output of Cn,d,h . Then, there exists a family of boolean circuits computing the O(1) homogeneous components Hmax{h,log d} and ¡ of F with size Lmax{h,log ¢ d} + d depth `max{h,log d} + O log(d) log(dH ) , which is uniform in space max{h,log d} ³ ¡ ¢ Smax{h,log d} + O log dHmax{h,log d} Lmax{h,log d} ) . Pd Proof. Since F (T X1 , . . . , T Xn ) = k=0 T k Fk (X1 , . . . , Xn ), the problem can be reduced to an interpolation with respect to the variable T . Therefore, we can apply the Macro expansion lemma with the computation of the polynomial F and interpolation as arithmetic macros. From the bounds of Lemma 12 we deduce the statement of Lemma 13. Our last problem concerning the manipulation of arithmetic circuits is that of avoiding divisions in arithmetic circuits. Let F0 , . . . , Fm be polynomials of R such that F0 is nonzero and that F0 divides Fk in Q [X1 , . . . , Xn ] for k = 1, . . . , m. Fm 1 The problem consists in computing the polynomials F F0 , . . . , F0 by means of an arithmetic circuit without divisions by nonconstant polynomials of R. For this sake we are going to use the well–known procedure Vermeidung von Divisionen [62] in the version of [45] which allows to control the height of the parameters involved. Lemma 14. Let {Cn,m,d,h }n,m,d,h∈IN be a family of boolean circuits which evaluates polynomials F0 , . . . , Fm of ZZ[X1 , . . . , Xn ] of degree d on integers of logarithmic height h. Let Lh := L(n, m, d, h) and `h := `(n, m, d, h) be the size and depth of Cn,m,d,h respectively, and assume that the family {Cn,m,d,h }n,m,d,h∈IN is uniform in space Sh := S(n, m, d, h). Let Hh := H(n, m, d, h) be the worst–case logarithmic height of the output of Cn,m,d,h . Suppose further that F0 is nonzero and that F0 divides Fk in Q [X1 , . . . , Xn ] for k = 1, . . . , m. Then, there exists a family of boolean circuits which, on input Cn,m,d,h and an n–tuple γ ∈ ZZ n of logarithmic height h1 such that F0 (γ) 6= 0, computes



a nonzero integer θ ∈ ZZ and polynomials P1 , . . . , Pm ∈ ZZ[X1 , . . . , Xn ] such that Pk = θ FFk0 holds for k = 1, . . . , m. This family of boolean circuits has size ¡ ¢ O(1) LN +(mndH ) and depth ` +O log(d) log(dH ) , and is uniform in space N N N ¡ ¢ SN + O log(dHN LN ) , where N := max{h, h1 , log d}. Proof. Let γ = (γ1 , . . . , γn ) ∈ ZZ n be the n–tuple of the statement of Lemma 14. Let ρ := F0 (γ) and let G0 , . . . , Gm be the polynomials defined by Gk (X1 , . . . , Xn ) = Fk (X1 + γ1 , . . . , Xn + γn ). Let Q := ρ − G0 and θ := ρd+1 . Then, it holds true k that θG G0 equals the sum of all the homogeneous components of degree bounded Pd by d of the polynomial Qk := ( i=0 ρd−i Qi )Gk (see [62]). We observe that the polynomials Q1 , . . . , Qm have degree bounded by d2 + d and can be computed by a family of boolean circuits of size Lmax{h,h1 }+1 + ¡ ¢ mn(dHmax{h,h1 }+1 )O(1) and depth O `max{h,h ¡ 1 }+1 + log(d) log(dH¢max{h,h1 }+1 , which is uniform in space Smax{h,h1 }+1 + O log(ndHmax{h,h1 }+1 ) . Applying the Macro expansion lemma and Lemma 13 we obtain a family of k boolean circuits which computes the polynomials θG 1 ≤ k ≤ m with size G0 for ¢ ¡ O(1) O(LN +¡mnd HN )) and depth ¢ `N + O log(d) log(dHN ) which is uniform in space O SN + log(nmdHN LN ) . In order to conclude, we only have to notice that the identity Pk :=



θFk θGk (X1 − γ1 , . . . , Xn − γn ) = F0 G0 (X1 − γ1 , . . . , Xn − γn )



holds, and that P1 , . . . , Pm are polynomials belonging to ZZ[X1 , . . . , Xn ] which can be computed by a family of boolean circuits which satisfies the statement of the lemma.



3



The resolution of polynomial equation systems: primitive element techniques



Let F1 , . . . , Fs be polynomials in Q [X1 , . . . , Xn ] that define an equidimensional algebraic variety V := {(x1 , . . . , xn ) ∈ C n ; F1 (x1 , . . . , xn ) = · · · = Fs (x1 , . . . , xn ) = 0} Since we are concerned with geometric elimination, our problems are referred to the variety V rather than to the polynomials F1 , . . . , Fs themselves. A common strategy is to reduce the computational problems to the 0–dimensional case (i.e. to the case where V is nonempty and finite), because in this case there exist methods that allow us important reductions of the complexity of the algorithms. In this section we are therefore going to assume that V is zero–dimensional. As it is well–known, the cardinality δ of V equals the dimension of the finite dimensional Q –vector space p B := Q [X1 , . . . , Xn ]/ (F1 , . . . , Fs )



p where (F1 , . . . , Fs ) denotes the radical of the ideal (F1 , . . . , Fs ) generated by F1 , . . . , Fs over Q [X1 , . . . , Xn ]. A central point is the description of this Q –algebra B by means of some elements which, at the same time, provide a useful “pseudo–parameterization” of V . For this aim, we observe that any linear form U ∈ ZZ[X1 , . . . , Xn ] that separates the points of the variety V (i.e., U satisfies U (x) 6= U (y) for any pair of distinct points x, y ∈ V ) yields a basis of B in the following way: being u the image of U in B, the set of all the powers {1, u, . . . , uδ−1 } forms such a basis. If this is the case, we call u (and also the linear form U ) a primitive element of B (see [24], [43] or [26] for details). From a primitive element u we obtain a representation of B as the quotient of Q [T ] modulo certain principal ideal (the ideal generated by the minimal polynomial of u). More precisely we have the following situation : Let mu ∈ ZZ[T ] be the minimal primitive polynomial of u and observe that mu has degree δ. Then there exists a nonzero integer ρ and polynomials v1 , . . . , vn ∈ ZZ[T ] of degree strictly less than δ such that in Q [X1 , . . . , Xn ] the identity: ³ ´ (F1 , . . . , Fs ) = mu (U ), ρX1 − v1 (U ), . . . , ρXn − vn (U ) holds (by the way the polynomials v1 , . . . , vn are uniquely determined up to scaling). With this notation we have the following identities between Q–algebras: ¡ ¢ B = Q [X1 , . . . , Xn ]/(mu (U ), ρX1 − v1 (U ), . . . , ρXn − vn (U )) ∼ = Q [T ]/ mu (T ) . The multiplication tensor of B can be easily obtained as follows: let M be the companion matrix of the polynomial mu and let MXi be the matrix of the homothesy induced by Xi in B with respect to the basis {1, u, . . . , uδ−1 } for 1 ≤ i ≤ n. Then we have MXi := ρ¡−1 vi (M ). ¢ Notice that the curve c(T ) := v1 (T ), . . . , vn (T ) contains all the points of V and that the roots of mu (T ) are the values of the parameter T which yield the points of this curve which belong to V . This is what we mean by a “pseudo– parameterization” of V . Properly translated, these notions can be applied to the more general case of equidimensional varieties of positive dimension. First, it is possible to perform a linear change of variables (X1 , . . . , Xn ) → (Y1 , . . . , Yn ) such that the new variables Y1 , . . . , Yn−r are free with respect to V and that the following extension of commutative rings, namely p R := Q [Y1 , . . . , Yn−r ] −→ Q [Y1 , . . . , Yn ]/ (F1 , . . . , Fs ) =: B is integral. Such a linear change of variables is called a Noether normalization and we shall say that the variables Y1 , . . . , Yn are in Noether position with respect to the variety V (see e.g. [28] for details). It is clear that the Q–algebra B is reduced. Furthermore, B is a free R–module of finite rank (cf. [32]). In such case, an element u ∈ B is said a primitive element of the ring extension R ⊆ B if it is the image of a linear form and if the degree of the minimal polynomial mu of u equals the rank of B as R–module.



Let K be the quotient field of R and B 0 = K ⊗R B. An element u ∈ B is a primitive element of B if and only if, for δ := rankR B = dimK B 0 , the set {1, u, . . . , uδ−1 } is a basis of the K–vector space B 0 . For the aim of this paper it will not be necessary to describe the R–algebra B explicitly. In fact a suitable description of the K–algebra B 0 suffices. The K–algebra B 0 is characterized by the following items: • a basis of the K–vector space B 0 • for n − r + 1 ≤ i ≤ n, the matrix MXi of the homothesy ηXi : B 0 → B 0 induced by the multiplication by Xi in B 0 with respect to the given basis (these matrices describe the multiplication tensor of the K-algebra B 0 and hence, of the R–algebra B) These items are what we define as a geometric solution of the variety V (cf. [26]). The basis of B 0 is obtained from a suitable primitive element of B. In this paper, the primitive element u ∈ B will be chosen as the image in B of a generic linear form in the variables Xn−r+1 , . . . , Xn with coefficients in ZZ, that is, u will be the image of a linear form U = λn−r+1 Xn−r+1 + · · · + λn Xn , with λi ∈ ZZ for n − r + 1 ≤ i ≤ n. Being T a new indeterminate, the minimal polynomial mu (T ) of u as element of the R–algebra B (or equivalently as element of the K–algebra B 0 ) will always be a monic polynomial of Q [X1 , . . . , Xn−r , T ] (this is a consequence of the basic assumption that the variables X1 , . . . , Xn are in Noether position with respect to V ). This minimal polynomial will always be chosen as an element of the ring ZZ[X1 , . . . , Xn−r , T ] = R[T ]. Finally, since by assumption {1, u, . . . , uδ−1 } is a basis of the K–vector space (u) 0 B , there exist for n − r + 1 ≤ i ≤ n polynomials vi ∈ R[T ] and nonzero (u) (u) (u) elements ρi ∈ R such that ρi Xi − vi (U ) belongs to the extension ideal √ √ (K) F1 , . . . , Fs of F1 , . . . , Fs in K[Xn−r+1 , . . . , Xn ]. In particular, we have the following identity between ideals of K[Xn−r+1 , . . . , Xn ]: p



(K)



(F1 , . . . , Fs )



¡ ¢ (u) (u) (u) = mu (U ), ρ1 Xr+1 − vr+1 (U ), . . . , ρ(u) n Xn − vn (U )



Furthermore, if M is the companion matrix of the homothesy ηu with respect to the basis {1, u, . . . , uD−1 }, the matrices MXn−r+1 , . . . , MXn which characterize the multiplication tensor of the K–algebra B 0 (or equivalently of the R–algebra B) are obtained from the identity: (u)



ρi



(u)



· MXi = vi (M )



for n − r + 1 ≤ i ≤ n. 3.1



The construction of a primitive element



We develop in this subsection the tools we need in the construction of a primitive element u (and the pseudo–parameterization associated to it). This is done



following the ideas of [45], with the additional aim to prove the uniformity of the underlying algorithms. First, we are going to treat the particular case of a variety defined by two polynomials in two separated variables. Lemma 15. Let {Cm,δ1 ,δ2 ,h }m,δ1 ,δ2 ,h∈IN be a family of boolean circuits which evaluates polynomials f0 , . . . , fδ1 , g0 , . . . , gδ2 of ZZ[Y1 , . . . , Ym ] on integers of logarithmic height h. Let Lh := L(m, δ1 , δ2 , h) and `h := `(m, δ1 , δ2 , h) be the size and depth of Cm,δ1 ,δ2 ,h , and assume that the family {Cm,δ1 ,δ2 ,h }m,δ1 ,δ2 ,h∈IN is uniform in space Sh := S(m, δ1 , δ2 , h). Let Hh := H(m, δ1 , δ2 , h) be the worst– case logarithmic height of the output of Cm,δ1 ,δ2 ,h . Let R := ZZ[Y1 , . . . , Ym ], K := Q (Y1 , . . . , Ym ) and let K be the algebraic closure of K. Let F (X) := f0 + · · · + fδ1 X δ1 and G(Y ) ¡:= g0 + · · · +¢ gδ2 Y δ2 be polynomials which are squarefree in K[X, Y ], let I := F (X), G(Y ) be the 2



ideal generated by F (X) and G(Y ) in K[X, Y ] and let W ⊂ K be the zero– dimensional variety defined by F (X) and G(Y ). Let U := αX + Y be a linear form that represents a primitive element of the K–algebra B := K[X, Y ]/I and let δ := δ1 · δ2 . O(1) Then, there and¢ ¡ exists a family of ¢ boolean circuits with size Lh + (δh¡1 Hh ) depth `h +O log(δ) log(δh1 Hh ) , which is uniform in space Sh +O log(δHh Lh ) such that, given an integer α of logarithmic height h1 such that αX + Y is a primitive element of B, computes on integers of logarithmic height h the coefficients in ZZ[Y1 , . . . , Ym ] of polynomials q, v1 , v2 ∈ ZZ[Y1 , . . . , Ym ][T ] and an element ρ ∈ ZZ[Y1 , . . . , Ym ] with the following properties: • deg(q) = δ and max{deg(v1 ), deg(v2 )} < δ. • (q(U ), ρX − v1 (U ), ρY − v2 (U )) ⊆ I Proof. We follow the ideas of [45, Lemma 26]. It is clear that B is a K–vector space of dimension δ and that the image in B of the set B := {X i Y j /0 ≤ i < δ1 , 0 ≤ j < δ2 } defines a basis as K–vector space of B. For the sake of definiteness let us fix the lexicographical order on the set B. Then the matrices MX , MY ∈ K δ×δ of the homothesies ηX and ηY of the K–algebra B with respect to the basis B can be obtained directly from the coefficients of F and G. Let u be the image of the linear form U in the K–algebra B and denote by Mu the matrix of the homothesy ηu induced by multiplication by u in B with respect to the basis B. Observe that the identity Mu = α · MX + MY holds. Notice that, being a, b ∈ R the leading coefficients of F and G respectively, the matrix abMu has all its entries in R. By the Cayley–Hamilton theorem, the characteristic polynomial χ ∈ k[T ] of the matrix Mu annihilates u over B. Since deg(χ) = δ holds, we have that χ is the minimal polynomial of u over B. Define q(T ) := χabMu (abT ) and observe that (ab)δ χMu (T ) = χabMu (abT ) = q(T ) holds. Thus we have q(T ) ∈ R[T ] and



in particular q(U ) ∈ I. Moreover the coefficients of q can be computed by a division–free arithmetic circuit in R of size δ O(1) and nonscalar depth O(log δ). In order to find the element ρ ∈ R and the polynomials v1 , v2 ∈ R[T ] of the statement of the lemma, we observe that B0 := {1, u, . . . , uδ−1 } is a K–vector space basis of B, and that there exists a nonsingular matrix M ∈ K δ×δ such that modulo I the following congruence relation holds:     1 1    U  X    2     U  Y . ≡M ·     ..  ..    .  . U δ−1



X deg(F )−1 Y deg(G)−1



Multiplying both sides of this congruence relation by the adjoint matrix Adj(M ) of M , we conclude:     1 1  U    X  2     U    Y Adj(M ) ·   ≡ det(M ) ·    ..    ..  .    . U δ−1



X deg(F )−1 Y deg(G)−1



Since the i–th column of the matrix M can be obtained as the first column of the matrix (Mu )i for i = 0, . . . , δ − 1, we see that (ab)δ M has all its entries in R. ¡ ¢ 2 2 Thus (ab)δ Adj(M ) = (ab)δ Adj (ab)δ M has its entries in R and (ab)δ · det(M ) 2 belongs to R. Let ρ := (ab)δ −δ · det(M ) and let v1 (T ), v2 (T ) be the polynomials of R[T ] of degree less than δ whose coefficient vectors are obtained from the ¡ ¢ second and third row of (ab)δ Adj (ab)δ M respectively. Then the degree of v1 , v2 is strictly less than δ and modulo the ideal I we have the following congruences: ρ · X ≡ v1 (U ) ρ · Y ≡ v2 (U ). We now analyze the underlying algorithm, in order to prove that it can be performed by a family of boolean circuits whose size, depth and space– uniformity satisfy the statement of the lemma. For this purpose we apply the Macro expansion lemma using the polynomial maps defined by the polynomials f0 , . . . , fδ1 , g0 , . . . , gδ2 , the integer product, the matrix product of (δ × δ)– matrices, the coefficients of the characteristic polynomial of a (δ × δ)–matrix and the adjoint matrix of a (δ × δ)–matrix. The algorithm described above computes the polynomials f0 , . . . , fδ1 , g0 , . . . , gδ2 and computes the matrices abMX , abMY and abMu . We observe that the matrices aMX and aMY can be obtained by a simple mapping from the polynomials f0 , . . . , fδ1 , g0 , . . . , gδ2 using space



O(log d). We also observe that the entries of the matrices abMX and abMY are polynomials of ZZ[Y1 , . . . , Ym ] with worst–case logarithmic height O(Hh ) on integers of logarithmic height h. Then we compute the matrix abMu and the coefficients of its characteristic polynomial using Lemma 5. An inner product between the¡vector formed by the¢ coefficients of this characteristic polynomial and the vector 1, ab, (ab)2 , . . . , (ab)δ yields the coefficients of the polynomial χabMu (abT ), which have worst–case logarithmic height O(δh1 Hh ) on integers of logarithmic height h. Then we obtain the columns of the matrix (ab)δ M by computing the first δ−1 column of the matrices (ab) abMu , (ab)δ−2 (abMu )2 , . . . , (abMu )δ . Finally we ¡ ¢ δ compute ρ = det (ab) M and the second and third row of the matrix (ab)δ ¡ δ Adj (ab) M ). Notice that M has logarithmic height O(δh1 Hh ) on integers of logarithmic height h. Therefore, combining the Macro expansion lemma with Lemmata 3, 4, 5 and 7 we obtain a family of boolean circuits satisfying the statement of the lemma. Now we are going to reduce the general case of an equidimensional variety to the case of two polynomials in two separated variables. We assume now that we have a procedure that determines, given a linear form U , a polynomial p that annihilates U on the given zero–dimensional variety V under consideration (in the next section we are going treat the problem how to find such a polynomial p). For the rest of this subsection we will use the following notation: R will denote a polynomial ring ZZ[Y1 , . . . , Ym ] with quotient field K and K will denote the algebraic closure of K. Likewise, we will consider polynomials n F1 , . . . , Fs ∈ R[X1 , . . . , Xn ] that define a zero–dimensional variety V over K of cardinality δ and generate a radical ideal I in K[X1 , . . . , Xn ]. Let T1 , . . . , Tn be new indeterminates. We shall denote by Zj the linear form Zj := T1 X1 + · · · + Tj−1 Xj−1 + Tj+1 Xj+1 + · · · + Tn Xn for j = 1, . . . , n and by IT the ideal generated by F1 , . . . , Fs in K(T1 , . . . , Tn )[X1 , . . . , Xn ]. We shall use the following result: Lemma 16 (([45]; Lemma 25)). Let be given the following items: • for every j = 1, . . . , n, a polynomial Gj ∈ R[T ], squarefree in K[T ], of degree deg(Gj ) ≤ δ such that Gj (Xj ) belongs to I. • for every j = 1, . . . , n, a polynomial Hj ∈ R[T1 , . . . , Tn ][T ], squarefree in K(T1 , . . . , Tn )[T ] and monic in T except for factors in R, of degree degT (Hj ) ≤ δ, such that Hj (Zj ) belongs to IT Then, an arithmetic circuit β of size O(nδ O(1) ) and nonscalar ¡ there exists ¢ depth O log(nδ) that computes a polynomial Q ∈ R[T1 , . . . , Tn ] which verifies the following property: for every n-tuple (λ1 , . . . , λn ) ∈ R n such that F (λ1 , . . . , λn ) 6= 0 holds, the linear form U := λ1 X1 + · · · , λn Xn is a primitive element of V .



From Lemma 16 and the Schwartz–Zippel test we obtain the coefficients (λ1 , . . . , λn ) ∈ ZZn of a linear form which constitutes a primitive element for the variety V defined by the polynomials F1 , . . . , Fs . In the following lemma we describe how we obtain a geometric solution of the equidimensional variety V which is defined by the polynomials F1 , . . . , Fs . Lemma 17. Let notations and assumptions be as in Lemma 16. Let {Cm,n,δ,h }m,n,δ,h∈IN be a family of boolean circuits which evaluates the coefficients in R[T1 , . . . , Tn ] of the polynomials G1 , . . . , Gn , H1 , . . . , Hn on integers of logarithmic height h. Let Lh := L(m, n, δ, h) and `h := `(m, n, δ, h) be the size and depth of Cm,n,δ,h respectively, and assume that the family {Cm,n,δ,h }m,n,δ,h∈IN is uniform in space Sh := S(m, n, δ, h). Let Hh := H(m, n, δ, h) be the worst–case logarithmic height of the output of Cm,n,δ,h . Assume further that we are given an n–tuple (λ1 , . . . , λn ) of ZZn of logarithmic height h1 such that the linear form U := λ1 X1 + · · · + λn Xn is a primitive element of the algebraic variety V and that the variables X1 , . . . , Xn are in Noether position. Then there exists a family of boolean circuits with size Lmax{h,h1 } + ¡ ¢ (nδh1 Hmax{h,h1 } )O(1) and depth `max{h,h ¡ 1 } + O log(δ) log(nδh1 Hmax{h,h ¢ 1}) , which is uniform in space Smax{h,h1 } +O log(nδh1 Hmax{h,h1 } Lmax{h,h1 } ) such that, given the integers λ1 , . . . , λn computes on integers of logarithmic height h elements ρ1 , . . . , ρn ∈ R and the coefficients in R of polynomials q, v1 , . . . , vn ∈ R[T ] with the following properties: • degT (q) = δ and q(U ) ∈ I • for every i = 1, . . . , n we have degT (vi ) < δ and ρi Xi − vi (U ) ∈ I Proof. Following [45, Proposition 27], let Zj (λ) := λ1 X1 + · · · + λd j Xj + · · · + λn Xn . By replacing the variables (T1 , . . . , Tn ) by (λ1 , . . . , λn ) in the polynomials H1 , . . . , Hn we obtain polynomials h1 (T¡) := H ¢ 1 (λ1 , . . . , λn , T ), . . . , hn (T ) := Hn (λ1 , . . . , λn , T ) in R[T ] such that hj Zj (λ) ∈ I holds. Observe that the coefficients with respect to T of the polynomials h1 , . . . , hn can be computed by a family of boolean circuits of size Lmax{h,h1 } and depth `max{h,h1 } which is uniform in space Smax{h,h1 } . Since the linear form U represents a primitive element of V , we see that U ¡ ¢ 2 separates the points of the set {Gj (Xj ) = 0, hj Zj (λ) = 0} ⊂ K . In order to ˜ j (T ) of hj (T ) for apply Lemma 15 we compute a square–free representation h ˜ 1, . . . , h ˜ n can be 1 ≤ j ≤ n. Applying Lemma 11 we see that the polynomials h O(1) computed by a¡ family of boolean circuits with size Lmax{h,h +nδ H max{h,h1 } 1} ¢ and depth O `¡max{h,h1 } + log(δ) log(δHmax{h,h ) which is uniform in space } 1 ¢ Smax{h,h1 } + O log(nδHmax{h,h1 } Lmax{h,h1 } ) . Applying ³for each 1 ≤ ´j ≤ n Lemma 15 to the K–algebra ¡ ¢ ˜ j Zj (λ) with U = λj Xj + Zj (λ) as primitive element, k[Xj , Zj (λ)]/ Gj (Xj ), h we obtain elements ρj ∈ R and polynomials vj ∈ R[T ] that verify the condition ³ ¡ ¢´ ρj Xj − vj (U ) ∈ Gj (Xj ), hj Zj (λ) ⊂ I



Applying the Macro expansion lemma and Lemma 15 we conclude that all these computations can be performed by a family of boolean circuits with size Lmax{h,h + nh1 (δHmax{h,h )O(1) and depth `max{h,h1 } + 1} 1} ¡ ¢ O¡ log(δ) log(δh1 Hmax{h,h1 } ) , which is uniform in space Smax{h,h1 } + ¢ O log(nδh1 Hmax{h,h1 } Lmax{h,h1 } ) . 3.2



The computation of the isolated points of a variety



Let R := ZZ[Y1 , . . . , Ym ] be a polynomial ring, let K := Q (Y1 , . . . , Ym ) be the quotient field of R and let K be the algebraic closure of K. Let be given n polynomials F1 , . . . , Fs in R[X1 , . . . , Xn ] and let V ⊂ K be the algebraic variety defined as the set of common zeroes of these polynomials. In this subsection we are going to compute the isolated points of the variety V . This is a necessary preliminary step for the determination of the multiplication tensor of a reduced complete intersection and allows also to compute the dimension of the variety V . As we have seen in the previous subsection, we need to develop a procedure which computes, for a given linear form U ∈ R[X1 , . . . , Xn ], a polynomial p ∈ R[T ] that annihilates U on the isolated points of V . First we deal with the case where the isolated points of V are locally complete intersection. Lemma 18. Let {Cm,n,d,h }m,n,d,h∈IN be a family of boolean circuits which evaluates the coefficients in R of polynomials F1 , . . . , Fn of R[X1 , . . . , Xn ] of degree d and the coefficients λ1 , . . . , λn ∈ R of a linear form U := λ1 X1 + · · · + λn Xn on integers of logarithmic height bounded by h. Assume further that these coefficients have degree bounded by d. Let Lh := L(m, n, d, h) and `h := `(m, n, d, h) be the size and depth of Cm,n,d,h respectively, and assume that the family {Cm,n,d,h }m,n,d,h∈IN is uniform in space Sh := S(m, n, d, h). Let Hh := H(m, n, d, h) be the worst–case logarithmic height of the output of Cm,n,d,h . Let (F1 , . . . , Fn ) denote the ideal generated by F1 , . . . , Fn over R[X1 , . . . , Xn ] n and let V be the algebraic variety defined by F1 , . . . , Fn in K . Then, there exists a family of boolean circuits ¡ which, ¢given random integers γε , γ0 , . . . , γn , γT of logarithmic height N := O n log(nd) , computes the coefficients of a polynomial p ∈ R[T ] such that p(U ) vanishes on the isolated points of the variety V . ¡ ¢O(1) This circuits has size Lmax{N,h} + (nd)n Hmax{N,h} , depth ¡ family of boolean ¢ O¡`max{N,h} +n2 log(nd) log(ndH¢max{N,h} ) and is uniform in space Smax{N,h} + O n log(ndHmax{N,h} Lmax{N,h} . Proof. Following e.g. [28], we produce a homotopic deformation of the given equation system in order to reduce the problem to the zero–dimensional projective case. For this purpose, we introduce new indeterminates X0 and ε, and consider for 1 ≤ i ≤ n the polynomials 1+deg(Fi )



Gi := X0 hFi + εXi



(here hFi denotes the homogenization of Fi with respect to the homogenization variable X0 ). As elements of R [ε][X0 , . . . , Xn ], the polynomials G1 , . . . , Gn are homogeneous and define a zero–dimensional subvariety of IP n (K (ε)) [28, Lemme 3.3.3]. The dense representation of G1 , . . . , Gn is obtained directly from that of F1 , . . . , Fn . We apply now arguments on the regularity of the Hilbert function of the graduated ring A := K (ε)[X0 , . . . , Xn ]/(G1 , . . . , Gn ) = A0 ⊕ A1 ⊕ · · · ⊕ Aj ⊕ · · · Let us notice the following facts (see [51] or [9]): • Let N := nd. Then AN and AN +1 are finite dimensional K (ε)–vector spaces of the same dimension, say D, with D ≤ (d + 1)n . • Since the ideal (G1 , . . . , Gn ) does not have any zero in the hyperplane X0 = 0, the homothesy ηX0 : AN −→ AN +1 is an isomorphism. We consider the endomorphism: −1 φ := ηX η : AN −→ AN 0 u



where u is the image of U in A. By the theorem of Cayley–Hamilton, the characD teristic polynomial P (T ) of φ verifies P (φ) ≡ 0, and hence so does ηX P (φ). Since 0 ³ ´ D ˜ X0 is not a zero divisor of A, the nonzero polynomial P (X0 , T ) := X P T = 0



X0



det(X0 Mφ −T ·Id) has the property that P˜ (X0 , U ) belongs to the ideal generated by G1 , . . . , Gn in K (ε)[X0 , . . . , Xn ] (here Mφ denotes the matrix of the linear endomorphism φ with respect to a suitable K (ε)–vector space basis of AN ). In order to compute the polynomial P˜ (X0 , T ), it is necessary to compute first the matrices MX0 and MU of the homothesies ηX0 and ηU in some suitable basis B and B0 of AN and AN +1 respectively. For this purpose we shall follow [45]. Let Fs := {m1 , . . . , mrs } be the µ set of all ¶ monomials of degree s in the varis+n ables X0 , . . . , Xn (recall that rs = holds). Multiplying all the monon ¡ ¢ mials of degree N − 1 + deg(Fi ) by the polynomial Gi for 1 ≤ i ≤ n, we obtain the matrix Q1 ∈ R[ε]rn−(d+1) ×rN of the relations of the monomials in FN mod˜ 1 of Q1 of maximal rank we obtain a ulo IN . Computing a square submatrix Q monomial basis of AN : we consider the subset B := {e1 , . . . , eD } of FN in which ˜1. the monomials ej correspond to the columns of Q1 not chosen to form Q ˜ Similarly, we compute a square submatrix of maximal rank Q2 of the matrix Q2 of relations in AN +1 . Then we extract a monomial basis B0 := {e01 , . . . , e0D } ⊆ FN +1 of AN +1 , and its remainder set {v10 , . . . , vt0 } := FN +1 \ B 0 . Moreover, we ˜ 2 ) ∈ R and a matrix B ∈ Rt×D , given by the obtain an element α := det(Q ˜ remaining columns of Adj(Q2 )Q2 , such that  0  0  v1 e1  ..   ..  α .  = B .  vt0



e0D



holds. Now we are able to compute for 1 ≤ i ≤ n matrices MαXi = αMXi , where MαXi and MXi represent the matrices of the K (ε)–algebra morphisms ηαXi : AN → AN +1 and ηXi : AN → AN +1 defined by multiplication of the elements of AN by αXi and Xi respectively with respect to the basis B and B 0 . For any ei ∈ B, the element αXi ei ∈ AN +1 is either a monomial of the form αe0j or a monomial of the form αvj0 . In the first case the corresponding column of MαXi is a vector with all its coordinates zero except for its j–th column where α occurs. In the second case this column is simply the j–th row of Pnthe matrix B. In this way we compute easily the matrices MαX0 and Mαu = i=0 λi MαXi . In order to avoid divisions in the computation of the polynomial P˜ (X0 , T ), we compute the following multiple ∆(ε, X0 , T ) of it in R [ε][X0 , T ]: ∆(ε, X0 , T ) =



D X



pj (ε)T j X0D−j := det(MλX0 )D P˜ (X0 , T ) =



j=1



= αD det(MαX0 )D P˜ (X0 , T ) = det(X0 Adj(MαX0 )Mαu − det(MαX0 )T · Id) Dividing the polynomial ∆(ε, X0 , T ) by the greatest possible power of ε, we obtain a new polynomial ∆1 (ε, X0 , T ) such that p(T ) := ∆1 (0, 1, T ) is the polynomial we are looking for [28, Proposition 3.3.4]. We observe that the whole procedure manipulates matrices whose entries are polynomials in the variables Y1 , . . . , Ym , ε of degree bounded by (nd)O(n) . This follows from the hypothesis on the degree of the coefficients of the polynomials F1 , . . . , Fn , U and the size of the matrices involved. Therefore, from Schwartz–Zippel test we¡ deduce that ¢ there exist integer parameters γ, γ1 , . . . , γn of logarithmic height O n log(nd) such that, applying the strategy of Lemma 8 to compute submatrices of maximal rank of the matrices P (γε , γ1 , . . . , γn ) and Q(γε , γ1 , . . . , γn ) (here P (γε , γ1 , . . . , γn ) and Q(γε , γ1 , . . . , γn ) denote the integer matrices obtained by the evaluation of the entries of the matrices P and Q in ˜ of maximal rank of ε = γε , Y1 = γ1 , . . . , Ym = γm ) also yields submatrices P˜ , Q the matrices P, Q. We assume that our input parameters γε , γ1 , . . . , γn satisfy this property. We now analyze the algorithm to prove that it can be performed by a family of boolean circuits whose size, depth and space–uniformity satisfy the statement of the lemma. Notice that the dense representation of the polynomials G1 , . . . , Gn n can ¡ be computed by ¢ family of boolean circuits of size Lh + O(d Hh ) and depth O `h + n log(dHh ) , which is uniform in space Sh + n log(dHh ). The mapping computing the entries pij , qij of the matrices P, Q from the coefficients of ¢the polynomials G1 , . . . , Gn can be easily described in space ¡ O n log(nd) , because it only requires to manipulate the monomials in n + 1 variables of degree at most rN +1 = nd + 1, which form a K (ε)–vector space of dimension (nd)O(n) . We evaluate the entries of the matrices P, Q in ε = γε , Y1 = γ1 , . . . , Ym = γm and determine which rows and columns of P and ˜ of maximal rank. For this Q are chosen to form the submatrices P˜ and Q purpose we apply the ideas of Lemma 8 to the matrices P (γε , γ1 , . . . , γn ) and



Q(γε , γ1 , . . . , γn ). The family of boolean circuits which performs these opera¢O(1) ¡ ¡ ¢ 2 tions has size LN + (nd)n H , depth O ` + n log(nd) log(ndH ) and N N N ¡ ¢ is uniform in space SN + O n log(ndHN LN ) . Once we have computed the rows and columns of P and Q chosen to form ˜ we obtain the matrices P˜ and Q. ˜ We now apply the the submatrices P˜ and Q, Macro expansion lemma using the polynomial maps defined by the entries of ˜ and the computation of the determinant, adjoint matrix the matrices P˜ and Q ¡ ¢ and matrix product of (d + 1)n × (d + 1)n –matrices to prove that there exists a family of boolean circuits computing the matrix B with size Lmax{N,h} + ¡ ¢O(1) ¡ ¢ (nd)n Hmax{N,h} , depth O `max{N,h} + n2 log(nd) log(ndHmax{N,h} ) and ¡ ¢ is uniform in space Smax{N,h} + O n log(ndHmax{N,h} Lmax{N,h} ) . We observe that the entries of the matrix B have worst–case logarithmic height (dn Hh )O(1) on integers of logarithmic height h. The mapping which computes the matrices MαX0 , . . . , MαXn from the entries of the matrix B can be easily described in space (nd)O(n) . Applying again the Macro expansion lemma using this mapping and the computation of adjoint matrix and determinant as polynomial maps we obtain a family of boolean circuits computing the polynomial Λ(ε, X0 , T ) with size Lmax{N,h} + ¡ ¢O(1) ¡ ¢ n 2 + (nd) Hmax{N,h} , depth O `¡max{N,h} +n log(nd) log(ndHmax{N,h} ) and ¢ is uniform in space Smax{N,h} + O n log(ndHmax{N,h} Lmax{N,h} ) . The coefficients of the polynomial Λ(ε, X0 , T ) have worst–case logarithmic height (dn Hh )O(1) on integers of logarithmic height h. In order to determine the greatest power of ε which divides the polynomial Λ(ε, X0 , T ) we observe that Λ(ε, X0 , T ) is a polynomial of degree at most (nd)O(n) and hence its coefficients with respect to ε are polynomials of ZZ[X0 , Y1 , . . . , Ym , T ] of degree at most (nd)O(n) . Therefore applying Schwartz–Zippel¡test we see ¢ that there exist integers (γ0 , γ1 , . . . , γn , γT ) of logarithmic height O n log(nd) such that any coefficient p of the dense representation of Λ(ε, X0 , T ) with respect to ε is the polynomial zero if and only the evaluation p(γ0 , γ1 , . . . , γn , γT ) of p in X0 = γ0 , Y1 = γ1 , . . . , Yn = γn , T = γT equals zero. We assume that the input parameters γ0 , γ1 , . . . , γn , γT satisfy this property. Then we interpolate the polynomial with Λ(ε, X0 , T ) respect to ε and evaluate the coefficients in X0 = γ0 , Y1 = γ1 , . . . , Yn = γn , T = γT to determine which is the least nonzero coefficient. From the bounds of Lemma 12 we deduce the complexity bounds of the statement of Lemma 18. We remark that the algorithm of Lemma 18 requires the manipulation of 2 2 matrices of size (nd)O(n) × (nd)O(n) , instead of the dO(n ) × dO(n ) –matrices considered in [53]. Now we are in conditions to treat the general problem of the determination of the isolated points of a given algebraic variety. Proposition 1. Let {Cm,n,s,d,h }m,n,s,d,h∈IN be a family of boolean circuits which evaluates the coefficients in R of polynomials F1 , . . . , Fs of R[X1 , . . . , Xn ] of degree d on integers of logarithmic height bounded by h. Assume further that



these coefficients have degree bounded d. Let Lh := L(m, n, s, d, h) and `h := `(m, n, s, d, h) be the size and depth of Cm,n,s,d,h respectively, and assume that the family {Cm,n,s,d,h }m,n,s,d,h∈IN is uniform in space Sh := S(m, n, s, d, h). Let Hh := H(m, n, s, d, h) be the worst–case logarithmic height of the output of Cm,n,s,d,h . n Let V ⊂ K be the algebraic variety defined by the polynomials F1 , . . . , Fs . Then, there exists a family of boolean circuits which, given random integers¢ ¡ γε , γ0 , . . . , γn , γT , γ˜1 , . . . , γ˜n , λ1 , . . . , λn of logarithmic height N := O n log(nsd) , computes the coefficients of a geometric solution of a zero–dimensional variety containing the isolated points of V . This family of boolean circuit has size ¡ ¢O(1) ¡ n Lmax{N,h} + , depth O `max{N,h} ¡+ n2 log(nd) log(nsd ¢ s(nd) Hmax{N,h} Hmax{N,h} )¢ and is uniform in space Smax{N,h} + O n log(nsdHmax{N,h} Lmax{N,h} ) . Proof. First of all we replace the variety V by another variety containing between its isolated points all the isolated points of V and such that this new variety is given by n equations. In this sense, for a given n–tuple γ˜ := (˜ γ1 , . . . , γ˜n ) ∈ ZZn we define for i = 1, . . . , n the following n polynomials: Fγ˜i := F1 + γ˜i F2 + · · · + γ˜is−1 Fs From [28, Lemme 3.4.1] it follows that there exists a polynomial Q(T1 , . . . , Tn ) of degree bounded by sdn such that for any n–tuple γ˜ ∈ ZZn with Q(˜ γ1 , . . . , γ˜n ) 6= 0 the variety V (˜γ ) defined by Fγ˜1 , . . . , Fγ˜n contains all the isolated points of V as isolated points. Hence, any polynomial P ∈ R[T ] that annihilates a given linear form U over the isolated points of V (˜γ ) annihilates U over the isolated points of V . Therefore applying Schwartz–Zippel test we deduce that there exists¢ an in¡ teger n–tuple (˜ γ1 , . . . , γ˜n ) of logarithmic height bounded by O n log(sd) which does not annihilate Q. We assume that our input parameters γ˜1 , . . . , γ˜n satisfy this property. In order to compute the polynomials Fγ˜1 , . . . , Fγ˜n we first compute the numbers γ˜ij for 1 ≤ i ≤ n and 1 ≤ j ≤ s. The coefficient corresponding to a monomial, say m, of Fγ˜i is computed as the inner product of the vector of the coefficients of F1 , . . . , Fs corresponding to m with the vector (1, γ˜1 , . . . , γ˜1s−1 ). We observe that the ¡ ¢ resulting coefficients have logarithmic height bounded by Hh + O sn log(sd) . From Lemma 16 and the Schwartz–Zippel test ¡ ¢ we see that there exist integers λ1 , . . . , λn of logarithmic height O n log(nd) such that the linear form U := λ1 X1 + · · · + λn Xn separates the isolated points of V . We assume that our input parameters λ1 , . . . , λn satisfy this property. Then we apply Lemma 18 in order to produce polynomials that annihilate the linear forms X1 , . . . , Xn , Zj := λ1 X1 +· · ·+ λd j Xj +· · ·+λn Xn for j = 1, . . . , n and Z := λ1 X1 + · · · + λn Xn on the isolated points of V . Let us observe that the coefficients of the computed polynomials have logarithmic height bounded



by (sdn Hh )O(1) . Finally we apply Lemma 17 in order to produce a geometric solution of the isolated points of V . Let us analyze the size, depth and space–uniformity of the algorithm we have just described. For this purpose we apply the Macro expansion lemma using the polynomial maps defined by the coefficients of the polynomials Fγ˜1 , . . . , Fγ˜n and the maps given by the application of Lemma 18 and Lemma 17. From the bounds of Lemmata 18 and 17 we deduce that the whole procedure can be performed by means of a family of boolean circuits with size Lmax{N,h} + ¡ ¢O(1) ¡ ¢ s(nd)n Hmax{N,h} and depth O `max{N,h} +n2 log(nd) log(nsdHmax{N,h} ) ¡ ¢ which is uniform in space Smax{N,h} + O n log(nsdHmax{N,h} Lmax{N,h} .



4



The division modulo a reduced complete intersection ideal



In this section, following the development made in [45], we treat a crucial problem for the algorithmic division modulo a given polynomial ideal: the computation of the quotient of two polynomials modulo a radical complete intersection ideal. This quotient will be the result of the action of a matrix whose entries can be computed in suitable nonscalar depth. The computation of this matrix will be essential in order to obtain the complexity bounds we are looking for. The main ingredient for our division theorem is a duality theory based on the existence of traces in Gorenstein algebras, whose basic facts we explain below. For proofs we refer to [48], Appendices E and F. 4.1



General trace theory



Let R be a polynomial ring ZZ[T1 , . . . , Tm ], let K be its quotient field and let R[X1 , . . . , Xn ] be the polynomial ring in n variables with coefficients in R. Let F1 , . . . , Fn be a regular sequence of polynomials in R[X1 , . . . , Xn ] of degree at most d in the variables X1 , . . . , Xn , generating a radical ideal (F1 , . . . , Fn ). We consider the R–algebra B given as the quotient of R[X1 , . . . , Xn ] for this ideal: B := R[X1 , . . . , Xn ]/(F1 , . . . , Fn ) We assume that the ring extension R → B represents a Noether normalization of the variety V (F1 , . . . , Fn ) defined by the polynomials F1 , . . . , Fn in a suitable affine space. Thus, B is a free R–module of rank bounded by the degree of the variety V (F1 , . . . , Fn ). Furthermore, the R–algebra B is Gorenstein and the following statements are based on this fact. We consider B ∗ := HomR (B, R) with the B–module structure defined by means of the scalar product B × B ∗ −→ B ∗



that associates to each (b, τ ) in B × B ∗ the R–linear morphism b · τ : B −→ R defined by (b · τ )(x) := τ (bx) for every element x ∈ B. Since the R–algebra B is Gorenstein, its dual B ∗ is a free B–module of rank 1. Any element σ of B ∗ that generates B ∗ as B–module is called a trace of B. There exist two relevant elements of B ∗ which are denoted Tr and σ. The first one, Tr, is called the canonical trace of B and is defined in the following way: given an element b ∈ B, let us denote by ηb : B −→ B the homothesy induced by the multiplication by b. The image Tr(b) by Tr is defined as the ordinary trace of the endomorphism ηb of B (notice that this definition makes sense since B is a free R–module). In order to introduce σ (which will be called a trace of B), we need some additional notations. For any element G ∈ R[X1 , . . . , Xn ] we denote by G its image in B, i.e. the residue class of G modulo the ideal (F1 , . . . , Fn ). Let Y1 , . . . , Yn be new variables and let Y := (Y1 , . . . , Yn ). Let 1 ≤ j ≤ n and let (Y ) Fj := Fj (Y1 , . . . , Yn ) be the polynomial of R[Y1 , . . . , Yn ] obtained substituting in Fj the variables X1 , . . . , Xn by Y1 , . . . , Yn . We consider the polynomial (Y )



Fj



− Fj =



n X



ljk (Yk − Xk ) ∈ R[X1 , . . . , Xn , Y1 , . . . , Yn ]



(4)



k=1



where the ljk are polynomials belonging to R[X1 , . . . , Xn , Y1 , . . . , Yn ] of total degree bounded by (d − 1) (observe that the ljk ’s are not uniquely determined by the sequence F1 , . . . , Fn ). We consider now the determinant ∆ of the matrix (ljk )1≤j,k≤n which can be written (non uniquely) as X ∆= am (X1 , . . . , Xn )bm (Y1 , . . . , Yn ) ∈ R[X1 , . . . , Xn , Y1 , . . . , Yn ], m



where the am ’s are elements of R[X1 , . . . , Xn ] and the bm ’s are elements of R[Y1 , . . . , Yn ]. The polynomial ∆ is called a pseudo–jacobian determinant of the regular sequence F1 , . . . , Fn . Observe that the polynomials am and bm can be chosen having degree bounded by n(d − 1) in the variables X1 , . . . , Xn and Y1 , . . . , Yn respectively. Let cm ∈ R[X1 , . . . , Xn ] be the polynomial obtained substituting the variables Y1 , . . . , Yn by X1 , . . . , Xn in bm . If J is the residue class of the Jacobian determinant J(F1 , . . . , Fn ) in B we have the following identity: X J= am · cm m



Since the ideal (F1 , . . . , Fn ) is radical we see that J is not a zero divisor of B. Furthermore, the image of the polynomial ∆ in the residue class ring (Y ) (Y ) R[X1 , . . . , Xn , Y1 , . . . , Yn ] modulo the ideal (F1 , . . . , Fn , F1 , . . . , Fn ) is independent of the particular choice of the matrix (lkj )1≤k,j≤n . This justifies the name “pseudo–jacobian” for the polynomial ∆. With these notations there exists a unique trace σ ∈ B ∗ such that the following identity holds in B: X σ(am ) · cm 1= m



The main property of the trace σ is known as the “trace formula” (“Tate’s trace formula” of [48, Appendix F] or [39] being special case of it). The trace formula is the following statement: for any G ∈ R[X1 , . . . , Xn ] the identity X G= σ(G · am ) · cm (5) m



P holds true in B. Notice that the polynomial m σ(G · am ) · cm ∈ R[X1 , . . . , Xn ] of the identity (5) has degree in the variables X1 , . . . , Xn bounded by n(d − 1). We shall apply this trace formula in order to solve the lifting problem: given a polynomial G ∈ R[X1 , . . . , Xn ], find a polynomial G1 ∈ R[X1 , . . . , Xn ] of degree in the variables X1 , . . . , Xn bounded by n(d − 1), such that G1 = G holds in B. As one sees easily, the trace formula (5) solves this problem since it allows us to choose for G1 the polynomial X (6) G1 := σ(G · am ) · cm . m



By means of the element ∆ it is possible to describe the relation between the trace σ just introduced and the canonical trace Tr (see [48], Corollary E.19 and example F.19), namely: J · σ = Tr 4.2



(7)



The computation of the matrix that performs the division



Under the assumptions made in the previous subsection, we deduce from Proposition 1 that we may assume that we are given a geometric solution for the K–algebra K ⊗R B. This means that we dispose over the following items: • a linear form U := λ1 X1 + · · · + λn Xn ∈ ZZ[X1 , . . . , Xn ] such that u := U is a primitive element for K ⊗R B. • a polynomial p ∈ R[T ] of degree bounded by dn such that p(U ) belongs to the ideal (F1 , . . . , Fn ). • a nonzero element ρ ∈ R and polynomials v1 , . . . , vn ∈ R[T ] of degree bounded by dn such that for any 1 ≤ j ≤ n ρXj − vj (U ) belongs to (F1 , . . . , Fn ). We can now state the main result of this section: Proposition 2. Let notations and assumptions be as above. Let {Cm,n,d,h }m,n,d,h∈IN be a family of boolean circuits which evaluates the coefficients in R of polynomials F1 , . . . , Fn , F of R[X1 , . . . , Xn ] of degree d on integers of logarithmic height bounded by h. Assume further that this family of boolean circuits also computes the coefficients in R of polynomials p, u, ρ, v1 , . . . , vn which form the geometric solution for the K–algebra K ⊗R B mentioned above. Let



Lh := L(m, n, d, h) and `h := `(m, n, d, h) be the size and depth of Cm,n,d,h respectively, and assume that the family {Cm,n,d,h }m,n,d,h∈IN is uniform in space Sh := S(m, n, d, h). Let Hh := H(m, n, d, h) be the worst–case logarithmic height of the output of Cm,n,d,h . Assume that F is not a zero divisor in B. Let G ∈ R[X1 , . . . , Xn ] be a polynomial of degree dO(n) such that F divides G in B. Then, there exists a family of boolean circuits which, given the degree of G, computes the entries in R of a matrix A and an element θ ∈ R on integers of logarithmic height h such that if Q ∈ R[X1 , . . . , Xn ] denotes the polynomial whose coefficients are obtained applying A to the coefficients of G with respect to a suitable monomial basis of the R–algebra B, then the following conditions are satisfied: i) θG = QF ii) The degree of Q with respect to the variables X1 , . . . , Xn is bounded by n(d − 1). ¡ n ¢O(1) This family of boolean , ¡ 2 circuits has size Lmax{h ¢ 1 ,h} + d Hmax{h1 ,h} depth `max{h1 ,h} + O n log(d) log(dH ) and is uniform in space max{h ,h} 1 ¡ ¢ ¡ ¢ Smax{h1 ,h} +O n log(dHmax{h1 ,h} ) , where h1 = O n log(nd) . Proof. Following [45], let χF := T D + aD−1 T D−1 + · · · + a0 ∈ K[T ] be the characteristic polynomial of the homothesy ηF . Define F ∗ := F D−1 + aD−1 F D−2 + · · · + a2 F + a1 and notice that F F ∗ = (−1)D+1 a0 holds. Since F is not a zero divisor of B we have a0 6= 0. Therefore let us call F ∗ the pseudo P inverse of F in B. From Formula (5) we deduce that F ∗ G = m σ(F ∗ G · am ) · cm and following Formula (7) we have Jσ = Tr. Let us define J ∗ in a similar way to F ∗ as the pseudo inverse of J in B (notice that by assumption J is not a zero divisor of B). With this notation we have: X (J ∗ J)F ∗ G = Tr(J ∗ F ∗ Gam )cm m



In order to keep all the computations in R[X1 , . . . , Xn ] we define τ := αD ρ, where α is the leading coefficient of p, and N as the maximum of the degrees of F , J, am and G. Setting F 0 := τ N F , J 0 := τ N J, a0m := τ N am and G0 := τ N G, we see that the matrices MF 0 , MJ 0 , Ma0m , MG0 corresponding to the homothesies ηF 0 , ηJ 0 , ηa0m , ηG0 in K ⊗R B with respect to the basis {1, u, . . . , uD−1 } (given by the primitive element u of K ⊗R B) have all their entries in R. Observe also that F 0∗ = τ N (D−1) F ∗ and MF 0∗ = (−1)D+1 Adj(MF 0 ) holds. 0 Then we have that J is not a zero divisor of B and that the identity X Tr(J 0∗ F 0∗ G0 a0m )bm (J 0∗ J 0 )F 0∗ G0 = m



holds.



In consequence, defining Q :=



X



Tr(J 0∗ F 0∗ G0 a0m )cm =



m



X



¡ ¢ Tr Adj(MJ 0 )Adj(MF 0 )MG0 Ma0m bm



(8)



m



and θ := (J 0∗ J 0 )(F 0∗ F 0 ) = det(MJ 0 )det(MF 0 ) we obtain the polynomials Q and θ required. The matrix A can easily be extracted from the formula that defines the polynomial Q as follows: observe that by Formula (5) we may assume without loss of generality that the degree of G with respect to the variables X1 , . . . , Xn is bounded by n(d − 1) (using the fact that the trace is R–linear). Then the entries of MG0 depend R–linearly on the coefficient vector of G and so do the coefficients of Adj(M∆0 )Adj(MF 0 )MG0 Ma0m . Taking into ¡ account that the canonical¢ trace is R–linear we see that the polynomial Tr Adj(MJ 0 )Adj(MF 0 )MG0 Ma0m can be expressed as an R–linear combination of the coefficients of G. Finally, combining this expression with the coefficients of bm with respect to the variables X1 , . . . , Xn shows that the coefficients of Q depend R–linearly on the coefficient vector of G. Let us observe that the polynomials θ and Q have been constructed in such a way that θ divides the polynomial Q in R[X1 , . . . , Xn ]. To prove this statement we observe that there exists Q1 ∈ R[X1 , . . . , Xn ] such that G ≡ Q1 F holds modulo (F1 , . . . , Fn )). This implies that Tr(J 0∗ F 0∗ G0 a0m ) = Tr(J 0∗ F 0∗ F 0 Q1 a0m ) = = F F 0 σ(J 0 J 0∗ Q1 a0m ) = (J 0∗ J 0 )(F 0∗ F 0 )σ(Q1 a0m ) 0∗



holds. We now analyze the size, depth, and space–uniformity of the algorithm that computes the matrix A of Proposition 2. Let n, m, d be fixed and let us denote Lh := L(n, m, d, h), `h := `(n, m, d, h) and Hh := H(n, m, d, h). First of all we observe that the dense representation of the polynomials lkj that occur in Equation (4) can be computed using space O(n log d). For example, using the following simple identity: X1α1 ···Xnαn −Y1α1 ···Ynαn =



αX n i −1 X αi−1 j αi −1−j αi+1 (Xi −Yi ) Y1α1 ···Yi−1 Xi Yi Xi+1 ···Xnαn i=1



j=0



we deduce that all the coefficients appearing in the dense representation of every lkj can be described as a sum of some suitably chosen coefficients of the polynomials Fj and that this description can be made in space O(n log d). The additions required can be computed, using the three–for–two trick that we have mentioned n in Lemma 2, ¡by means of ¢a family of boolean circuits with ¡ size Lh +O(d Hh¢) and depth `h + O n log(dHh ) , which is uniform in space O Sh + n log(dHh Lh ) . We observe that the polynomials computed have logarithmic height Hh + O(n log d)



on integers of logarithmic height h. Then we compute the determinant of the matrix (lkj ) and the dense representation of the polynomials Λ, am , bm by a process of recursive interpolation applying Lemma 12. In a similar way we compute the jacobian J and its dense representation. ∂Fi First we compute the polynomials ∂X on integers of logarithmic height h1 := j ¡ ¢ O n log(nd) from the dense representation¡ of F1 , . . . , F ¢ n . Notice that the resulting integers have logarithmic height O n log(d)Hh1 and that the computation can be performed by means ¡of a family of boolean circuits with size ¢ Lh + (dn Hh1 )¡O(1) and depth ` + O n log(n) log(ndH ) , which is uniform in h h 1 ¢ space Sh + O log(ndHh1 ) . Then we compute the determinant of the jacobian matrix and finally we compute the dense representation of J by a process of recursive interpolation applying Lemma 12. The resulting integers have logarithmic ¡ ¢O(1) height O nd log(dHmax{h1 ,h} ) and the computation can be performed by n O(1) means of a family of boolean circuits with size Lmax{h ¡ ¢ 1 ,h} + (d Hmax{h1 ,h} ) and depth `max{h max{h1 ,h} ) , which is uniform in space ¡ 1 ,h} +O n log(n) log(ndH ¢ Smax{h1 ,h} + O log(ndHmax{h1 ,h} ) . Then we compute the matrices MF 0 , MJ 0 , Ma0m and MG0 of the homothesies ηF 0 , ηJ 0 , ηa0m and ηG0 induced by the multiplication by F 0 , J 0 , a0m and G0 respectively. These matrices have the form Mτ N H where H is a given polynomial H ∈ R[X1 , . . . , Xn ] of degree with respect to the variables X1 , . . . , Xn bounded by N . The polynomial H is given by its dense representation H := P a X1µ1 · · · Xnµn with aµ ∈ R. From the identity: µ |µ|≤N Mτ N H =



X



n 1 · · · MτµX aµ τ N −|µ| MτµX n 1



(9)



|µ|≤N



we deduce that the computation of Mτ N H can be reduced to matrix computations. In order to compute the matrices Mτ Xi for 1 ≤ i ≤ n we observe that Mτ Xi = αD vi ( α1 Mαu ), where Mαu is the matrix which is obtained by multiplying the PD companion matrix of the polynomial α1 p by α. Therefore, if vi (T ) := k=0 bki T k PD we define Vi (T ) := k=0 bki αD−k T k . Then we have that Mτ Xi = Vi (Mαu ). The mapping which yields the entries of the matrix Mαu from the coefficients of the polynomial p can be easily described in space O(n log d). Then we compute the matrices Mτ Xi for 1 ≤ i ≤ n in the following way: we first compute the 2 D matrices Mαu , . . . , Mαu applying Lemma 4, then we compute α2 , . . . , αD with D multiplications in depth O(log D). Finally we compute simultaneously the product bki αD−k for 1 ≤ k ≤ D and 1 ≤ i ≤ n and the matrices Mτ Xi for D 1 ≤ i ≤ n as some suitable linear combinations of the matrices I, . . . , Mαu . We D−k k observe that the products bki α and the entries of the matrices Mαu have logarithmic height bounded by O(dn Hh )O(1) . Therefore, combining the Macro expansion lemma with Lemma 4 we deduce there exists a family of boolean cirn O(1) cuits computing and ¡ 2 the matrices M¢τ Xi for 1 ≤ i ≤ n with size Lh + (d¡ Hh ) ¢ depth `h +O n log(d) log(dHh ) , which is uniform in space Sh +O n log(dHh ) .



Notice that the entries of the matrices Mτ Xi have logarithmic height bounded by (dn Hh )O(1) . Then we compute the matrices MF 0 , MJ 0 , Ma0m using equation (9), P the matrices Adj(MJ 0 ), Adj(MF 0 ) and θ = det(MJ 0 )det(MF 0 ). Let G0 = |µ|≤N gµ X1µ1 · · · Xnµn . In order to compute the matrix A of the statement of the proposition we observe that, since the canonical trace is R–linear, we have that ³ ´ X Tr Adj(MJ 0 ), Adj(MF 0 )MG0 Mam = cµ gµ



(10)



|µ|≤N



holds, where the coefficients cµ are given by the formula: ³ ´ µn 1 cµ := τ N −|µ| Tr Adj(MJ 0 ), Adj(MF 0 )MτµX · · · M τ Xn . 1 Observe that the polynomials cµ have logarithmic height (dn Hmax{h1 ,h} )O(1) on integers of logarithmic height h. Therefore, applying the Macro expansion lemma and Lemmata 3, 4 and 7 we obtain a family of boolean circuits com¡ n ¢O(1) puting the polynomials cµ with size Lmax{h and depth ¡ 2 ¢ 1 ,h} + d Hmax{h1 ,h} `max{h +O n log(d) log(dH , which is uniform in space S + ,h} max{h ,h} max{h 1 1 1 ,h} ¡ ¢ O n log(dHmax{h1 ,h} ) . P (m) Let bm := |˜µ|≤nd bµ˜ X1µ˜1 · · · Xnµ˜n . Then applying equations (8) and (10) we have that ¡ ¢ P Q = m Tr Adj(MJ 0 )Adj(MF 0 )MG0 Ma0m bm P P P (m) ˜ 1 · · · Xnµ˜n = m³ µ˜ ( µ cµ gµ )bµ˜ X1µ´ P P (m) P µ ˜1 µ ˜n = µ˜ ˜ ( µ cµ gµ ) X1 · · · Xn m bµ ´ ³ P P ¡ P (m) ¢ µ ˜1 µ ˜n = µ˜ ˜ )cµ gµ X1 · · · Xn m bµ µ ( P (m) holds. Therefore, the entry (˜ µ, µ) of the matrix A is given by ( m bµ˜ )cµ . These entries can be computed by a family of boolean circuits whose size, depth and space–uniformity satisfies the statement of the proposition.



5



Applications to geometric elimination problems



In this section we apply the techniques developed in the previous sections to concrete elimination problems. We are going to study the consistency problem for polynomial equation systems and the representation of the unity 1 in case that the system under consideration does not have any solution (the effective Nullstellensatz problem), the membership of a polynomial to a complete intersection ideal and the corresponding representation problem and an algorithmic version of Quillen–Suslin Theorem.



5.1



The consistency of polynomial equation systems and the effective Nullstellensatz



Let F1 , . . . , Fs be polynomials in ZZ[X1 , . . . , Xn ] of degrees bounded by d and logarithmic height bounded by h. The problems we are going to solve in this subsection are the following: i) Decide whether the system defined by F1 , . . . , Fs is inconsistent, that is, whether the algebraic variety V ⊂ C n that consists of the common zeros of F1 , . . . , Fs is empty. ii) If this is the case, find a representation of the unity 1 as follows: 1 = P1 F1 + · · · + Ps Fs where the polynomials P1 , . . . , Ps belong to Q [X1 , . . . , Xn ]. Let r be the dimension of V and let V = Vr ∪ · · · ∪ V0 be the decomposition of V in equidimensional components, where Vi is empty or an equidimensional variety of dimension i for i = 0, . . . , r. Let 0 ≤ i ≤ r and suppose that Vi is nonempty. As proved in [34], if we choose (i) (i) i generic hyperplanes H1 , . . . , Hi , the following conditions are satisfied: (i)



(i)



i) Vi ∩ H1 ∩ · · · ∩ Hi is a zero–dimensional variety of cardinality deg(Vi ). (i) (i) ii) Vj ∩ H1 ∩ · · · ∩ Hi = ∅ if j < i. (i) (i) iii) Vj ∩ H1 ∩ · · · ∩ Hi is an equidimensional variety of dimension j − i if j > i. (i)



(i)



Hence, the isolated points of the variety V ∩ H1 ∩ · · · ∩ Hi are the points of (i) (i) (i) (i) Vi ∩ H1 ∩ · · · ∩ Hi . Thus, by deciding whether the variety V ∩ H1 ∩ · · · ∩ Hi has a positive number of isolated points one determines if Vi is empty or not. The greatest i such that Vi is not empty gives us the dimension of V and in case that Vi is empty for i = 0, . . . , n we have that V is empty. In order to decide algorithmically the emptiness of the varieties Vi we need a bound on the degree of the polynomials which represent the condition of gener(i) (i) icity required for the coefficients of the hyperplanes H1 , . . . , Hi . In this direction, we have the following result: Lemma 19. There exist a polynomial Pi ∈ ZZ[Ajk , Bj ; 1 ≤ j ≤ i, 1 ≤ k ≤ n] which is computable by an arithmetic circuit of nonscalar depth O(n2 log d), and which has the following property: any vector γ ∈ ZZn(i+1) with Pi (γ) 6= 0 yields the coefficients of i hyperplanes satisfying conditions i), ii) and iii) above. Proof. From [27] we deduce that each component Vi can be described as the (i) (i) set of common zeros of certain polynomials G1 , . . . , Gti in ZZ[X1 , . . . , Xn ] of n degree bounded by d . We introduce new variables Ajk , Bj for 1 ≤ j ≤ i and (i) 1 ≤ k ≤ n and denote by Hj the following generic hyperplane: (i)



Hj :=



n X k=1



Ajk Xk + Bj



for k = 1, . . . , j. Following [34] there exists a nonempty Zariski open subset of Cn(i+1) with the following property: the hyperplanes obtained by specializing the variables Ajk , Bj in the coordinates of any point of this Zariski open set intersect Vi in deg(Vi ) points. Hence, the variety W consisting of the solutions in n C[Ajk , Bj ; 1 ≤ j ≤ i, 1 ≤ k ≤ n] of the system (i)



(i)



(i)



(i)



G1 = 0, . . . , Gti = 0, H1 = 0, . . . , Hi



=0



is zero–dimensional and consists of deg(Vi ) points. From Section 3 we deduce the existence of a well–parallelizable arithmetic circuit of nonscalar O(n2 log d) that computes the coefficients in ZZ[Ajk , Bj ; 1 ≤ j ≤ i, 1 ≤ k ≤ n] of the following polynomials: • a linear form U ∈ ZZ[X1 , . . . , Xn ], and • a polynomial p ∈ ZZ[Ajk , Bj ; 1 ≤ j ≤ i, 1 ≤ k ≤ n][T ] of degree deg(Vi ) such that U separates the points of W and p is the primitive minimal polynomial that annihilates U over W . Let γ be a vector of ZZ n(i+1) such that if we replace the variables Ajk , Bj by γ in p, the resulting polynomial of ZZ[T ] is squarefree and has degree deg(Vi ). Then the hyperplanes obtained from γ intersect Vi in exactly deg(Vi ) points. Hence, (i) (i) we impose to the coefficients of the hyperplanes H1 , . . . , Hi the condition of not annihilating the leading coefficient α of p and the discriminant ∆ ∈ ZZ[Ajk , Bj ; 1 ≤ j ≤ i, 1 ≤ k ≤ n] of p. The product of both polynomials, the generic condition we are looking for, can be computed with nonscalar depth O(n2 log d) (here the computation of ∆ relies on subresultant techniques as in [8]). Now we are going to introduce a condition of genericity for the coefficients of (i) (i) the hyperplanes H1 , . . . , Hi which guarantees that condition ii) is fulfilled. For this purpose, we use a diophantine version of the effective Nullstellensatz. Since (i) (i) generically the intersection (Vi−1 ∪· · ·∪V0 )∩(H1 ∪. . .∪Hi ) is empty, the same n happens when the situation is considered in C[Ajk , Bj ; 1 ≤ j ≤ i, 1 ≤ k ≤ n] . Applying the effective Nullstellensatz in the version of [45], we deduce the existence of a nonzero polynomial a ∈ ZZ[Ajk , Bj ; 1 ≤ j ≤ i, 1 ≤ k ≤ n], computable by means of an arithmetic circuit of nonscalar depth O(n2 log d), that belongs to the ideal generated by the polynomials which define Vi−1 ∪ · · · ∪ V0 and (i) (i) H1 , . . . , H i . Any evaluation of the variables Ajk , Bj in a vector γ ∈ ZZ n(i+1) such that a(γ) 6= 0 guarantees that the linear variety defined by the intersection of the hyperplanes (i) (i) H1 (γ), . . . , Hi (γ) does not intersect Vi−1 ∪ · · · ∪ V0 . Thus, the condition of genericity we are looking for is the non vanishing of the polynomial a. Let j > i. It remains to satisfy the third condition, namely that Wj := (i) (i) Vj ∩ H1 ∩ . . . ∩ Hi does not contain isolated points. Using the same arguments



n



as before, we consider the situation over C[Ajk , Bj ; 1 ≤ j ≤ i, 1 ≤ k ≤ n] . In the same way as in Section 3 we construct an arithmetic circuit of nonscalar depth O(n2 log d) which represents a geometric solution of a suitable zero–dimensional ˜ j that contains the isolated points of Wj . Let U1 ∈ ZZ[X1 , . . . , Xn ] be variety W the linear form given by this geometric solution and let p1 ∈ ZZ[Ajk , Bj ; 1 ≤ j ≤ i, 1 ≤ k ≤ n][T ] be the minimal polynomial of U1 . Since the variety Wj does not ˜ j with the variety Wj must have isolated points, the intersection of the variety W be empty. In order to check this condition we replace the variables X1 , . . . , Xn in the polynomials which define Wj by the parameterizations obtained in the ˜ j . In this way we obtain some polynomials belonging geometric solution of W to ZZ[Ajk , Bj ; 1 ≤ j ≤ i, 1 ≤ k ≤ n][T ] with the property that their greatest common divisor with p(T ) equals the unity 1. Following the strategy of Lemma 10, we compute a polynomial b in ZZ[Ajk , Bj ; 1 ≤ j ≤ i, 1 ≤ k ≤ n] which can be written as an arithmetical expression of the involved polynomials. Any point γ ∈ ZZn(i+1) such that b(γ) 6= 0 (i) (i) yields the coefficients of some hyperplanes H1 , . . . , Hi such that the corre˜ sponding intersection Wj ∩ Wj is empty. Hence, the polynomial b represents the remaining condition of genericity. Finally, multiplying these O(n) conditions of genericity we obtain a polynomial Pi ∈ ZZ[Ajk , Bj ; 1 ≤ j ≤ i, 1 ≤ k ≤ n], computable with nonscalar depth O(n2 log d), which verifies that any vector γ ∈ ZZn(i+1) such that Pi (γ) 6= 0 yields the coefficients of i hyperplanes satisfying all the required conditions. Now we can solve the consistency problem for polynomial equation systems: Theorem 1. There exists a probabilistic Turing machine M which, on input the dense representation of polynomials F1 , . . . , Fs of degree d and logarithmic height h, computes the dimension of the algebraic variety ¡V := V (F1¢, . . . , Fs ) ⊆ C n ¡ ¢ 2 using space O n4 log(nd) log(nsdh) and time (nd)O n log(nsdh) . Proof. As we have mentioned before, the computation of the dimension can be (i) (i) easily reduced to determine whether the algebraic variety V ∩ H1 ∩ · · · ∩ Hi (i) (i) has isolated points for 1 ≤ i ≤ n, where the hyperplanes H1 , . . . , Hi satisfy the requirements of Lemma 19. For this purpose, applying Proposition 1 with R = ZZ we compute a geometric solution of a zero–dimensional Wi containing the (i) (i) isolated points of V ∩ H1 ∩ · · · ∩ Hi . Then we replace the parameterizations of the geometric solution of Wi in the equations that define the variety V ∩ (i) (i) H1 ∩ · · · ∩ Hi and obtain some univariate polynomials whose greatest common divisor, say gi (u), equals the unity 1 if and only if there are no isolated points (i) (i) of V ∩ H1 ∩ · · · ∩ Hi (see e.g. [11]). We observe that a nonzero ZZ–multiple of the polynomial gi (u) can be com¢ ¡ n O(1) puted ¡ 2 by a family of¢ boolean circuits with size sh(nd) ¡ 2 ¢and depth O n log(nd) log(nsdh) , which is uniform in space O n log(nsdh) . This can be proved combining the Macro expansion lemma, Proposition 1 and Lemma 10.



Combining [45, Lemma 14] with Lemma 19, we see that for 1 ≤ i ≤ n 2 the polynomial Pi in the statement of Lemma 19 has degree bounded by dcn , where c is a suitable constant not depending neither on d nor n. Therefore, applying Schwartz–Zippel test we deduce that a random choice of an (ni)–tuple 2 on integers in the set {1, . . . , d(c+1)n }ni does not annihilate the polynomial Pi 1 with probability at least 1 − dn3 . The probabilistic Turing machine M in the statement of the theorem starts 2 guessing an integer (ni)–tuple γ (i) in the set {1, . . . , d(c+1)n }ni for 1 ≤ i ≤ n. (i) (i) The vector γ (i) provide the coefficients of i hyperplanes H1 , · · · , Hi of loga2 rithmic height O(n log n log d) that verify Conditions i), ii) and iii) of Lemma 19 with probability at least 1 − dn13 . The vectors γ (1) , . . . , γ (n) are stored in working space. Then the machine M decides for 1 ≤ i ≤ n the existence of isolated points (i) (i) of the algebraic variety V ∩ H1 ∩ · · · ∩ Hi for 1 ≤ i ≤ n. For this purpose, we have that there exists a deterministic Turing machine M1 computing the standard encoding of a boolean circuit C which computes a nonzero integer multiple of the polynomial gi (u) which equals the unity 1 if and only if the (i) (i) variety V ∩ H1 ∩ · · · ∩ Hi does not have isolated points. (i) (i) In our case the coefficients of the polynomials F1 , . . . , Fs , H1 , . . . , Hi which are the inputs of the boolean circuit C are available either from the input in (i) (i) the case of F1 , . . . , Fs or from working space in the case of H1 , . . . , Hi . The 3n + 3 integer parameters required to apply Proposition 1 are obtained as a consequence of the application of Schwartz–Zippel test. Therefore, they are ran0 domly chosen in a set {1, . . . , (nsd)c n }3n+3 with probability of success at least 1 1 − (nsd) and stored in working space. We recall that the circuit C has size 3n2 ¡ ¢O(1) sh(nd) ¡ and depth O(n2 log(nd) log(nsdh) and the machine M1 requires ¢ space O n log(nsdh) to compute its standard encoding. Then the machine M applies Borodin’s argument to evaluate the circuit C. It evaluates the circuit C by following a standard “depth first” traversal of the graph of C and generating the standard encoding of¡ every node of the ¢graph of C by a call to the machine M1 . A stack of depth O n2 log(nd) log(nsd) is used to keep track of the path from the current output bit of the circuit to the node which is being evaluated. For every cell of the stack to have size O(1), a special encoding of the path is used in such a way that at every step in the computation, the stack is seen as a string on the alphabet {0, 1, `}. This string encodes the choice of the path at every level (node) between its left and right input. At the same time the result of the evaluation of the left subcircuit is stored, if the right subcircuit is being traversed. In this way, the machine M deterministically ¡ ¢ evaluates the ¡circuit C ¢using only additional space O n2 log(nd) log(nsdh) and time (nsdh)O



n2 log(nd)



.



Assuming now that V is the empty set we solve the effective Nullstellensatz problem.



¡ Theorem 2. There exists a probabilistic Turing ¢machine using space O n3 ¡ ¢ 2 log(nh) log(nsdhh1 ) and time (nd)O n log(sndhh1 ) which, on input the dense representation of polynomials F1 , . . . , Fs of degree d and logarithmic height h, computes an integer a and polynomials P1 , . . . , Ps ∈ ZZ[X1 , . . . , Xn ] (on integers of logarithmic height h1 ) such that the following identity holds: a = P1 F1 + · · · Ps Fs . Proof. First of all, we perform a preprocessing of our polynomial data. For this purpose let us observe that there exist a natural number t ≤ n and (t + 1)–linear 0 combinations of F1 , . . . , Fs , say F10 , . . . , Ft+1 , with the following properties: • • • •



0 V (F10 , . . . , Ft+1 ) = V (F1 , . . . , Fs ). 0 0 F1 , . . . , Fi form a regular sequence for i = 1, . . . , t. (F10 , . . . , Fi0 ) is a radical ideal of Q [X1 , . . . , Xn ] for every i = 1, . . . , t the coefficients λij occurring in the linear combinations that define the poly0 verify the condition |λij | ≤ dn and can be chosen at nomials F10 , . . . , Ft+1 random from the set {1, . . . , d2n }n with probability of success greater than 1 − dn12 .



This is achieved by means of a combination of Schwartz–Zippel test and an effective version of Bertini Theorem (cf. [40]) in the version of [45]. Furthermore, there exists a linear change of coordinates (X1 , . . . , Xn ) → (Y1 , . . . , Yn ) such that the variables Y1 , . . . , Yn are in Noether position with respect to the variety Vi := V (F10 , . . . , Fi0 ) for i = 1, . . . , t. Applying the arguments of [16] or [45], we deduce that the entries of the matrix that performs this linear change of variables can be generated by means of the Schwartz–Zippel test in such a way that their logarithmic height is of order dO(n) . The problem of finding a polynomial combination of F1 , . . . , Fs that equals the unity 1 will be solved by means of Proposition 2. This is done by performing divisions modulo suitable complete intersection ideals. 0 divides the unity 1 modulo the ideal The idea is the following: since Ft+1 0 0 (F1 , . . . , Ft ), it is possible to compute by means of Proposition 2 an element θt+1 of the polynomial ring Rt := Q [Y1 , . . . , Yn−t ] and a polynomial Qt+1 ∈ Q [Y1 , . . . , Yn ] of degree bounded by nd such that θt+1 divides Qt+1 and such that the condition 0 θt+1 · 1 ≡ Qt+1 Ft+1 modulo (F10 , . . . , Ft0 )



is satisfied. ¡ Qt+1 ¢ 0 belongs to (F10 , . . . , Ft0 ), which is an This means that θt+1 1 − Ft+1 θt+1 equidimensional ideal of dimension n−t intersecting the polynomial ring Rt only Qt+1 0 0 0 0 in zero. Therefore 1−Ft+1 θt+1 belongs to the ideal (F1 , . . . , Ft ). Hence Ft divides



Qt+1 0 0 0 0 1 − Ft+1 θt+1 modulo (F1 , . . . , Ft−1 ), which in turn implies that θt+1 Ft divides 0 0 0 the polynomial θt+1 · 1 − Qt+1 Ft+1 which belongs to the ideal (F1 , . . . , Ft−1 ). 0 0 Now we divide the polynomial θt+1 ·1−Qt+1 Ft+1 by θt+1 Ft modulo the ideal 0 (F10 , . . . , Ft−1 ). In this way we obtain an element θt of the polynomial ring Rt−1 := Q [Y1 , ..., Yn−t+1 ] and a polynomial Qt ∈ Q [Y1 , . . . , Yn ] of degree bounded by nd such that θt divides Qt in Rt−1 and such that 0 0 θt θt+1 · 1 − θt Qt+1 Ft+1 − Qt θt+1 Ft0 ∈ (F10 , . . . , Ft−1 )



holds. Applying this argument recursively, we compute polynomials θ1 , . . . , θt+1 , Q1 , . . . , Qt+1 of Q [Y1 , . . . , Yn ], such that the following conditions are satisfied for 1 ≤ i ≤ t + 1: • the polynomial θi belongs to Ri−1 := Q [Y1 , . . . , Yn−i−1 ]. • the polynomial Qi belongs to Ri−1 [Yn−i , . . . , Yn ] and its degree in Yn−i , . . . , Yn is bounded by nd. • θi divides Qi in Q [Y1 , . . . , Yn ]. 0 0 • The polynomial θt−i · · · θt+1 · 1 − Qt−i · · · θt+1 Ft−i − · · · − θt−i · · · θt Qt+1 Ft+1 0 0 belongs to the ideal (F1 , . . . , Ft−i−1 ) As a consequence, at the end of the last recursive step we obtain the identity: θ1 · · · θt+1 ·1 = Q1 θ2 · · · θt+1 F1 +θ1 Q2 θ3 · · · θt+1 F1 +· · ·+θ1 · · · θt Qt+1 Ft+1 (11) where each θi divides Qi in Q[Y1 , . . . , Yn ]. Thus, applying Lemma 14, we are able to compute without divisions a nonzero integer a and polynomials P1 , . . . , Pt+1 ∈ i ZZ[Y1 , . . . , Yn ] such that Pi = a Q θi for i = 1, . . . , t + 1. Substituting this identity in (11) we obtain a representation: 0 0 a = P10 F10 + · · · + Pt+1 Ft+1 .



Taking into account equation (12) and the fact that Fi0 = i ≤ t + 1, we obtain the representation we are looking for: a = P1 F1 + · · · + Ps Fs



(12) Ps j=1



λij Fj for 1 ≤ (13)



Pt+1



where the polynomial Pi is defined as Pi := i=1 λij Pi0 for 1 ≤ i ≤ s. Let us analyze the size, depth and space–uniformity of the family of boolean circuits which computes the polynomials Qi+1 and θi+1 . These polynomials are obtained by a division modulo the ideal (F10 , . . . , Fi0 ), which is viewed as a zero–dimensional ideal of Ri [Yn−i+1 , . . . , Yn ]. This requires the computation of a geometric solution of the variety defined by F10 , . . . , Fi0 considered as zero– i



dimensional varieties over C(Y1 , . . . , Yn−i ) , which is obtained applying Proposition 1. For this purpose, we observe that the coefficients in Ri of the polynomials F10 , . . . , Fi0 can be computed on integers of logarithmic height h1 from the dense representation of F1 , . . . , Fs and the coefficients of the matrices of



the preprocessings mentioned above by means of a family of boolean circuits with size s3 dO(n) (hh1 )2 and depth O(n log dshh1 ) which is uniform in space O(n log dshh1 ). We remark that the resulting integers have logarithmic height bounded by h + dh1 + O(n log sd). Notice that the polynomials F10 , . . . , Fi0 define a zero–dimensional variety and that this variety is defined by as many equations as unknowns. Therefore applying Proposition 1 we obtain a family of boolean circuits computing a geometric i 0 0 solution of the variety defined ¡ 2by F1 , . . . , Fi over C(Y ¢ 1 , . . . , Yn−i ) with size n O(1) (shh1 (nd) ) and depth O n log(nd) log(ndshh1 ) which is uniform in space O(n2 log dshh1 ). We observe that the resulting integers have logarithmic height bounded by (sdn hh1 )O(1) . The procedure for the computation of Qi+1 and θi+1 depends recursively on the computation of Qi+2 and θi+2 . In order to parallelize this procedure, we observe that Proposition 2 allows to compute a matrix A(i) which applied linearly 0 on the coefficients of the dividend Gi+1 := θi+2 · · · θt+1 ·1−θi+2 · · · θt Qt+1 Ft+1 − 0 · · · − Qi+2 · · · θt+1 Fi+2 gives the coefficients of the quotient Qi+1 , and this depending only on the degree of the dividend Gi+1 and on the coefficients of the 0 . We also observe that the fact that Ri ⊆ Ri+1 implies polynomials F10 , . . . , Fi+1 that the polynomials Gi+k , Qi+k viewed as polynomials with coefficients in Ri verifies that degYn−i+1 ,...,Yn Gi+k ≤ (n − 1)d and degYn−i+1 ,...,Yn Qi+k ≤ (n − 1)d. Following [45] we compute independently of Gi+1 , . . . , Gt+1 the following items: 0 . As we • All the coefficients in Ri , . . . , Rt+1 of the polynomials F10 , . . . , Ft+1 have mentioned before there exists a family of boolean computing these coefficients on integers of logarithmic height h1 with size s3 dO(n) (hh1 )2 and depth O(n log dshh1 ) which is uniform in space O(n log dshh1 ). We remark that the resulting integers have logarithmic height bounded by h + dh1 + O(n log sd). • The value θj ∈ Rj−1 and the matrix A(j) with entries in Rj−1 [Yn−j+2 , . . . , Yn ] given by the application of Proposition 2 for i+2 ≤ j ≤ t+1. From Proposition 2 we see that there exists a family of boolean circuits computing these items on integers of logarithmic height h1 with size (shh1 (nd)n )O(1) and ¡ 2 ¢ depth O n log(nd) log(ndshh1 ) which is uniform in space O(n2 log ndshh1 ). We remark that the resulting integers have logarithmic height bounded by (sdn hh1 )O(1) . • Matrices Tj for i + 1 ≤ j ≤ t + 1 which transform the coefficients of a polynomial P ∈ Rj1 [Yn−j+2 , . . . , Yn ] of degree bounded by (n−1)d which has worst– case logarithmic height H(j, h1 ) on integers of logarithmic height h1 , on the coefficients of the polynomial Fj P of degree at most nd on integers of logarithmic height h1 . Applying Lemma 2 we¡see that this can be ¢ done by means n of¡ a family of boolean circuits of size nshh H(j, h )d O(1) and depth 1 1 ¢ ¡ ¢ O n log dshh1 H(j, h1 ) which is uniform in space O n log dshh1 H(j, h1 ) . • Matrices Bj for i + 1 ≤ j ≤ t + 1 which transform the coefficients in Rj−1 of a polynomial P ∈ Rj1 [Yn−j+2 , . . . , Yn ] of degree bounded by nd which has worst–case logarithmic height H(j, h1 ) on integers of logarith-



mic height h1 on its coefficients when viewed as a polynomial with coefficients in Rj−2 on integers of logarithmic height h1 . Applying Lemma 12 we see that this can be done by means of a family of boolean circuits of ³ ´O(1) ³ ¡ ¢ size shh1 H j, O(n log d) (nd)n and depth O n2 log(nd) log(ndshh1 ³ ¡ ¢´ ¡ ¢´ H j, O(n log d) which is uniform in space O n log(ndshh1H j, O(n log d) . If we define for i+1 ≤ j ≤ t+1 the matrix Nj := Bj (θj Id−θj+1 · · · θt+1 Tj Qj ), we have that the coefficients of the polynomial Qi+1 in Ri can be obtained by multiplying the matrix Ni+2 · · · Nt+1 by the coefficient vector of the polynomial 1 viewed as a polynomial of Rt . Therefore, applying Lemma 3 we conclude that the coefficients of the polynomials Qi+1 and θi+1 can be ¡ computed by a family¢ of boolean circuits of size (shh1 (nd)n )O(1) and depth O n2 log(nd) log(ndshh1 ) which is uniform in space O(n2 log ndshh1 ). We remark that the resulting integers have logarithmic height bounded by (sdn hh1 )O(1) . Then we apply Lemma 14 to obtain a family of boolean circuits of the same size, depth and space–uniformity as above computing the integer a and 0 of equation (12). Finally, we obtain the polynothe polynomials P10 , . . . , Pt+1 mials P1 , . . . , Ps of equation (13) by computing the linear combinations Pj = Pt+1 0 i=1 λij Pi for 1 ≤ j ≤ s. Now we can describe the probabilistic Turing machine M which solves the effective Nullstellensatz problem. This machine M starts guessing the O(n2 ) ¡ ¢ integer parameters of logarithmic height O n log(nsd) required to perform the preprocessing given by the effective versions of Bertini Theorem and Noether normalization and to apply Propositions 1 and 2 and Lemma 14. Since all these parameters are obtained by applying Schwartz–Zippel test, with the same idea as in the proof of Theorem 1 we can conclude that they can be randomly chosen with probability of success À 21 . These parameters are stored in working space. Then we evaluate the boolean circuit C which computes the integer a and the polynomials P1 , . . . , Ps of equation (13) on input the dense representation of the polynomials the circuit C has size (shh1 (nd)n )O(1) and ¡ 2 F1 , . . . , Fs . Recall that ¢ depth O n log(nd) log(ndshh1 ) , and that there exists a deterministic Turing machine M1 computing the standard encoding of C using space O(n2 log ndshh1 ). Then the machine M evaluates the circuit C following Borodin’s argument in the same way as in the proof of Theorem 1. Therefore, the ¡ 2machine M determin-¢ istically evaluates the circuit C using additional space O n log(nd) log(nsdhh1 ) ¡ ¢ and time (nd)O 5.2



n2 log(nsdhh1 )



.



The membership and representation problems in the case of complete intersection ideals



Let F, F1 , . . . , Ft be polynomials in ZZ[X1 , . . . , Xn ] such that F1 , . . . , Ft form a regular sequence in Q [X1 , . . . , Xn ]. We assume that the polynomials F1 , . . . , Ft and F have degree and logarithmic height bounded by some constants d and h respectively.



The problem we are going to deal with is the decision about the membership of F to the ideal generated by F1 , . . . , Ft and its representation in this ideal. That is, we want to determine whether F belongs to the ideal generated by F1 , . . . , Ft in Q [X1 , . . . , Xn ] and, if this is the case, to find polynomials P1 , . . . , Pt ∈ ZZ[X1 , . . . , Xn ] such that the following identity holds: F = P1 F1 + · · · + Pt Ft Theorem 3. There exists a probabilistic Turing machine which, on input the dense representation of polynomials F, F1 , . . . , Ft of degree d and logarithmic height h such that F1 , . . . , Ft generate a complete intersection ideal, solves the¢ ¡ 3 membership and¡ representation problems using space O n log(nd) log(ndhh1 ) ¢ and time (nd)O



n2 log(ndhh1 )



.



Proof. First we produce a change of variables (X1 , . . . , Xn ) → (Y1 , . . . , Yn ) such the variables Y1 , . . . , Yn are in Noether position with respect to the variety V (F1 , . . . , Fi ) for 1 ≤ i ≤ t. Applying the arguments of [16] or [45], we deduce that the entries of the matrix that performs this linear change of variables can be generated by means of the Schwartz–Zippel test in such a way that their logarithmic height is of order dO(n) . We study first the membership problem. We observe that F ∈ (F1 , . . . , Ft ) if and only if the homothesy defined by F in B := Q [Y1 , . . . , Yn ]/(F1 , . . . , Ft ) is the zero endomorphism. Let R := Q [Y1 , . . . , Yn−t ] and let K be the quotient field of R. Applying n O(1) Proposition and ¡ 2 1 we obtain a family ¢ of boolean circuits of size (hh21 (nd) ) depth O n log(nd) log(ndhh1 ) , which is uniform in space O(n log dhh1 ) computing the following polynomials of integers of logarithmic height h1 : • a linear form U := λ1 Y1 + · · · + λn Yn ∈ ZZ[Y1 , . . . , Yn ] such that u := U is a primitive element for K ⊗R B. • a polynomial p ∈ R[T ] of degree D bounded by dn such that p(U ) belongs to the ideal (F1 , . . . , Ft ). • a nonzero element ρ ∈ R and polynomials v1 , . . . , vn ∈ R[T ] of degree bounded by D − 1 such that for any 1 ≤ j ≤ n ρYj − vj (U ) belongs to (F1 , . . . , Ft ). We observe that the resulting integers have logarithmic height bounded by (dn hh1 )O(1) . Following the ideas of the proof of Proposition 2 we define τ := αD ρ where α is the leading coefficient of p and compute the matrix MF 0 of the homothesy ¡ ¢ n O(1) and depth by¡ F 0 := τ d F with a family of boolean circuits of size hh (nd) 1 ¢ 2 2 O n log(nd) log(ndhh1 ) , which is uniform in space O(n log dhh1 ). We remark that the resulting integers have logarithmic height bounded by (dn hh1 )O(1) . Finally, applying Lemma 6 we obtain a family of boolean circuits computing the rank of this matrix whose size, depth and space–uniformity are the same as above.



Now we can describe the probabilistic Turing machine M which solves the membership problem for complete intersection ideals. This machine M starts ¡ ¢ guessing the O(n2 ) integer parameters of logarithmic height O n log(nd) required to perform the preprocessing given by the Noether normalization, the application of Proposition 1 and Lemma 6. Since all these parameters are obtained by applying Schwartz–Zippel test, we can conclude that they can be randomly chosen with probability of success À 21 . These parameters are stored in working space. Then we evaluate the boolean circuit C which computes the rank of the matrix MF 0 on input the dense representation of the polynomials F, F1 , . . . , Ft . Recall ¢O(1) ¡ ¡ that the ¢circuit C has size hh1 (nd)n and depth O n2 log(nd) log(ndhh1 ) , and that there exists a deterministic Turing machine M1 computing the standard encoding of C using space O(n2 log dhh1 ). Then the machine M evaluates the circuit C following Borodin’s argument in the same way as in the proof of Theorem 1. Therefore, the machine M determin2 istically evaluates ¡ the circuit¢ C using additional space O(n log(nd) log(ndhh1 ) 2



and time (nd)O n log(ndhh1 ) . Finally M outputs 1 (=true) if and only if the rank of MF 0 equals zero. Once the membership of F to the ideal (F1 , . . . , Ft ) has been established, the representation of F is performed by the procedure described in the proof of Theorem 2, starting with F instead of the polynomial 1. Therefore, from the bounds of Theorem 2 we deduce the statement in the theorem. 5.3



An effective version of Quillen–Suslin Theorem



A matrix F of ZZ[X1 , . . . , Xn ]r×s with s ≥ r is called unimodular if the ideal generated in Q [X1 , . . . , Xn ] by all its minors of size r × r is the trivial ideal Q [X1 , . . . , Xn ]. ³ ´ Let F := Fij (X1 , . . . , Xn ) be a unimodular matrix of 1≤i≤r,1≤j≤s



ZZ[X1 , . . . , Xn ]r×s . Let us denote by deg(F ) the maximal degree of all its entries and let d = 1+deg(F ). From the Quillen–Suslin theorem (see [50]) we deduce the existence of a unimodular matrix M of size s × s such that F M = [Ir , 0] holds, where [Ir , 0] denotes the r × s–matrix obtained by adding to the r × r–identity matrix Ir s − r zero columns. The problem consists in finding such a matrix M . Theorem 4. There exists a probabilistic Turing machine which, on input the dense representation of polynomials Fij for 1 ≤ i ³≤ r, 1 ≤ j ≤ s of ´degree d and logarithmic height h such that the matrix F := r×s



Fij (X1 , . . . , Xn )



1≤i≤r,1≤j≤s



is a unimodular matrix of ZZ[X1 , . . . , Xn ] , computes a unimodular matrix M of size s × s such that F M = [Ir , 0] holds. This ¡ Turing ¢machine uses space ¡ 4 ¢ O n2 log(rnd) O n log(rnd) log(sndhh1 ) and time (sndhh1 ) . Proof. The procedure performed in order to compute M is divided in n steps, where n unimodular matrices M1 , . . . , Mn of sizes s × s are constructed such



that for any 1 ≤ i ≤ n the following condition is satisfied: ³ ´ F · Mn · · · Mi+1 = Fij (X1 , . . . , Xi , 0, . . . , 0)



1≤i≤r,1≤j≤s



.



Since the matrix F · M1 · · · Mn is unimodular and has its entries in Q , by means of a standard triangularization procedure the latter can be reduced to the form [Ir , 0]. If M0 is the (unimodular) matrix that performs this triangularization, M := Mn · · · M0 is the matrix³ we are looking for. ´ Let us remark that the matrices Fij (X1 , . . . , Xi , 0, . . . , 0) can 1≤i≤r,1≤j≤s



be produced simultaneously from the input. Hence the computation of the matrices M0 , . . . , Mn can be performed in parallel. Following the scheme proposed in [18] (see also [19]), the procedure for the computation of each matrix Mi is divided in four steps. In order to simplify the notations, we will only describe the computation of Mn . In the first step, we construct a sequence c1 , . . . , cN of polynomials of degree bounded by (rd)2 such that the following conditions are satisfied: • 1 ∈ (c1 , . . . , cN ) • For every k ∈ {1, . . . , N }, there exists a nonsingular matrix Λk ∈ GLs (Q ) such that ³ ´ (k) (k) (k) (k) ck = Res det[F1 , . . . , Fr(k) ], det[F1 , . . . , Fr−1 , Fr+1 ] (k)



(k)



holds. Here F1 , . . . , Fr+1 are the columns of the matrix F (k) := F · Λk . The matrices Λk have the following form:  1  α1 1   α1 β1 α2   .  α1 β12 α2 β2 . .   .. ..  . . 1 Λk =   α r−1   αr−1 βr−1   .. .. ..  . . .   







1 0 .. .



1 αr



s−r α1 β1s−2 α2 β2s−3 . . . αr−1 βr−1 0 αrs−r−1



                 ..  .  ... 1



(14)



where α1 , . . . , αr , β1 , . . . , βr−1 are suitable integers. The key point is that the polynomials c1 , . . . , cN must generate the trivial (k) (k) ideal. The problem is therefore to find a short sequence (α1 , . . . , αr , (k) (k) β1 , . . . , βr−1 )k=1,...,N of (2r − 1)–tuples of integers of small logarithmic height such that the algebraic variety defined by the polynomials c1 , . . . , cN is empty.



We consider indeterminates S1 , . . . , Sr , T1 , . . . , Tr−1 and the matrix Λ ∈ ZZ[Si , Tj ; 1 ≤ i ≤ r, 1 ≤ j ≤ r − 1] obtained by replacing each αi by Si and each βj by Tj in the matrix Λk of (14). Likewise, we define: • • • •



0 F 0 := [F10 , . . . , Fr+1 ]=F ·Λ 0 0 D1 := det[F1 , . . . , Fr0 ] 0 0 D20 := det[F10 , . . . , Fr−1 , Fr+1 ] 0 0 c := ResXn (D1 , D2 )



Applying [18, Proposition 5.6] we see that for every x ∈ Cn there exists a vector (α, β) ∈ IN 2r−1 such that c(x, α, β) 6= 0 holds. Thus c(x, S1 , . . . , Sr , T1 , . . . , Tr−1 ) is a nonzero polynomial of ZZ[Si , Tj ; 1 ≤ i ≤ r, 1 ≤ j ≤ r − 1] for every x ∈ Cn . Furthermore, c(x, S1 , . . . , Sr , T1 , . . . , Tr−1 ) can be computed¡ by means ¢ of an arithmetic circuit of size O(s3 r4 (rd)2n ) and nonscalar depth O n log(sd) . Applying the Heintz–Schnorr test we deduce the existence of a correct test sequence of N := O(s7 (rd)5n ) elements (α(k) , β (k) ) ∈ {1, . . . , m}2r−1 for k = 1, . . . , N , with m := (sd)O(n) , such that for every x ∈ Cn there exists an index k ∈ {1, . . . , N } with c(x, α(k) , β (k) ) 6= 0. Moreover, such a correct test sequence N can be generated randomly with probability of success at least 1 − m 6 À 12 . Let ck := c(X1 , . . . , Xn , α(k) , β (k) ) for k = 1, . . . , N . One sees easily that the polynomials c1 , . . . , cN have degree bounded by (rd)2 and that their¢computation ¡ requires only the computation of the determinant of O s7 (rd)5n polynomial r × r–matrices. In the second step we construct a representation Xn = a1 c1 + · · · + aN cN of the variable Xn in the ideal generated by the polynomials c1 , . . . , cN following the ideas of Subsection 5.1. (1)



(N )



In the third step we compute N unimodular matrices Mn , . . . , Mn of Q [X1 , . . . , Xn ]s×s such that, defining for k = 1, . . . , N the polynomial bk := Pk h=1 ah ch , the following identity holds: F (k) (bk )Mn(k) = F (k) (bk−1 ).



(15)



Here we write F (k) := F · Λk and F (k) (bk ) for the matrix obtained from F (k) by replacing the variable Xn by bk . From identity (15) we deduce that the matrix Ek := Λk · M (k) · Λ−1 k satisfies the following property: F (bk )Ek = F (bk−1 ) (16) (k)



(k)



Since we have ck = ResXn (D1 , D2 ), there exist polynomials gk , hk ∈ Q [X1 , . . . , Xn ] such that (k)



(k)



ck = gk · D1 + hk · D2



(17)



holds. Observing that the polynomial ck does not depend on Xn , we deduce that (k)



(k)



ck = gk (bk ) · D1 (bk ) + hk (bk ) · D2 (bk )



(18)



holds. (k) Let Fj denote the j–th column of the matrix F (k) . From the proof of [18, Lemma 4.5 ] and the fact that the congruence relation bk ≡ bk−1 modulo ck · Q [X1 , . . . , Xn ] holds, we deduce by means of the Taylor expansion of the (k) (k) entries of Fj the existence of a column vector Gj ∈ Q [X1 , . . . , Xn ]r×1 which satisfies the condition (k)



(k)



(k)



Fj (bk ) − Fj (bk−1 ) = ck Gj .



(19)



Combining (18) and (19) we obtain the following identity: ³ ´ ³ ´ (k) (k) (k) (k) (k) (k) Fj (bk ) − Fj (bk−1 ) = D1 gk (bk )Gj + D2 hk (bk )Gj . (k)



Let B1



(k)



and B2



be the following matrices: (k)



B1 (k)



B2



(20)



(k)



:= Adj[F1 (bk ), . . . , Fr(k) (bk )]



(21)



(k)



(22)



(k)



(k)



:= Adj[F1 (bk ), . . . , Fr−1 (bk ), Fr+1 (bk )]



Then we have the following identities: (k)



(k)



D1 (bk )gk (bk )Gj



(k)



(k)



(k)



= [F1 (bk ), . . . , Fr(k) (bk )]B1 gk (bk )Gj



:=



r X



(k)



ηj Fj (bk )



j=1 (k)



(k)



D2 (bk )hk (bk )Gj



(k)



(k)



(k)



(k)



(k)



= [F1 (bk ), . . . , Fr−1 (bk ), Fr+1 (bk )]B2 hk (bk )Gj P (k) := j6=r η˜j Fj (bk )



(k)



(k)



(k)



(k)



η1 , ..., η˜r−1 , η˜r+1 )t := B2 hk (bk )Gj . where (η1 , ..., ηr )t := B1 gk (bk )Gj and (˜ Applying these identities to (20) we obtain the following equation for j = r + 2, . . . , s: (k)



(k)



(k)



(k)



Fj (bk ) − Fj (bk−1 ) = (η1 + η˜1 )F1 (bk ) + · · · + ηr Fr(k) (bk ) + η˜r+1 Fr+1 (bk ) ˜ (k) such that From these equations we construct a unimodular matrix M (k)



(k)



(k)



˜ (k) = [F (bk ), . . . , F (bk ), F (bk−1 ), . . . , Fs(k) (bk−1 )] F (k) (bk )M 1 r+1 r+2 holds. In order to finish the construction of the matrix M (k) , we define the following (r + 1) × (r + 1) unimodular matrix T (k) : µ (k) ¶ (k) (k) F1 (bk ) . . . Fr (bk ) Fr+1 (bk ) 1 (k) T := ck Adj · 0 . . . −hk (bk ) gk (bk ) µ (k) ¶ (k) (k) F1 (bk−1 ) . . . Fr (bk−1 ) Fr+1 (bk−1 ) · 0 . . . −hk (bk−1 ) gk (bk−1 )



˜ (k) · (T (k) ⊕ Is−r−1 ) is the matrix we are looking for. Then, M (k) := M QN Finally in the fourth step we compute the product Mn := k=1 Ek = QN (k) −1 Λk . From the identities: k=1 Λk M F = F (Xn ) = F (bN ) F (bN )En = F (bN −1 ) .. . F (b1 )E1 = F (b0 ) = F (0) we deduce that the matrix Mn satisfies the required conditions. After n parallel steps like the one described above, we obtain an algorithm which computes the matrix M we are looking for. We now analyze the algorithm described above in order to prove that it can be performed by a family of boolean circuits with size (shh1 (rnd)n )O(1) and depth ¡ 2 ¢ O n log(rnd) log(sndhh1 ) , which is uniform in space O(n2 log ndshh1 ). We assume that we are given the dense representation of the polynomials (Fij )1≤i≤r,1≤j≤s and a sequence of (α(k) , β (k) )1≤k≤N of (2r − 1)–tuples of integers of logarithmic height bounded by O(n log sd) which define a correct test ¡ ¢O(1) sequence in the sense of Heintz–Schnorr of length N := s(rd)n elements. We first observe that there exists a family of boolean circuits computing the n O(1) polynomials ¡Fij on integers of logarithmic height h1 with size ¢ ¡ rs(hh1 d ¢) and depth O (n + log d) log dhh1 , which is uniform in space O n log dhh1 . We remark that the resulting integers have logarithmic height O(h + dh1 + n log d). We also compute the matrices Λk for 1 ≤ k ≤ N by means of a family of ¡ ¢O(1) ¡ ¢ boolean circuits of size sn(rd)n log d and depth O log(s) log(snd) , which is uniform in space O(n log sdn). The resulting integers have logarithmic height O(sn log sd). (k) (k) Then we compute the matrix product F (k) = [F1 , . . . , Fr+1 ] := F · Λk , the (k) (k) (k) (k) (k) (k) (k) determinants D1 := det[F1 , . . . , Fr ] and D2 := det[F1 , . . . , Fr−1 , Fr+1 ] (k) (k) and the resultant ck := ResXn (D1 , D2 ) for 1 ≤ k ≤ N . Taking into ac(k) count that the entries of the matrix F have logarithmic height O(h + dh1 + (k) (k) sn log sd), the polynomials D1 , D2 have degree (rd)2 and logarithmic height O(rh + rdh1 + rsn log sd) on integers of logarithmic height h1 , and that the (k) (k) coefficients which result from the interpolation of D1 , D2 with respect to Xn have logarithmic height (sdhh1 n)O(1) on integers of logarithmic height h1 , combining the Macro expansion lemma with Lemmata 3, 5 and 12 we deduce that there exists a family of boolean circuits computing the polynomial ck for O(n) 1≤ and depth ¡ k ≤ N on integers of ¢ logarithmic height h1 with size shh1 (rd) O log(rd) log(sndhh1 ) , which is uniform in space O(n log sndhh1 ). These polynomials have logarithmic height (sdhh1 n)O(1) on integers of logarithmic height h1 . Applying the ideas of the proof of Theorem 2 we obtain a family of boolean circuits computing polynomials a1 , . . . , aN ∈ ZZ[X1 , . . . , XN ] on integers of log-



arithmic height h1 and a nonzero integer γ such that the following equation holds: γXn = a1 c1 + · · · aN cN ¡ n O(1) This family of and depth O n2 log(rnd) ¢ boolean circuits has size (shh21 (rnd) ) log(sndhh1 ) and is uniform in space O(n log ndshh1 ). We remark that the re¡ ¢O(1) sulting integers have logarithmic height bounded by shh1 (rd)n . (k)



Then we compute the matrix Mn of equation (15) for 1 ≤ k ≤ N . For this purpose we first compute the polynomials gk , hk of equation (17) applying the ideas of Lemma 10 and then we evaluate them in Xn = bk applying Lemma 2. (k) (k) (k) Then we compute the vectors Gj of equation (19) and the matrices B1 , B2 of equations (21) and (22) for 1 ≤ k ≤ N , applying Lemma 7. We compute the (k) (k) (k) (k) product B1 gk (bk )Gj and B2 hk (bk )Gj for 1 ≤ k ≤ N applying Lemma (k) 3, the matrix T for 1 ≤ k ≤ N applying Lemmata 7 and 3 and finally the (k) matrix Mn we are looking for. We observe that the integers involved in these ¡ ¢O(1) computations have logarithmic height bounded by shh1 (rd)n . Therefore, combining the Macro expansion lemma with Lemmata 10, 2, 7 and 3 we obtain (k) a family of boolean circuits computing the matrix Mn for¢ 1 ≤ k ≤ N with ¡ size (shh1 (rnd)n )O(1) and depth O n2 log(rnd) log(sndhh1 ) , which is uniform in space O(n2 log ndshh1 ). Finally, a combination of Lemmata 7 and 3 yields a family of boolean circuits computing the matrix Mn with size, depth and space–uniformity as above. A final multiplication of the matrices Mn , . . . , M0 yields the unimodular matrix M we are looking for. As a consequence of the bounds for the complexity of the computation of the matrices M0 , . . . , Mn , we deduce that there exists a family of n O(1) boolean ) and depth ¡ 2 circuits computing¢ the matrix M with size (shh1 (rnd) 2 O n log(rnd) log(sndhh1 ) , which is uniform in space O(n log ndshh1 ). Now we can describe the probabilistic Turing machine T of the statement of the theorem. This machine T starts guessing the O(n2 ) integer parameters ¡ 2 ¢ of logarithmic height O n log(nsd) required to apply the ideas of Theorem 2. Since all these parameters are obtained by applying Schwartz–Zippel test, we can conclude that they can be randomly chosen with probability of success À 21 . These parameters are stored in working space. Then we evaluate the boolean circuit C which computes the matrix M on input the dense representation of the polynomials Fij for 1 ≤ i ≤ r, ¡ 1 ≤ j ≤ s. Recall that ¢the circuit C has size (shh1 (rnd)n )O(1) and depth O n2 log(rnd) log(sndhh1 ) , and that there exists a deterministic Turing machine M1 computing the standard encoding of C using space O(n2 log ndshh1 ). Then the machine M evaluates the circuit C following Borodin’s argument in the same way as in the proof of Theorem 1. Therefore, the machine ¡ 2 M deterministically evaluates the circuit¡ C using only additional space O n log(rnd) ¢ ¢ O n2 log(rnd) log(sndhh1 ) and time (sndhh1 ) .
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Applying all these tools we build arithmetic circuits which have certain nodes ... arithmic height respectively (with logarithmic height we refer to the maximal bi- ...... submatrices of the matrix A and the comparison of the last digits of the numbers. 
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