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Abstract— This paper introduces space-filling trees and analyzes them in the context of sampling-based motion planning. Space-filling trees are analogous to space-filling curves, but have a branching, tree-like structure, and are defined by an incremental process that results in a tree for which every point in the space has a finite-length path that converges to it. In contrast to space-filling curves, individual paths in the tree are short, allowing any part of the space to be quickly reached from the root. We compare some basic constructions of space-filling trees to Rapidly-exploring Random Trees (RRTs), which underlie a number of popular algorithms used for sampling-based motion planning. We characterize several key tree properties related to path quality and the overall efficiency of exploration and conclude with a number of open mathematical questions.
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I. I NTRODUCTION We define and analyze an iterative process whereby a single point in a continuous space is connected via a continuous path to every other point in the space. The result is called a spacefilling tree, in which every path has finite length and for every point in the space, there is at least one path that converges to it. We are inspired by space-filling curves, which started in the 19th century with Peano [1]. Some well-known examples are the Hilbert curve [2], Morton curves [3], and Sierpinski curves [4]; see [5]. The primary mathematical motivation was to illustrate one of the bizarre consequences of [0, 1] and [0, 1]2 having the same cardinality. Space filling curves have also gained much recognition due to their fractal properties. Spacefilling curves have a wide-range of interesting applications in mathematics and geometry [6, 7], biology and computer graphics [8, 9], cryptography [10], image compression [11], and in indexing large datasets [12, 13]. We believe there may be similar potential for space-filling tree constructions. Structures resembling space-filling trees are common in nature. Mandelbrot showed many examples of naturallyoccurring fractal structures [14], such as the vascular networks of trees, ferns, leaves, and river deltas. Examples in animal biology include the pulmonary network of the lungs, and the blood vessel networks of animal circulatory systems [15]. Lindenmayer systems (L-systems) [16] are used in computer graphics for representing and generating models of organic objects such as trees, bushes, flowers, and seashells [8, 9] and in crop sciences for modeling root systems and analyzing their absorption properties [17]. There are also potentially useful connections to industrial applications, such as designing



Fig. 1.



Six iterations of the square space-filling tree.



electrical power, gas, or water distribution systems for cities. Engineers already use the “H-tree” or H-fractal in VLSI design as a clock distribution network for routing timing signals to all parts of a chip with equal propagation delays [18], as well in the analysis of worst-case bounds for traveling salesman problems [19]. Fundamentally, searching continuous spaces is inherent to computer science problems, such as path planning, data mining, and optimization. For example, path planning algorithms search a continuous space for a path that enables a robot to move from one configuration to another while avoiding collisions [20, 21]. One successful family of approaches is based on Rapidly-exploring Random Trees (RRTs) [22], which can be considered as a Monte Carlo or stochastic variant of the trees mainly studied here. Recent works have studied and improved path quality in RRTs [23, 24]. Our work may provide additional insights in this growing area by introducing a new measure of overall tree quality, as opposed to the quality of an individual path. We believe that asymptotically optimizing the overall tree length is important to efficient exploration in motion planning. Section II fully covers the basic cases such as trees that fill square and triangular planar regions. These are the easiest examples to understand and analyze. Section III will then generalize it to other space-filling trees that have self-similar,



fractal structure. Section IV introduces a more general construction, which iteratively extends the tree by connecting each point in a dense sequence to the nearest tree vertex. II. BASIC S PACE -F ILLING T REES A. Filling a Square We will “fill” the 2 × 2 square, given by the set [−1, 1]2 ⊂ R . Figure 1 shows six iterations of the construction that will be described. We will show that path lengths from the start to arbitrary points in the space are finite, unlike linear spacefilling curves such as the Hilbert curve. The construction we use is also more efficient at covering the space in terms of total path distances and maximum path length as compared to an H-tree construction. We define a tree T to consist of a set V of vertices, each of which is a point in [−1, 1]2 , and a set E of edges, each of which is a line segment that connects a pair of vertices. A space-filling tree is actually defined as an infinite sequence of trees, T = {T0 , T1 , T2 , . . .}, in which each Ti has associated vertices Vi and edges Ei . Furthermore, the trees in T monotonically grow so that Vi ⊂ Vj and Ei ⊂ Ej for all i < j. Now consider the following process, which was used for Figure 1. Initially, V0 = {(0, 0)}, yielding the root of the tree, and E0 = ∅. Next, divide the 2 × 2 square into four quadrants and place a vertex at the center of each 1 × 1 square. Let V10 denote this set of new vertices, V10 = {(1/2, 1/2), (−1/2, 1/2), (−1/2, −1/2), (1/2, −1/2)}. An edge is formed from every vertex in V10 to the root, yielding four edges in E1 . The tree T1 after one iteration is given by V1 = V0 ∪ V10 and E1 . In the next iteration, each of the four 1×1 squares is divided into quadrants, and a new vertex is placed at the center of each quadrant. This is perfect symmetry with respect to the previous iteration; the structure is simply scaled by a factor of 1/2 and shifted. The set V20 of new vertices contains all 16 ways to make points in which each coordinate is ±1/4 or ±3/4. Let E20 be the set of new edges. For each vertex v ∈ V20 , an edge is placed in E20 that connects v to the vertex in V10 that lies at the center of the 1 × 1 square that contains v. The tree T2 is given by V2 = V1 ∪ V20 and E2 = E1 ∪ E20 . Each subsequent iteration proceeds in the same way. The tree Ti+1 is constructed from Ti as follows. Each vertex in v ∈ Vi0 lies at the center of a square of width 1/2i−1 . That square is divided into quadrants, with a vertex being placed 0 into Vi+1 for the center of each quadrant. An edge is placed 0 in Ei+1 for each of these four vertices, connecting it to v. The 0 0 tree Ti+1 is given by Vi+1 = Vi ∪Vi+1 and Ei+1 = Ei ∪Ei+1 . 0 Note that some edges in Ei+1 may overlap with parts of edges in Ei . Now that the incremental process has been defined, suppose it is iterated indefinitely, resulting in a sequence Tsquare of trees. We will next study the properties of Tsquare . For any sequence T of trees, let V ∗ = ∪i∈N Vi , in which N is the set of natural numbers. A tree sequence T is called space-filling in a space X if for every x ∈ X, there exists a 2



path in the tree that starts at the root and converges to x. This convergence can be stated in terms of the vertices along the path from the root to x. For many x ∈ X, this convergence may occur only in the limit, rather than actually reaching x. Theorem 1: Tsquare is a space-filling tree. Proof: To establish the theorem, we argue that for any point p ∈ [−1, 1]2 , there exists a sequence of vertices in V ∗ that converges to it. Without loss of generality, assume p ∈ [0, 1]2 . The arguments below extend by symmetry to the other three quadrants. For any (x, y) ∈ V ∗ , let bx and by denote the binary decimal representations of x and y, respectively. For example, if x = 3/16, then bx = .0011. Assume that bx and by are written canonically so that the rightmost bit is always 1. Let |bx | denote the length of the representation, which is 4 in the case of x = 3/16. Note that if p ∈ Vi0 , then |bx | = |by | = i. Every Vi0 contains 22i vertices, of which 22i−2 are in [0, 1]2 . These are all first-quadrant points that can be expressed as (j/2i , k/2i ) for any odd j, k ∈ {1, 2, 3, . . . , 2i }. The tree already reaches any p ∈ V ∗ ; therefore, consider any point p ∈ [0, 1]2 \ V ∗ . Let vi be the vertex in Vi0 that is closest to p. Consider the sequence v˜ = (v1 , v2 , . . .). Each vi can be considered as the closest approximation to p for which the number of bits needed for each coordinate is i. We observe that kp − vi k < 1/2i−1 for every i. Therefore, v˜ is a sequence that converges to p. For any point p ∈ [−1, 1]2 , we use Tsquare and explicitly define a continuous path from (0, 0) to p. The path will be parameterized by distance along the curve. Suppose p 6∈ V ∗ . From the proof of Theorem 1, use the sequence v˜ = (v1 , v2 , . . .) of √vertices that converge to p. We will define a path π : [0, 2) → (−1, 1)2 . Let v0 = (0, 0). each √ Fori−1 i ∈ N the path is defined over the interval [ 2(2 − √ 1)/2i−1 , 2(2i − 1)/2i ] as π(s) = (1 − α)vi−1 + αvi (1) √ in which α = (s/ 2 − (2i−1 − 1)/2i−1 )/2i . Note that the path does not actually “reach” p, but instead converges to it. We will nevertheless say that τ is a path to p. For the case in which p ∈ V ∗ , we imagine that v˜ is truncated to a finite sequence that actually reaches p for some v ∈ Vk0 . In this case, the function (1) and its domain are limited to i from 1 to k, rather than using an infinite number of segments. Now that the space filling property has been established, it is next interesting to consider how efficiently this is accomplished. For example, the classical Hilbert space-filling curve has that property that the length of the curve doubles (asymptotically) in each iteration. Also in each iteration, the distance from the furthest away points in [−1, 1]2 from the curve is cut in half. As the iterations increase, the path length tends to infinity. The next theorems establish remarkable properties√of Tsquare . Theorem 2 says that no paths are longer than 2, rather than tending to infinity as in the Hilbert curve. Theorem



3 implies that the total length of all edges grows asymptotically in each iteration by a factor of 2, just as in the case of the Hilbert curve. Theorem 2: For every p ∈ [−1, 1]2 , there exists a path√in Tsquare that converges to p and has √ length no more than 2. Furthermore, the path length equals 2 if and only if p 6∈ V ∗ . Proof: Suppose p 6∈ V ∗ . In that case, consider the path τ , defined in (1), using the sequence v˜ of vertices that converges to p. Note that each segment of that path is exactly half the length of the previous segment. The total length is therefore expressed as an infinite sum X√ √ X −i 2/2i = 2 2 , (2) i∈N



i∈N



in which the right sum is the classical geometric series with √ ratio 1/2. The sum converges to 1, and the path length is 2. For the case in which p ∈ V ∗ , the path stops at some vertex v ∈ Vk0 for some k. The total length is expressed √ using only the first k terms of (2), which is strictly less than 2. Now consider the total length of all edges in Tsquare . For overlapping edges, we count them only once. Imagine that the tree is built from electrical wire and we would like to know how much total wire is used. Clearly, an infinite amount of wire is needed; however, it is interesting to know the rate of wire consumption with respect to the iterations. The next theorem characterizes this. Theorem length of the union of all edges √ 3: The combined  4 2 i −i in Ti is 3 2 − 2 . Proof: Let `i denote the combined path length in Ti . By exploiting symmetry over the four quadrants of [−1, 1]2 , the length in each quadrant is `i /4. We therefore derive an expression for `i /4: √ √ ! √ ! √ ! 2 2 2 2 `i /4 = , +3 + 11 + · · · + Ni 2 4 8 2i in which Ni is the number of new branches that are added at iteration i. The expression for Ni can be derived by recursion. The first three iterations are illustrated in Figure 2.



are added. √ From T2 to T3 , a total of eleven new branches of length 2/8 are added. Because of edge overlap, the number of branches Ni added at iteration i is one less than the nominal four branches for each quadrant of each branch added at the previous iteration Ni−1 . This yields the recurrence Ni = 4Ni−1 −1 with base case N1 = 1. Solving the recurrence in closed form yields 22i−1 + 1 . 3 The combined path length `i /4 can be expressed as the sum √ i X 2 `i /4 = Nj j . 2 j=1 Ni =



This sum represents adding up all edges of a fixed height in √ the tree. In the first iteration, a single edge of length√ 2/2 is produced. In the second iteration, 3 edges of length 2/4 are formed, and in general, at iteration i, Ni branches of length √ 2/2i are added. Substituting the closed form of Ni into the sum yields √ i  2j−1 X 2 +1 2 . `i /4 = j 3 2 j=1 √ By factoring out the constant 2/3, we obtain √ i  2j−1  +1 2X 2 `i /4 = . 3 j=1 2j Splitting the sum into two terms gives   √ i i 2 X j−1 X 1  2 + . `i /4 = 3 2j j=1 j=1 Each of the two sums can be simplified to their known closedform equivalents: i X



2j−1 = 2i − 1



j=1



and



i X 1 = 1 − 2−i . j 2 j=1



Finally, by substitution we obtain √  2 `i /4 = (2i − 1) + (1 − 2−i ) , 3 which after further simplification reduces to √  2 i 2 − 2−i . `i /4 = 3 Fig. 2. Successive iterations (T1 , T2 , and T3 ) of a square space-filling tree grown in [0, 1]2 . New branches (red) are half the length of the branches added in the previous iteration. From T1 to T2 , three new branches are added, and from T2 to T3 , eleven new branches are added.



The new branches at each iteration (illustrated in red) are half the length of the branches added in the previous √ iteration. From T1 to T2 , three new branches of length 2/4



Note that the construction in this section can be nicely transformed into other another space by using a well-behaved mapping, such as a Lipschitz continuous function from the square into the desired space. The same applies to constructions in Section III. These transformations, however, may destroy self-similarity.



III. OTHER S ELF -S IMILAR S PACE -F ILLING T REES The space-filling tree Tsquare of Section II-A clearly has self-similarity, making it a fractal, much like the Sierpinski triangle, Cantor sets, and numerous other constructions. This section introduces several other self-similar space-filling trees. A. Filling a cube We can easily generalize Tsquare to fill a cube [−1, 1]n ⊆ R for any positive integer n. Whereas the square was divided into quadrants in each iteration, we now divide [−1, 1]n into 2n orthants. Once again, we initially have V0 = {(0, 0)}. The vertices in V10 are the centers of the 2n orthants. These are all points of the form (±1/2, ±1/2, · · · , ±1/2). This results in 2n edges in E1 (there were 2n = 4 for Tsquare ). Proceeding incrementally, each v ∈ Vi0 lies at the center of a cube of width 1/2i−1 . The result is a sequence Tcube that fills [−1, 1]n . Figure 3 illustrates the space-filling tree for the case of n = 3. n



the orthants. First, we derive the number of branches Ni added at each iteration i. Because of edge overlap, Ni is one less than the nominal 2n branches for each orthant of each branch added at the previous iteration Ni−1 . The general recurrence is Ni = bNi−1 − c, in which b = 2n is the constant nominal branching factor of the tree and c is the constant number of overlapping branches discounted at each iteration. For the case of our method of constructing Tcube , we have c = 1. As before, the base case for the recursion is N1 = 1, and solving in closed form yields Ni =



For the square (n = 2), we have b = 4 and c = 1, which yields a formula that matches the result of the recursive derivation in Theorem 2. For the case of n = 3, we have b = 8 and c = 1; therefore, 6 ∗ 8i−1 + 1 . Ni = 7 For the general case, we have b = 2n and c = 1, and the general formula for the number of branches added to Tcube at iteration i is Ni =



Fig. 3. Subdivision scheme (left) and the third iteration of the space-filling tree (right) for the 3-dimensional cube, [−1, 1]3 .



The theorems of Section II-A cleanly generalize: Theorem 4: Tcube is a space-filling tree. Proof: The proof proceeds in the same manner as the proof of Theorem 4. The sequence v˜ is formed by the sequence of closer and closer approximations to p ∈ [0, 1]n by considering binary representations for all n coordinates. Theorem 5: For every p ∈ [−1, 1]n , there exists a path √ in Tcube that converges to p and has length no more than n. √ Furthermore, the path length equals n if and only if p 6∈ V ∗ . Proof: The proof is nearly identical to that of Theorem 2. The edge length is again divided by 2 in each iteration. Therefore, √ the same geometric √ series is obtained. It is scaled by n (generalized from 2), which can be seen by considering the path length from the root to any corner of the cube. Theorem 6: The combined length of the union of all edges in Tcube increases asymptotically as O(2(n−1)i ), with the combined length of the union of all edges in Ti given exactly  n√ by 22n −1n 2(n−1)i − 2−i . Proof: Let `i denote the combined path length in Ti . Following the proof of Theorem 3, we exploit symmetry across



(b − c − 1)bi−1 + c . b−1



(2n − 2)2n(i−1) + 1 . 2n − 1



We now derive the combined path length `i /2n as the combined sum of all edges in Ti as √ i X n `i = N j j . n 2 2 j=1 This sum represents adding up all edges of a √ fixed height in the tree. At iteration i, Ni branches of length n/2i are added. Substituting the closed form of Ni into the sum yields √ i  n X `i (2 − 2)2n(i−1) + 1 n = . n n j 2 2 −1 2 j=1 √ By factoring out the constant n/(2n − 1), we obtain  √ i  `i n X (2n − 2)2n(i−1) + 1 . = 2n 2n − 1 j=1 2j Splitting the sum into two terms gives    X √ i  i n X (2n − 2)2n(i−1) 1 `i = n + . 2n 2 − 1  j=1 2j 2j  j=1 Each of the two sums can be simplified to the closed-form equivalents:  i  n X (2 − 2)2n(i−1) = 2(n−1)i − 1 j 2 j=1 and



i X 1 = 1 − 2−i . j 2 j=1



L , or h/3 (exactly the length of added edges in T1 will be 2√ 3 1/3 of the height). As with the case of the square, each of the subtriangles is exactly half the size of the triangle in the previous iteration. Thus, subsequently added edges are reduced in length by a factor of two at each iteration.
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Six iterations of the triangle space-filling tree.



Finally, by substitution we obtain √  `i n  (n−1)i −i = (2 − 1) + (1 − 2 ) , 2n 2n − 1 which after further simplification reduces to √  `i n  (n−1)i −i = 2 − 2 . 2n 2n − 1 We verify that for n = 2, we obtain the same formula derived in Theorem 3. This general result proves that the combined length of the union of all edges in Tcube increases asymptotically as O(2(n−1)i ). B. Filling a Triangle Figure 4 shows a space-filling tree Ttri over a triangular region. To define the incremental construction, we divide the triangular region into smaller triangles, instead of quadrants. Initially, the root vertex is placed at the triangle center, yielding V0 . The triangle is then subdivided into four triangles. For V10 , we obtain four vertices, one for the center of each smaller triangle; however, one of the vertices coincides with the root. The other three vertices in V10 are connected to the root to form E1 . This process continues in the same way by exploiting the symmetries of the subdivision. An interesting difference can be observed in Figure 4 in comparison to Figure 1. In each step of the subdivision, the central triangle appears “upside down” with respect to the others. This causes an interesting orientation change in that part of the tree. This was not obtained for the square case because all smaller squares are axis aligned. Theorems 1 to 3 can again be adapted. To establish that Ttri is space-filling, a sequence v˜ is constructed by using the sequence of refined triangles that contain p, rather than squares. This results in a converging sequence of vertices for any point in the triangle. Now consider the length of the path to each point. If the height of the equilateral triangle h = 1 and the tree is defined to be rooted at the center of the triangle, then the length of each edge in T1 is 1/3. In general, for a triangle of side length L,



Theorem 7: For every p contained in an equilateral triangle of height h, there exists a path in Ttri that converges to p and has length no more than 2h/3. Furthermore, the path length equals 2h/3 if and only if p 6∈ V ∗ . Proof: The proof follows that of Theorem 2, as the edge length is again divided by 2 in each iteration. The distance di from the root at the center of the tree to a leaf vertex of Ti is bounded by the sum:   1 1 1 1 h 1 + + + + ··· + i . di ≤ 3 2 4 8 2 Let dmax be the upper bound on the length of the path to any point p inside the triangle from the root. Note that dmax is the limit of the sum dmax =



i X h 1 lim . i→∞ 3 2i j=0



The closed-form of the sum is 2; therefore, the result is dmax = 2h/3. √ Note the perfect correspondence with the 2 limit for the square case, which was the distance from the center of the square to a corner. For the general case of a cube of dimension n and side length 2L, the upper bound on dmax , the length n of the path to any point p ∈ [−L, L] √ inside the cube from the root asymptotically approaches nL. In the case of an equilateral triangle of height h, the distance from the center to a corner is exactly 2h/3, which is analogous to this result. We now derive the sum total length of all edges in Ti for the equilateral triangle case. Theorem 8: The combined length of the union of all edges in Ttri increases asymptotically as O(2i ), with the combined length of the union  of all edges in Ti given exactly by h 35 2i−1 − 23 21−i for a triangle of height h. Proof: Let `i denote the combined path length in Ti . First, we derive the number of branches Ni added at each iteration i. Each triangle is divided into four equal subtriangles, with the terminal vertex of each edge added in the previous iteration becoming the center point of four new subtriangles at the next iteration. Thus, the total number of subtriangles at iteration i is given by 4i . Although Ttri has a nominal constant branching factor of 4, due to the coincident subsequent vertex at the center and overlap between edges, the structure of Ti can be expressed entirely with vertices of degree 1, 3, 4, or 6. The initial tree T0 contains only a single vertex in the center. The first three iterations are illustrated in Figure 5. The new branches at each iteration (illustrated in red) are half the length of the branches added in the previous iteration. The first iteration adds three branches of length h/3 yielding



which after further simplification reduces to   5 i−1 2 1−i `i = h 2 − 2 . 3 3 We see that the combined length of the union of all edges in Ttri increases asymptotically as O(2i ). Fig. 5. Successive iterations (T1 , T2 , and T3 ) of a triangle space-filling tree. New branches (red) are half the length of the branches added in the previous iteration. From T1 to T2 , twelve new branches are added, and from T2 to T3 , twenty-two new branches are added.



T1 (thus Ni = 3). The subsequent iteration, T2 , adds three branches of length h/6 to each of the four vertices of T1 for a total of twelve additional edges (N2 = 12). From T2 to T3 , a total of forty-two new branches of length h/12 are added (N3 = 42). All subsequent iterations follow the general recurrence Ni+1 = 3Ni + 2(4i − Ni − 4i−2 ), which is valid for i > 2. The first term represents the 3 edges added to each terminal vertex of each edge added at the previous iteration, whereas the second term represents the 2 edges added to the remaining vertices (4i − Ni ) minus the number of vertices that have already achieved degree 6 (4i−2 ). Solving the recurrence in closed form in terms of Ni and simplifying gives Ni = 10(4i−2 ) + 2, in which i ≥ 2. We now derive the combined path length `i in Ti as the sum length of all edges added at each iteration: `i = T1 ei +



i X



Nj e j .



j=2 −i are added. At iteration i, Ni branches of length ei = 2h 3 2 Substituting T1 e1 = h and the closed form of Ni and ei into the sum and splitting the sum into two terms yields   i i X 2  X j−4 `i = h + h 10 2 +2 2−j  . 3 j=2 j=2



Each of the two sums can be simplified to the closed-form equivalents: i X 2i+1 − 4 2j−4 = 24 j=2 and i X j=2



2−j =



1 − 2−i . 2



Finally, by substitution we obtain   i+1    2 2 −4 1 −i + 2 − 2 , `i = h + h 10 3 24 2



C. Honeycombs and Spatial Subdivisions It is not surprising that many space-filling tree constructions are possible given the number of shapes that can be used to tile regions of space. In the previous examples, we relied on base shapes (square, cube, and triangle) that could easily be subdivided into smaller, self-similar regions. Patterns of space-filling or close-packing polyhedral or higher-dimensional cells without gaps are called honeycombs. Although the cubic tiling is notable as the only regular honeycomb in Rn for n > 2, there are numerous non-regular honeycomb subdivisions [25, 26]. By connecting the centers of honeycomb cells to recursively subdivided close-packing shapes, it is possible to construct a rich variety of spacefilling trees. We illustrate this concept with the examples of the regular tetrahedron and the regular octahedron in R3 . Tetrahedral and octahedral shapes yield alternating recursive spatial subdivisions, which can be generalized into spacefilling tree construction techniques for both shapes. A regular tetrahedron of side length L can be subdivided into four smaller tetrahedra and a single octahedron, all of uniform side length L/2. Figure 6 illustrates this subdivision scheme. A regular octahedron of side length L can be subdivided into six smaller octahedra and eight tetrahedra all of uniform side length L/2, which is illustrated in Figure 7. Note that each of these subdivision schemes requires the other in order to be iterated. The alternating recursive iterations allow us to start with any size base shape and construct a spacefilling tree. We begin by defining a single root vertex at the center of the original shape. At each iteration, we add branches that connect each vertex to new vertices defined at the centers of each of the subshapes. Smaller tetrahedra use the tetrahedron subdivision scheme, whereas smaller octahedra use the octahedron subdivision scheme. The process can be iterated indefinitely. Intuitively, if the vertices of each Ti lie at the centers of the subshapes that are completely contained within the original shape and form a close-packing, increasingly finegrained subdivision will gradually fill the original shape. As before, Theorems 1 to 3 can be adapted to yield a converging sequence of vertices for any point inside the original shape for which the total length from the root is finite. Although we do not derive the exact formulas here, the scaling factors for both the tetrahedron and octahedron are again 1/2, which produces a similar exponential growth rate for the combined length of the union of all edges. IV. OTHER S PACE -F ILLING T REES In addition to the basic constructions presented in Sections II and III, an even larger variety of space-filling trees can
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Fig. 6. Subdivision of the Tetrahedron: (a) base primitive; (b) first subdivision into one central octahedron and four corner tetrahedra; (c) exploded view of first subdivision; (d) second subdivision iteration.
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Fig. 7. Subdivision of the Octahedron: (a) base primitive; (b) first subdivision into six octahedra and eight tetrahedra; (c) exploded view of first subdivision; (d) second subdivision iteration.



be imagined. Suppose that we start with any bounded pathconnected region R of some metric space. Consider a countably infinite set Y of points that is dense1 in R. Suppose the points in Y have been ordered into a sequence γ : N → Y , in which γ(i) yields the ith point in the sequence. We refer to γ as a dense sequence of points. Now designate any point x ∈ R as the root vertex, and then connect x to every point in γ via any finite-length path that maps into R. As a simple example, suppose R is a unit disc in R2 , centered at the origin. Using a dense set Y and sequence γ of points in R, we connect every γ(i) to (0, 0) by a continuous path. Clearly this makes a tree. If possible2 , we may connect x to each γ(i) along the shortest possible path. This yields optimal distance to every point in the dense set, which seems wonderful. However, this tree is not space-filling because there is not a path that converges to points outside of Y . We can present a sequence of entire paths whose endpoints get closer and closer to some p ∈ R \ Y ; however, it is not achieved by a single path. There nevertheless exists a simple way to convert any dense sequence into a space-filling tree. Rather than connecting every point in Y to the root, we connect each γ(i) to the nearest vertex in Vi−1 . Ideally, this connection should be along the shortest possible path (if it exists). In this case, the ith vertex vi is simply vi = γ(i). The ith edge ei is produced by connecting vi to vj in which j=



argmin ρ(vi , vk )



(3)



k∈{1,...,i−1}



and ρ is the distance metric on R. 1 From topology, a set Y is dense in X if the closure of Y is X. This implies that there are no open sets in X that do not contain at least one point in Y . in R. 2 If R is a geodesic metric space.



Fig. 8. Example of a Rapidly-exploring Random Tree (RRT) in [−1, 1]2 after: (a) 100 samples; (b) 500 samples; (c) 1000 samples; (d) 5000 samples.



Using the general process described in (3), numerous constructions can be imagined, leading to many open questions regarding path lengths. The properties of the resulting spacefilling tree depend heavily on the particular sequence γ. The tree will generally not have self-similarity unless the appropriate symmetries exist in γ. The method of (3) can even be applied as an alternative way to construct Tsquare . We need only to define γ as the centers of the squares that are constructed in each iteration. Hence, γ(1) = (0, 0), and γ(2) through γ(5) are the four points of the form (±1/2, ±1/2) (the particular order these four does not matter). The next iteration is simulated by assigning the centers of the 16 squares of width 1/2 from γ(6) to γ(21). The process continues in this way indefinitely. Now suppose that γ is obtained as the result of uniform random sampling in R. The sequence is dense almost surely. Using this to construct the tree generates what is referred to as a Rapidly-exploring Random Tree (RRT) [22]. Figure 8 shows an example. The RRT is space-filling with probability one. The RRT has been particularly useful in recent years for searching high-dimensional spaces for path planning, optimization, and control problems [27, 28, 29, 30]. As in previous sections, consider the lengths of paths in the tree. Figure 9 illustrates the distribution of values for the average path length and the maximum path length for an RRT rooted at the center of [−1, 1]2 after 1000 iterations. The path length is defined as sum of the total edge lengths to reach any given point on the tree from the root. The histograms were computed over 1000 independent trials using point-to-edge distances for RRT growth which removes any slight geometric
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Fig. 9. Distribution of values for the average path length (red), and maximum path length (blue) for a Rapidly-exploring Random Tree (RRT) in [−1, 1]2 after 1000 samples (N = 1000 trials).



variations in the tree structure due to discretization of the RRT step size [21]. The average path length from the center of the square to any point on the RRT had a mean of 1.3028 and a median of 1.2766, whereas the maximum from among all possible paths in the tree had a mean of 2.7206 and a median of 2.6736 over√1000 trials. This compares to the worst-case path length of 2 ≈ 1.4142 for the square space-filling tree. Although the maximum path length for an RRT in the worst-case is theoretically unbounded, the data show that in practice the average or √ expected value is rather small (less than twice the value of 2). V. C ONCLUSIONS We introduced an incremental construction called a spacefilling tree and provided several examples. Although it is straightforward to construct trees for which the set of vertices is dense, the distinguishing feature of a space-filling tree is that for every point in the space, there is a finite-length path that converges to it. The two main properties to analyze are: 1) the lengths of individual paths in the tree, and 2) how the total length of all edges increases incrementally. Finally, some trees exhibit nice fractal or self-similarity structure. There are numerous possibilities for other space-filling tree constructions, leading to many interesting open questions. What shapes can be filled with self-similar structures? Which constructions are optimal with respect to path lengths or total edge lengths? What constructions can be made that optimize vertex degree? In addition to open mathematical questions, we hope that they may become useful in many fields, such as computer graphics, robotics, crop sciences, urban planning, data bases, optimization, and other fields utilizing models of branching distribution systems or networks. Acknowledgments: Kuffner has been supported in part by Google Research, NSF grant EEC-0540865, the CMU Quality of Life Technology Center, and the Digital Human Research Center (AIST Tokyo) Japan. LaValle is supported in part by NSF grant 0904501 (IIS Robotics), NSF grant 1035345 (CNS Cyberphysical Systems), DARPA SToMP grant HR0011-05-1-0008, and MURI/ONR grant N00014-09-1-1052.



[1] G. Peano, “Sur une courbe, qui remplit toute une aire plane,” Math. Ann, vol. 36, pp. 157–160, 1890. ¨ [2] D. Hilbert, “Uber die stetige abbildung einer linie auf ein fl¨achenst¨uck,” Math. Ann, vol. 38, pp. 459–460, 1891. [3] G. Morton, “A computer oriented geodetic data base and a new technique in file sequencing,” 1966. [4] W. Sierpinski, “Sur une nouvelle courbe countinue qui remplit toute une aire plane,” Bull. Acad. Sci. de Cracovie (Sci. math. et nat., Serie A), pp. 462–478, 1912. [5] H. Sagan, Space-Filling Curves. Springer-Verlag, 1994, iSBN 0387942653. [6] A. Butz, “Space filling curves and mathematical programming,” Information and Control, vol. 12, pp. 314–330, 1968. [7] M. Mokbel, W. Aref, and I. Kamel, “Analysis of multi-dimensional space-filling curves,” GeoInformatica, vol. 7, pp. 179–209, 2003. [8] P. Prusinkiewicz, “Simulation modeling of plants and plant ecosystems,” Communications of the ACM, vol. 43, no. 7, pp. 84–93, 2000. [9] P. Prusinkiewicz and A. Lindenmayer, The Algorithmic Beauty of Plants. Springer-Verlag, 1990, iSBN 978-0387972978. Online at: http://algorithmicbotany.org/. [10] Y. Matias and A. Shamir, “A video scrambling technique based on space filling curves,” in Advances in Cryptology (CRYPTO’87), 1987. [11] B. Moghaddam, K. Hintz, and C. Stewart, “Space-filling curves for image compression,” in Proc. of the SPIE, 1991, pp. 414–421. [12] T. Asano, D. Ranjan, T. Roos, and E. Welzl, “Space-filling curves and their use in the design of geometric data structures,” in Theoretical Computer Science. Elsevier, 1997. [13] J. Lawder and P. King, “Using space-filling curves for multi-dimensional indexing,” in Lecture notes in computer science. Springer, 2000. [14] B. Mandelbrot, The Fractal Geometry of Nature. W.H. Freeman, 1982. [15] T. Nonnenmacher, G. Losa, and E. Weibel, Eds., Fractals in Biology and Medicine. Birkh¨auser, 1993. [16] A. Lindenmayer, “Mathematical models for cellular interaction in development, parts i and ii,” J. Theore. Biol., vol. 18, pp. 280–315, 1968. [17] M. Bohn, J. Novais, R. Fonseca, R. Tuberosa, and T. Grift, “Genetic evaluation of root complexity in maize,” Acta Agronomica Hungarica, vol. 54, no. 3, pp. 291–303, 2006. [18] S. Browning, “The tree machine: A highly concurrent computing environment,” Ph.D. dissertation, California Inst. of Technology, 1980. [19] M. Bern and D. Eppstein, “Worst-case bounds for subadditive geometric graphs,” in 9th ACM Symp. on Comp. Geometry, 1993, pp. 183–188. [20] H. Choset, K. M. Lynch, S. Hutchinson, G. Kantor, W. Burgard, L. E. Kavraki, and S. Thrun, Principles of Robot Motion: Theory, Algorithms, and Implementations. Cambridge, MA: MIT Press, 2005. [21] S. M. LaValle, Planning Algorithms. Cambridge, U.K.: Cambridge University Press, 2006, also available at http://planning.cs.uiuc.edu/. [22] S. M. LaValle and J. J. Kuffner, “Randomized kinodynamic planning,” International Journal of Robotics Research, vol. 20, no. 5, pp. 378–400, May 2001. [23] S. Karaman and E. Frazzoli, “Incremental sampling-based algorithms for optimal motion planning,” in Proceedings Robotics: Science and Systems, 2010. [24] O. Nechushtan, B. Raveh, and D. Halperin, “Sampling-diagram automata: A tool for analyzing path quality in tree planners,” in Proceedings Workshop on Algorithmic Foundations of Robotics, December 2010. [25] M. Deza and M. Shtogrin, “Uniform Partitions of 3-space, their Relatives and Embedding,” European J. of Combinatorics, vol. 21, no. 6, pp. 807– 814, 2000. [26] B. Gr¨unbaum, “Uniform tilings of 3-space,” Geombinatorics, vol. 4, pp. 49–56, 1994. [27] M. S. Branicky, M. M. Curtiss, J. Levine, and S. Morgan, “RRTs for nonlinear, discrete, and hybrid planning and control,” in Proceedings IEEE Conference Decision & Control, 2003. [28] J. Esposito, J. W. Kim, and V. Kumar, “Adaptive RRTs for validating hybrid robotic control systems,” in Proceedings Workshop on Algorithmic Foundations of Robotics, Zeist, The Netherlands, July 2004. [29] E. Frazzoli, M. A. Dahleh, and E. Feron, “Maneuver-based motion planning for nonlinear systems with symmetries,” IEEE Transactions on Robotics, vol. 21, no. 6, pp. 1077–1091, December 2005. [30] A. Shkolnik and R. Tedrake, “Path planning in 1000+ dimensions using a task-space voronoi-bias,” in Proceedings IEEE International Conference on Robotics & Automation, 2009.



























[image: Mathematics at - Research at Google]
Mathematics at - Research at Google












[image: VoR-Tree: R-trees with Voronoi Diagrams for ... - Research at Google]
VoR-Tree: R-trees with Voronoi Diagrams for ... - Research at Google












[image: Faucet - Research at Google]
Faucet - Research at Google












[image: BeyondCorp - Research at Google]
BeyondCorp - Research at Google












[image: VP8 - Research at Google]
VP8 - Research at Google












[image: JSWhiz - Research at Google]
JSWhiz - Research at Google












[image: Yiddish - Research at Google]
Yiddish - Research at Google












[image: traits.js - Research at Google]
traits.js - Research at Google












[image: sysadmin - Research at Google]
sysadmin - Research at Google












[image: Introduction - Research at Google]
Introduction - Research at Google












[image: References - Research at Google]
References - Research at Google












[image: BeyondCorp - Research at Google]
BeyondCorp - Research at Google












[image: Browse - Research at Google]
Browse - Research at Google












[image: Continuous Pipelines at Google - Research at Google]
Continuous Pipelines at Google - Research at Google












[image: Accuracy at the Top - Research at Google]
Accuracy at the Top - Research at Google












[image: slide - Research at Google]
slide - Research at Google












[image: 1 - Research at Google]
1 - Research at Google












[image: 1 - Research at Google]
1 - Research at Google












[image: Condor - Research at Google]
Condor - Research at Google












[image: practice - Research at Google]
practice - Research at Google












[image: bioinformatics - Research at Google]
bioinformatics - Research at Google












[image: Natural Language Processing Research - Research at Google]
Natural Language Processing Research - Research at Google












[image: Online panel research - Research at Google]
Online panel research - Research at Google















Space-Filling Trees - Research at Google






are the Hilbert curve [2], Morton curves [3], and Sierpinski curves [4]; see [5]. ... spaces is inherent to computer science problems, such as path planning, data ... 






 Download PDF 



















 2MB Sizes
 2 Downloads
 379 Views








 Report























Recommend Documents







[image: alt]





Mathematics at - Research at Google 

Index. 1. How Google started. 2. PageRank. 3. Gallery of Mathematics. 4. Questions ... http://www.google.es/intl/es/about/corporate/company/history.html. â—‹.














[image: alt]





VoR-Tree: R-trees with Voronoi Diagrams for ... - Research at Google 

Permission to make digital or hard copies of all or part of this work for personal or ... queries search for data objects that minimize a distance- .... VoR-Tree uses more disk space than a regu- ... cessed disk pages; up to 18% improvement).














[image: alt]





Faucet - Research at Google 

infrastructure, allowing new network services and bug fixes to be rapidly and safely .... as shown in figure 1, realizing the benefits of SDN in that network without ...














[image: alt]





BeyondCorp - Research at Google 

41, NO. 1 www.usenix.org. BeyondCorp. Design to Deployment at Google ... internal networks and external networks to be completely untrusted, and ... the Trust Inferer, Device Inventory Service, Access Control Engine, Access Policy, Gate-.














[image: alt]





VP8 - Research at Google 

coding and parallel processing friendly data partitioning; section 8 .... 4. REFERENCE FRAMES. VP8 uses three types of reference frames for inter prediction: ...














[image: alt]





JSWhiz - Research at Google 

Feb 27, 2013 - and delete memory allocation API requiring matching calls. This situation is further ... process to find memory leaks in Section 3. In this section we ... bile devices, such as Chromebooks or mobile tablets, which typically have less .














[image: alt]





Yiddish - Research at Google 

translation system for these language pairs, although online dictionaries exist. ..... http://www.unesco.org/culture/ich/index.php?pg=00206. Haifeng Wang, Hua ...














[image: alt]





traits.js - Research at Google 

on the first page. To copy otherwise, to republish, to post on servers or to redistribute ..... quite pleasant to use as a library without dedicated syntax. Nevertheless ...














[image: alt]





sysadmin - Research at Google 

On-call/pager response is critical to the immediate health of the service, and ... Resolving each on-call incident takes between minutes ..... The conference has.














[image: alt]





Introduction - Research at Google 

Although most state-of-the-art approaches to speech recognition are based on the use of. HMMs and .... Figure 1.1 Illustration of the notion of margin. additional ...














[image: alt]





References - Research at Google 

A. Blum and J. Hartline. Near-Optimal Online Auctions. ... Sponsored search auctions via machine learning. ... Envy-Free Auction for Digital Goods. In Proc. of 4th ...














[image: alt]





BeyondCorp - Research at Google 

Dec 6, 2014 - Rather, one should assume that an internal network is as fraught with danger as .... service-level authorization to enterprise applications on a.














[image: alt]





Browse - Research at Google 

tion rates, including website popularity (top web- .... Several of the Internet's most popular web- sites .... can't capture search, e-mail, or social media when they ..... 10%. N/A. Table 2: HTTPS support among each set of websites, February 2017.














[image: alt]





Continuous Pipelines at Google - Research at Google 

May 12, 2015 - Origin of the Pipeline Design Pattern. Initial Effect of Big Data on the Simple Pipeline Pattern. Challenges to the Periodic Pipeline Pattern.














[image: alt]





Accuracy at the Top - Research at Google 

We define an algorithm optimizing a convex surrogate of the ... as search engines or recommendation systems, since most users of these systems browse or ...














[image: alt]





slide - Research at Google 

Gunhee Kim1. Seil Na1. Jisung Kim2. Sangho Lee1. Youngjae Yu1. Code : https://github.com/seilna/youtube8m. Team SNUVL X SKT (8th Ranked). 1 ... Page 9 ...














[image: alt]





1 - Research at Google 

nated marketing areas (DMA, [3]), provides a significant qual- ity boost to the LM, ... geo-LM in Eq. (1). The direct use of Stolcke entropy pruning [8] becomes far from straight- .... 10-best hypotheses output by the 1-st pass LM. Decoding each of .














[image: alt]





1 - Research at Google 

circles on to a nD grid, as illustrated in Figure 6 in 2D. ... Figure 6: Illustration of the simultaneous rasterization of ..... 335373), and gifts from Adobe Research.














[image: alt]





Condor - Research at Google 

1. INTRODUCTION. During the design of a datacenter topology, a network ar- chitect must balance .... communication with applications and services located on.














[image: alt]





practice - Research at Google 

used software such as OpenSSL or Bash, or celebrity photographs stolen and ... because of ill-timed software updates ... passwords, but account compromise.














[image: alt]





bioinformatics - Research at Google 

studied ten host-pathogen protein-protein interactions using structu- .... website. 2.2 Partial Positive Labels from NIAID. The gold standard positive set we used in (Tastan et ..... were shown to give the best performance for yeast PPI prediction.














[image: alt]





Natural Language Processing Research - Research at Google 

Used numerous well known systems techniques. â€¢ MapReduce for scalability. â€¢ Multiple cores and threads per computer for efficiency. â€¢ GFS to store lots of data.














[image: alt]





Online panel research - Research at Google 

Jan 16, 2014 - social research â€“ Vocabulary and Service Requirements,â€� as â€œa sample ... using general population panels are found in Chapters 5, 6, 8, 10, and 11 .... Member-get-a-member campaigns (snowballing), which use current panel members 


























×
Report Space-Filling Trees - Research at Google





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















