









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Stationarity and Regularity of Infinite Collections of Sets Alexander Kruger Centre for Informatics and Applied Optimization, School of Science, Information Technology & Engineering University of Ballarat, Australia [email protected] Coauthor: Marco L´ opez Cerda



Santiago, 12 October 2011



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



1 / 22



Collections of Sets Convex case Separation theorem



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



2 / 22



Collections of Sets Convex case Separation theorem (Bounded) linear regularity (Bauschke, Borwein, 1993; Ng, Yang, 2004; Burke, Deng, 2005)



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



2 / 22



Collections of Sets Convex case Separation theorem (Bounded) linear regularity (Bauschke, Borwein, 1993; Ng, Yang, 2004; Burke, Deng, 2005)



Nonconvex case Dubovitskii–Milyutin formalism (1965)



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



2 / 22



Collections of Sets Convex case Separation theorem (Bounded) linear regularity (Bauschke, Borwein, 1993; Ng, Yang, 2004; Burke, Deng, 2005)



Nonconvex case Dubovitskii–Milyutin formalism (1965) Extremal principle (Kruger, Mordukhovich, 1980)



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



2 / 22



Collections of Sets Convex case Separation theorem (Bounded) linear regularity (Bauschke, Borwein, 1993; Ng, Yang, 2004; Burke, Deng, 2005)



Nonconvex case Dubovitskii–Milyutin formalism (1965) Extremal principle (Kruger, Mordukhovich, 1980) Boundary condition, nonconvex separation property (Borwein, Jofr´e, 1998)



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



2 / 22



Collections of Sets Convex case Separation theorem (Bounded) linear regularity (Bauschke, Borwein, 1993; Ng, Yang, 2004; Burke, Deng, 2005)



Nonconvex case Dubovitskii–Milyutin formalism (1965) Extremal principle (Kruger, Mordukhovich, 1980) Boundary condition, nonconvex separation property (Borwein, Jofr´e, 1998) Jamesons property (G) (1972) Metric inequality (Ioffe, 1989; Ngai, Th´era, 2001) (Strong) conical hull intersection property (Chui, Deutsch, Ward, 1992; Deutsch, Li, Ward; 1997)



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



2 / 22



Outline



1



Finite Collections Extremal Collection of Sets Extremal Principle Stationarity vs Regularity



2



Infinite Collections Stationarity vs Regularity Intersection Rule



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



3 / 22



Stationarity and Regularity of Finite Collections Extremal Collection of Sets (Kruger, Mordukhovich, 1980)



Ω1



Alexander Kruger (University of Ballarat)



x¯



Ω2



Stationarity and Regularity



Santiago, 12 October 2011



4 / 22



Stationarity and Regularity of Finite Collections Extremal Collection of Sets (Kruger, Mordukhovich, 1980)



Ω1



Alexander Kruger (University of Ballarat)



Ω2



Stationarity and Regularity



Santiago, 12 October 2011



4 / 22



Stationarity and Regularity of Finite Collections Extremal Collection of Sets (Kruger, Mordukhovich, 1980)



Ω1



Ω1



x¯



Alexander Kruger (University of Ballarat)



Ω2



x¯



Ω1



Ω2



x¯



Stationarity and Regularity



Ω2



x¯



Ω



Santiago, 12 October 2011



4 / 22



Stationarity and Regularity of Finite Collections Extremal Collection of Sets



X – Banach space, Ω := {Ωi }i∈I ⊂ X ,



Alexander Kruger (University of Ballarat)



1 < |I | < ∞,



x¯ ∈



Stationarity and Regularity



T



i∈I



Ωi



Santiago, 12 October 2011



5 / 22



Stationarity and Regularity of Finite Collections Extremal Collection of Sets



X – Banach space, Ω := {Ωi }i∈I ⊂ X ,



1 < |I | < ∞,



x¯ ∈



T



i∈I



Ωi



Definition Ω is locally extremal at x¯ if ∃ρ > 0 ∀ε > 0 ∃ai ∈ X , i ∈ I , \ \ max kai k < ε and (Ωi − ai ) Bρ (¯ x) = ∅ i∈I



Alexander Kruger (University of Ballarat)



i∈I



Stationarity and Regularity



Santiago, 12 October 2011



5 / 22



Stationarity and Regularity of Finite Collections Extremal Collection of Sets



X – Banach space, Ω := {Ωi }i∈I ⊂ X ,



1 < |I | < ∞,



x¯ ∈



T



i∈I



Ωi



Definition Ω is locally extremal at x¯ if ∃ρ > 0 ∀ε > 0 ∃ai ∈ X , i ∈ I , \ \ max kai k < ε and (Ωi − ai ) Bρ (¯ x) = ∅ i∈I



i∈I



n θρ [Ω](¯ x ) := sup r ≥ 0 : o \ \ (Ωi − ai ) Bρ (¯ x ) 6= ∅, ∀ai ∈ r B = 0 i∈I Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



5 / 22



Stationarity and Regularity of Finite Collections Extremal Collection of Sets: Dual Characterization



Ω1



Alexander Kruger (University of Ballarat)



x¯



Ω2



Stationarity and Regularity



Santiago, 12 October 2011



6 / 22



Stationarity and Regularity of Finite Collections Extremal Collection of Sets: Dual Characterization



Ω1



Ω1



x¯



Alexander Kruger (University of Ballarat)



Ω2



Ω2



x¯



Ω1



x¯



Stationarity and Regularity



Ω2



x¯



Ω



Santiago, 12 October 2011



6 / 22



Stationarity and Regularity of Finite Collections Fr´echet Normal Cone



x¯ ∈ Ω Fr´echet normal cone: ( NΩ (¯ x) =



Alexander Kruger (University of Ballarat)



) ∗ hx , x − x ¯ i x ∗ ∈ X ∗ : lim sup ≤0 kx − x ¯ k Ω x →¯ x



Stationarity and Regularity



Santiago, 12 October 2011



7 / 22



Stationarity and Regularity of Finite Collections Extremal Principle



[Kruger, Mordukhovich (1980); Mordukhovich, Shao (1996)]



Extremal Principle Ωi , i ∈ I , are closed. If Ω is locally extremal at x¯ then ∀ε > 0 ∃xi ∈ Ωi ∩ Bε (¯ x ), xi∗ ∈ NΩi (xi ) (i ∈ I ) 



X X 



kxi∗ k xi∗ < ε 



i∈I



Alexander Kruger (University of Ballarat)



i∈I



Stationarity and Regularity



Santiago, 12 October 2011



8 / 22



Stationarity and Regularity of Finite Collections Extremal Principle



[Kruger, Mordukhovich (1980); Mordukhovich, Shao (1996)]



Extremal Principle Ωi , i ∈ I , are closed. If Ω is locally extremal at x¯ then ∀ε > 0 ∃xi ∈ Ωi ∩ Bε (¯ x ), xi∗ ∈ NΩi (xi ) (i ∈ I ) 



X X 



kxi∗ k xi∗ < ε 



i∈I



i∈I



Theorem Extremal Principle holds if and only if X is Asplund



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



8 / 22



Stationarity and Regularity of Finite Collections Extremal Principle



[Kruger, Mordukhovich (1980); Mordukhovich, Shao (1996)]



Extremal Principle Ωi , i ∈ I , are closed. If Ω is locally extremal at x¯ then ∀ε > 0 ∃xi ∈ Ωi ∩ Bε (¯ x ), xi∗ ∈ NΩi (xi ) (i ∈ I ) 



X X 



kxi∗ k xi∗ < ε 



i∈I



i∈I



Theorem Extremal Principle holds if and only if X is Asplund 



X 



ηˆ[Ω](¯ x ) := lim inf xi∗ = 0



Ωi 



x →¯ x , x ∗ ∈N (x ) (i∈I ) i



Alexander Kruger (University of Ballarat)



Ωi i Pi ∗ i∈I kxi k=1



Stationarity and Regularity



i∈I



Santiago, 12 October 2011



8 / 22



Stationarity and Regularity of Finite Collections Stationarity vs Regularity



Definition Ω is approximately stationary at x¯ if ∀ε > 0 ∃ρ ∈ (0, ε), ωi ∈ Ωi ∩ Bε (¯ x ), ai ∈ X (i ∈ I ) \ \ max kai k < ερ and (Ωi − ωi − ai ) (ρB) = ∅ i∈I



Alexander Kruger (University of Ballarat)



i∈I



Stationarity and Regularity



Santiago, 12 October 2011



9 / 22



Stationarity and Regularity of Finite Collections Stationarity vs Regularity



Definition Ω is approximately stationary at x¯ if ∀ε > 0 ∃ρ ∈ (0, ε), ωi ∈ Ωi ∩ Bε (¯ x ), ai ∈ X (i ∈ I ) \ \ max kai k < ερ and (Ωi − ωi − ai ) (ρB) = ∅ i∈I



Local extremality



i∈I



⇒



Alexander Kruger (University of Ballarat)



approximate stationarity



Stationarity and Regularity



Santiago, 12 October 2011



9 / 22



Stationarity and Regularity of Finite Collections Stationarity vs Regularity



Definition Ω is approximately stationary at x¯ if ∀ε > 0 ∃ρ ∈ (0, ε), ωi ∈ Ωi ∩ Bε (¯ x ), ai ∈ X (i ∈ I ) \ \ max kai k < ερ and (Ωi − ωi − ai ) (ρB) = ∅ i∈I



i∈I



Local extremality



⇒



approximate stationarity



θρ [{Ωi − ωi }i∈I ](0) ˆ θ[Ω](¯ x ) := lim inf =0 Ωi ρ ωi →¯ x ρ→+0



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



9 / 22



Stationarity and Regularity of Finite Collections Regularity vs Stationarity



Definition Ω is ˆ approximately stationary at x¯ if θ[Ω](¯ x) = 0 normally approximately stationary at x¯ if ηˆ[Ω](¯ x) = 0



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



10 / 22



Stationarity and Regularity of Finite Collections Regularity vs Stationarity



Definition Ω is ˆ approximately stationary at x¯ if θ[Ω](¯ x) = 0 normally approximately stationary at x¯ if ηˆ[Ω](¯ x) = 0 ˆ uniformly regular at x¯ if θ[Ω](¯ x) > 0 normally uniformly regular at x¯ if ηˆ[Ω](¯ x) > 0



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



10 / 22



Stationarity and Regularity of Finite Collections Regularity vs Stationarity



Ω1



x¯



Ω2



ˆ θ[Ω](¯ x ) = ηˆ[Ω](¯ x) > 0



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



11 / 22



Stationarity and Regularity of Finite Collections Regularity vs Stationarity



ω1 Ω1



x¯



Ω2



Ω1



x¯



Ω2



ω2



ˆ θ[Ω](¯ x ) = ηˆ[Ω](¯ x) > 0



Alexander Kruger (University of Ballarat)



ˆ θ[Ω](¯ x ) = ηˆ[Ω](¯ x) = 0



Stationarity and Regularity



Santiago, 12 October 2011



11 / 22



Stationarity and Regularity of Finite Collections Extended Extremal Principle



Ωi , i ∈ I , are closed



Theorem ˆ θ[Ω](¯ x ) ≤ ηˆ[Ω](¯ x) ˆ If X is Asplund then θ[Ω](¯ x ) = ηˆ[Ω](¯ x)



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



12 / 22



Stationarity and Regularity of Finite Collections Extended Extremal Principle



Ωi , i ∈ I , are closed



Theorem ˆ θ[Ω](¯ x ) ≤ ηˆ[Ω](¯ x) ˆ If X is Asplund then θ[Ω](¯ x ) = ηˆ[Ω](¯ x)



Extended Extremal Principle Ω is approximately stationary at x¯ if and only if it is normally approximately stationary at x¯



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



12 / 22



Stationarity and Regularity of Finite Collections Extended Extremal Principle



Ωi , i ∈ I , are closed



Theorem ˆ θ[Ω](¯ x ) ≤ ηˆ[Ω](¯ x) ˆ If X is Asplund then θ[Ω](¯ x ) = ηˆ[Ω](¯ x)



Extended Extremal Principle Ω is approximately stationary at x¯ if and only if it is normally approximately stationary at x¯



Theorem Extremal Principle holds ⇔ Extended Extremal Principle holds ⇔ X is Asplund Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



12 / 22



Stationarity and Regularity of Infinite Collections Approximate Stationarity



X – Banach space, Ω := {Ωi }i∈I ⊂ X ,



Alexander Kruger (University of Ballarat)



|I | > 1,



x¯ ∈



T



i∈I



Stationarity and Regularity



Ωi



Santiago, 12 October 2011



13 / 22



Stationarity and Regularity of Infinite Collections Approximate Stationarity



X – Banach space, Ω := {Ωi }i∈I ⊂ X , |I | > 1, J := {J ⊂ I | 1 < |J| < ∞}



Alexander Kruger (University of Ballarat)



x¯ ∈



T



i∈I



Stationarity and Regularity



Ωi



Santiago, 12 October 2011



13 / 22



Stationarity and Regularity of Infinite Collections Approximate Stationarity



X – Banach space, Ω := {Ωi }i∈I ⊂ X , |I | > 1, J := {J ⊂ I | 1 < |J| < ∞} ˆ θ[Ω](¯ x ) := sup ε>0



Alexander Kruger (University of Ballarat)



x¯ ∈



T



i∈I



inf ρ∈(0,ε), J∈J ωi ∈Bε (¯ x )∩Ωi (i∈J)



Ωi



θρ [{Ωi − ωi }i∈J ](0) ρ



Stationarity and Regularity



Santiago, 12 October 2011



13 / 22



Stationarity and Regularity of Infinite Collections Approximate Stationarity



X – Banach space, Ω := {Ωi }i∈I ⊂ X , |I | > 1, J := {J ⊂ I | 1 < |J| < ∞} ˆ θ[Ω](¯ x ) := sup ε>0



x¯ ∈



T



i∈I



inf ρ∈(0,ε), J∈J ωi ∈Bε (¯ x )∩Ωi (i∈J)



Ωi



θρ [{Ωi − ωi }i∈J ](0) ρ



Definition ˆ Ω is approximately stationary at x¯ if θ[Ω](¯ x ) = 0, i.e., ∀ε > 0 ∃ρ ∈ (0, ε); J ∈ J ; ωi ∈ Ωi ∩ Bε (¯ x ), ai ∈ X (i ∈ J) \ \ max kai k < ερ and (Ωi − ωi − ai ) (ρB) = ∅ i∈J



Alexander Kruger (University of Ballarat)



i∈J Stationarity and Regularity



Santiago, 12 October 2011



13 / 22



Stationarity and Regularity of Infinite Collections Uniform Regularity



X – Banach space, Ω := {Ωi }i∈I ⊂ X , |I | > 1, J := {J ⊂ I | 1 < |J| < ∞}



x¯ ∈



T



i∈I



Ωi



Definition ˆ Ω is uniformly regular at x¯ if θ[Ω](¯ x ) > 0, i.e., ∃α > 0, ε > 0 \ \ (Ωi − ωi − ai ) (ρB) 6= ∅ i∈J



∀ρ ∈ (0, ε); J ∈ J ; ωi ∈ Ωi ∩ Bε (¯ x ), ai ∈ ερB (i ∈ J)



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



14 / 22



Stationarity and Regularity of Infinite Collections Normal Approximate Stationarity



X – Banach space, Ω := {Ωi }i∈I ⊂ X , |I | > 1, J := {J ⊂ I | 1 < |J| < ∞} ηˆ[Ω](¯ x ) := sup ε>0



x¯ ∈



T



i∈I



Ωi



inf



J∈J xi ∈Ωi ∩Bε (¯ x ), xi∗ ∈NΩi (xi )



Alexander Kruger (University of Ballarat)



(i∈J),



Stationarity and Regularity



P



i∈J



kxi∗ k=1 







X 



xi∗ 



i∈J



Santiago, 12 October 2011



15 / 22



Stationarity and Regularity of Infinite Collections Normal Approximate Stationarity



X – Banach space, Ω := {Ωi }i∈I ⊂ X , |I | > 1, J := {J ⊂ I | 1 < |J| < ∞} ηˆ[Ω](¯ x ) := sup ε>0



x¯ ∈



T



i∈I



Ωi



inf



J∈J xi ∈Ωi ∩Bε (¯ x ), xi∗ ∈NΩi (xi )



(i∈J),



P



i∈J



kxi∗ k=1 







X 



xi∗ 



i∈J



Definition Ω is normally approximately stationary at x¯ if ηˆ[Ω](¯ x ) = 0, i.e., ∗ ∀ε > 0 ∃J ∈ J ; xi ∈ Ωi ∩ Bε (¯ x ), xi ∈ NΩi (xi ) (i ∈ J) 



X X 



xi∗ < ε kxi∗ k 



i∈J



Alexander Kruger (University of Ballarat)



i∈J



Stationarity and Regularity



Santiago, 12 October 2011



15 / 22



Stationarity and Regularity of Infinite Collections Normal Uniform Regularity



X – Banach space, Ω := {Ωi }i∈I ⊂ X , |I | > 1, J := {J ⊂ I | 1 < |J| < ∞}



x¯ ∈



T



i∈I



Ωi



Definition Ω is normally uniformly regular at x¯ if ηˆ[Ω](¯ x ) > 0, i.e., ∃α > 0, ε>0 



X X 



xi∗ ≥ α kxi∗ k 



i∈J



i∈J



∀J ∈ J ; xi ∈ Ωi ∩ Bε (¯ x ), xi∗ ∈ NΩi (xi ) (i ∈ J)



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



16 / 22



Stationarity and Regularity of Infinite Collections Stationarity vs Regularity



X – Asplund space, Ωi , i ∈ I , – closed,



x¯ ∈



T



i∈I



Ωi



Theorem Ω is approximately stationary at x¯ if and only if it is normally approximately stationary at x¯



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



17 / 22



Stationarity and Regularity of Infinite Collections Stationarity vs Regularity



X – Asplund space, Ωi , i ∈ I , – closed,



x¯ ∈



T



i∈I



Ωi



Theorem Ω is approximately stationary at x¯ if and only if it is normally approximately stationary at x¯ Moreover, for any ε > 0, the corresponding properties are satisfied with the same set of indices J



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



17 / 22



Stationarity and Regularity of Infinite Collections Stationarity vs Regularity



X – Asplund space, Ωi , i ∈ I , – closed,



x¯ ∈



T



i∈I



Ωi



Theorem Ω is approximately stationary at x¯ if and only if it is normally approximately stationary at x¯ Moreover, for any ε > 0, the corresponding properties are satisfied with the same set of indices J Ω is uniformly regular at x¯ if and only if it is normally uniformly regular at x¯



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



17 / 22



Stationarity and Regularity of Infinite Collections Φ-stationarity vs Φ-regularity



X – Banach space, Ω := {Ωi }i∈I ⊂ X , |I | > 1, J := {J ⊂ I | 1 < |J| < ∞}



Alexander Kruger (University of Ballarat)



x¯ ∈



T



i∈I



Stationarity and Regularity



Ωi



Santiago, 12 October 2011



18 / 22



Stationarity and Regularity of Infinite Collections Φ-stationarity vs Φ-regularity



X – Banach space, Ω := {Ωi }i∈I ⊂ X , |I | > 1, J := {J ⊂ I | 1 < |J| < ∞}



x¯ ∈



T



i∈I



Ωi



Φ : R+ → R+ ∪ {+∞} Jα := {J ⊂ I | 1 < |J| < Φ(α)}



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



18 / 22



Stationarity and Regularity of Infinite Collections Φ-stationarity vs Φ-regularity



X – Banach space, Ω := {Ωi }i∈I ⊂ X , |I | > 1, J := {J ⊂ I | 1 < |J| < ∞}



x¯ ∈



T



i∈I



Ωi



Φ : R+ → R+ ∪ {+∞} Jα := {J ⊂ I | 1 < |J| < Φ(α)}



Definition Ω is approximately Φ-stationary at x¯ if ∀ε > 0 ∃ρ ∈ (0, ε); α ∈ (0, ε); J ∈ Jα ; ωi ∈ Ωi ∩ Bε (¯ x ), ai ∈ X (i ∈ J) \ \ max kai k < αρ and (Ωi − ωi − ai ) (ρB) = ∅ i∈J



Alexander Kruger (University of Ballarat)



i∈J



Stationarity and Regularity



Santiago, 12 October 2011



18 / 22



Intersection Rule Fr´echet Finite Normals



X – Asplund space, Ωi , i ∈ I , – closed,



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



x¯ ∈



T



i∈I



Ωi



Santiago, 12 October 2011



19 / 22



Intersection Rule Fr´echet Finite Normals



X – Asplund space, Ωi , i ∈ I , – closed,



x¯ ∈



T



i∈I



Ωi



Definition x ∗ ∈ X ∗ is Fr´echet finitely normal to and J ∈ J



T



hx ∗ , x − x¯i < εkx − x¯k ∀x ∈



i∈I



Ωi at x¯ if ∀ε > 0 ∃ρ > 0



\



Ωi



\



Bρ (¯ x ) \ {¯ x}



i∈J



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



19 / 22



Intersection Rule Intersection Rule



X – Asplund space, Ωi , i ∈ I , – closed,



x¯ ∈



T



i∈I



Ωi



Theorem T If x ∗ ∈ X ∗ is Fr´echet finitely normal to i∈I Ωi at x¯, then ∀ε > 0 ∃J ∈ J ; xi ∈ Ωi ∩ Bε (¯ x ), xi∗ ∈ NΩi (xi ) (i ∈ J); λ ≥ 0 







X X 



xi∗ < ε kxi∗ k + λ = 1 and λx ∗ − 



i∈J



i∈J



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



20 / 22



Intersection Rule Intersection Rule



X – Asplund space, Ωi , i ∈ I , – closed,



x¯ ∈



T



i∈I



Ωi



Corollary Suppose Ω is Fr´echet normally uniformly regular at x¯. If x ∗ ∈ X ∗ is T Fr´echet finitely normal to the intersection i∈I Ωi at x¯, then ∀ε > 0 ∃J ∈ J ; xi ∈ Ωi ∩ Bε (¯ x ), xi∗ ∈ NΩi (xi ) (i ∈ J) 







X



∗



xi∗ < ε



x − 



i∈J



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



21 / 22



References 1



2



3



4



5



6



7



A. Y. Kruger and B. S. Mordukhovich, Extremal points and the Euler equation in nonsmooth optimization, Dokl. Akad. Nauk BSSR 24:8 (1980), 684–687, in Russian. B. S. Mordukhovich and Y. Shao, Extremal characterizations of Asplund spaces, Proc. Amer. Math. Soc. 124 (1996), 197–205. A. Y. Kruger, Weak stationarity: eliminating the gap between necessary and sufficient conditions, Optimization 53 (2004), 147–164. A. Y. Kruger, Stationarity and regularity of set systems, Pacif. J. Optimiz. 1 (2005), 101–126. A. Y. Kruger, About regularity of collections of sets, Set-Valued Anal. 14 (2006), 187–206. A. Y. Kruger, About stationarity and regularity in variational analysis, Taiwanese J. Math. 13 (2009), 1737–1785. A. Y. Kruger and M. A. L´opez, Stationarity and regularity of infinite collections of sets, submitted.



Alexander Kruger (University of Ballarat)



Stationarity and Regularity



Santiago, 12 October 2011



22 / 22



























[image: Straightforwardness of Game Forms with Infinite Sets of ...]
Straightforwardness of Game Forms with Infinite Sets of ...












[image: DEFINING NON-EMPTY SMALL SETS FROM FAMILIES OF INFINITE ...]
DEFINING NON-EMPTY SMALL SETS FROM FAMILIES OF INFINITE ...












[image: Nonspecificity for infinite random sets of indexable type]
Nonspecificity for infinite random sets of indexable type












[image: infinite random sets and applications in uncertainty ...]
infinite random sets and applications in uncertainty ...












[image: Metric regularity of Newton's iteration]
Metric regularity of Newton's iteration












[image: Regularity, Interference, and Capacity of Large Ad Hoc Networks]
Regularity, Interference, and Capacity of Large Ad Hoc Networks












[image: Regularity, Interference, and Capacity of Large Ad Hoc Networks]
Regularity, Interference, and Capacity of Large Ad Hoc Networks












[image: The regularity of generalized solutions of Hamilton ...]
The regularity of generalized solutions of Hamilton ...












[image: The regularity of generalized solutions of Hamilton ...]
The regularity of generalized solutions of Hamilton ...












[image: Amplitude death: The emergence of stationarity in coupled nonlinear ...]
Amplitude death: The emergence of stationarity in coupled nonlinear ...












[image: Clustering and Recommending Collections of Code ...]
Clustering and Recommending Collections of Code ...












[image: Perturbations and Metric Regularity]
Perturbations and Metric Regularity












[image: Online Training Resources Data bases and collections of training ...]
Online Training Resources Data bases and collections of training ...












[image: Maximal regularity of evolution equations on discrete ...]
Maximal regularity of evolution equations on discrete ...












[image: Beliefs and Pareto Efficient Sets - Paris School of Economics]
Beliefs and Pareto Efficient Sets - Paris School of Economics












[image: Regularity of Hamilton-Jacobi equations when forward ...]
Regularity of Hamilton-Jacobi equations when forward ...












[image: Amplitude death: The emergence of stationarity in coupled nonlinear ...]
Amplitude death: The emergence of stationarity in coupled nonlinear ...












[image: Kernel-Based Visualization of Large Collections of ...]
Kernel-Based Visualization of Large Collections of ...












[image: Visualization of Large Collections of Medical Images ...]
Visualization of Large Collections of Medical Images ...












[image: Online Training Resources Data bases and collections of training ...]
Online Training Resources Data bases and collections of training ...












[image: Online Training Resources Data bases and collections of training ...]
Online Training Resources Data bases and collections of training ...















Stationarity and Regularity of Infinite Collections of Sets






Outline. 1. Finite Collections. Extremal Collection of Sets. Extremal Principle. Stationarity vs Regularity. 2. Infinite Collections. Stationarity vs Regularity. Intersection Rule. Alexander Kruger (University of Ballarat). Stationarity and Regularity. Santiago, 12 October 2011. 3 / 22 ... 






 Download PDF 



















 518KB Sizes
 1 Downloads
 186 Views








 Report























Recommend Documents







[image: alt]





Straightforwardness of Game Forms with Infinite Sets of ... 

Elements of X are called the outcomes. Let R be the set of complete and transitive binary relations on X. Ele- ments of R are called preference orderings. For each player i âˆˆ I, let Si be a nonempty set. Elements of Si are called strategies of play














[image: alt]





DEFINING NON-EMPTY SMALL SETS FROM FAMILIES OF INFINITE ... 

lin sets, which we establish using graph-theoretic arguments. We also prove an ... for non-empty families of non-empty sets that do not contain infinite pairwise ...














[image: alt]





Nonspecificity for infinite random sets of indexable type 

Aug 22, 2007 - In this document the Hartley-like-based measure of nonspecificity for finite random sets is extended to infinite random sets of indexable type. In the course of the paper, concepts defined in the realm of Dempster-Shafer evidence theor














[image: alt]





infinite random sets and applications in uncertainty ... 

Aug 27, 2008 - infinite random sets; Chapter 6 deals with dependence ...... rectangle; also, every focal element is represented by a cell within the grid. In.














[image: alt]





Metric regularity of Newton's iteration 

Under ample parameterization, metric regularity of the mapping associated with convergent Newton's ... programs â€œJosÃ© Castillejoâ€� and â€œJuan de la Cierva.â€�.














[image: alt]





Regularity, Interference, and Capacity of Large Ad Hoc Networks 

Moreover, even if the complete set of nodes constitutes a PPP, the subset of active nodes (e.g., transmitters in a given timeslot or sentries in a sensor network), ...














[image: alt]





Regularity, Interference, and Capacity of Large Ad Hoc Networks 

alytical tools from stochastic geometry are used, including the probability generating functional of Poisson cluster processes, the Palm characterization of Poisson cluster ..... Let Cl(Ïµ, T) and Cu(Ïµ, T) denote lower and upper bounds to the transm














[image: alt]





The regularity of generalized solutions of Hamilton ... 

A function u(t,x) in Lip([0,T) Ã— Rn) is called a Lipschitz solution of. Problem (1.1)â€“(1.2) if u(t,x) satisfies (1.1) almost everywhere in and u(0,x)= (x) for all x âˆˆ Rn . We give here a brief presentation of method of characteristics of the Cau














[image: alt]





The regularity of generalized solutions of Hamilton ... 

Department of Mathematics, College of Education, Hue University, 3 LeLoi, Hue, Vietnam. Received 29 .... the condition (I.1) we see that all hypotheses of Lemma 2.2 [8] hold for the function. (t,x,y) = âˆ’{ (y) + ..... is backward, Indiana Univ. Math














[image: alt]





Amplitude death: The emergence of stationarity in coupled nonlinear ... 

Sep 14, 2012 - These different requirements suggest that control strategies to either to achieve or to ... This system has one steady state, xâˆ— = A, yâˆ— = B/A which is ..... 8 is the largest two Lyapunov exponents for identical os- cillators as a 














[image: alt]





Clustering and Recommending Collections of Code ... 

Sep 28, 2011 - If a code element of a navigation sequence is highly relevant to a task, it is likely that the other code elements in the same navigation sequence are relevant to the same task. ICSM ERA 2011. 5. Task Relevance introduction. Proposed A














[image: alt]





Perturbations and Metric Regularity 

Dec 15, 2004 - SAAS. |y - Bx|| 1 + |B|x|| |x|-1 + |B| which is a contradiction, and the ...... Proof We apply Theorem 25 to the metric space U = L(X,Y) and the set.














[image: alt]





Online Training Resources Data bases and collections of training ... 

The Internet Resources Digest (previously â€“ Health Resources Digest) is distributed free of charge as a service of the American International Health ... credit is given to the AIHA as the source of the document. ... founding collaborators and funde














[image: alt]





Maximal regularity of evolution equations on discrete ... 

Jun 22, 2004 - using the key notion of R-boundedness and Fourier multipliers techniques. Let us recall that a set of bounded operators Î¨ âŠ‚ B(X) is called R- ...














[image: alt]





Beliefs and Pareto Efficient Sets - Paris School of Economics 

h's subjective probability of state s divided by that of state sâˆ’ in the second .... (ii) S (iii). Assume that P(p) 5 P(p) ] â€� and pick a feasible allocation x in P(p) 5 P(p).














[image: alt]





Regularity of Hamilton-Jacobi equations when forward ... 

Jul 2, 1998 - equation forward in time from some initial data and then back- ward in time ... data at T, results in the recovery of the initial data at time t = 0.














[image: alt]





Amplitude death: The emergence of stationarity in coupled nonlinear ... 

Sep 14, 2012 - system effectively becomes dissipative and the dynamics is attracted to the origin. Transient trajectories are shown in Fig. 10(b). The loss of energy has been ... (dashed-red line) of individual oscillators and their energy difference














[image: alt]





Kernel-Based Visualization of Large Collections of ... 

dress the problem of learning a matrix kernel for involving domain knowledge, they are not focused ..... proposed strategy is based on a supervised machine learning technique called ... Master's thesis, National University of Colombia, 2008. 2.














[image: alt]





Visualization of Large Collections of Medical Images ... 

Apr 19, 2009 - thanks to the development of Internet and to the easy of producing and publish- ing multimedia data. ... capacity for learning and identifying patterns, visualization is a good alterna- tive to deal with this kind of problems. However,














[image: alt]





Online Training Resources Data bases and collections of training ... 

The web-site provides Global Health Education Resources â€“ a wide variety of resources, developed by experts in global ... provides free access to the content of the School's most popular courses on the following topics: ..... URL: http://jama.ama-a














[image: alt]





Online Training Resources Data bases and collections of training ... 

1 or 2 a day) on a regular schedule via email, the Web or RSS. They can be .... URL: http://learning.bmj.com/learning/modules.html?action=listAllFreeModules. TEACH-VIP ... available that can add to the time needed to finish a lesson.


























×
Report Stationarity and Regularity of Infinite Collections of Sets





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















