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EM-learned Relational Clusters Clusters in syntactic context (plural nouns) Cluster i0 ‘money’ unk 0.431 cents 0.135 shares 0.084 yen 0.036 sales 0.025 points 0.023 marks 0.018 francs 0.018 tons 0.013 people 0.012



Cluster i1 ‘people’ officials 0.145 unk 0.141 years 0.132 shares 0.093 prices 0.061 people 0.050 stocks 0.032 sales 0.027 executives 0.024 analysts 0.018
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Cluster i2 ‘companies’ unk 0.248 markets 0.056 companies 0.036 issues 0.035 firms 0.033 banks 0.030 loans 0.025 investors 0.024 contracts 0.022 stocks 0.021



Cluster i5 ‘time’ years 0.25 months 0.19 unk 0.18 days 0.12 weeks 0.06 points 0.03 companies 0.02 hours 0.02 people 0.01 units 0.01
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EM-learned Relational Clusters Clusters in syntactic context (past-tense verbs) Cluster i1 ‘announcement’ unk 0.362 was 0.173 reported 0.097 posted 0.036 earned 0.029 filed 0.024 were 0.022 had 0.020 told 0.013 approved 0.013



Cluster i5 ‘change in value’ rose 0.137 fell 0.124 unk 0.116 gained 0.063 dropped 0.051 attributed 0.051 jumped 0.046 added 0.041 lost 0.039 advanced 0.022
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Cluster i7 ‘change possession’ unk 0.381 had 0.065 was 0.062 took 0.036 bought 0.027 completed 0.025 received 0.024 were 0.023 got 0.018 made 0.018 acquired 0.016
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LR 83.32 83.10 83.09 83.67



LP 83.83 83.61 83.40 84.13



F 83.57 83.35 83.24 83.90



Are more clusters better? Sec. 23, length < 40 wds baseline1 clust 1000 hw5 clust, avg 1000 hw10 clust, avg 1000 hw15 clust, avg 1000 hw20 clust, avg Stephen Wu



LR 83.34 83.85 84.04 84.15 84.21
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