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Abstract: Mechanical systems under vibration excitation are prime candidate for being modeled by linear time invariant systems. Damage detection in such systems relates to the monitoring of the changes in the eigenstructure of the corresponding linear system, and thus reflects changes in modal parameters (frequencies, damping, mode shapes) and finally in the finite element model of the structure. Damage localization using both finite element information and modal parameters estimated from ambient vibration data collected from sensors is possible by the Stochastic Dynamic Damage Location Vector (SDDLV) approach. Damage is related to some residual derived from the kernel of the difference between transfer matrices in both reference and damage states and a model of the reference state. Deciding that this residual is zero is up to now done using some empirically defined threshold. In this paper, we show how the derivation of the uncertainty of the state space system can be used to derive uncertainty on the damage localization residuals and help to decide about the damage location. Keywords: Fault location; Damage; Mechanical Systems; Statistical analysis; Uncertainty; Vibration. 1. INTRODUCTION Vibration-based monitoring techniques turned out to be useful alternatives to visual inspections of structures, such as bridges and buildings. Sensors installed in the structures collect data and the state space descriptions of these linear time invariant systems can be obtained from stochastic system realization theory. The eigenstructure of such a system relates directly to some parameterization of interest for the monitoring of structures, usually the modal parameters (natural frequencies, damping ratios and mode shapes), and subsequently to the finite element model (FEM) of the structure. Fault detection (damage detection for mechanical structures) and fault isolation (damage localization) can be inferred from changes in these parameters. Localizing damage without a detailed model has traditionally been based on changes in mode shapes, mode shape derivatives or flexibility matrices (Carden and Fanning (2004)). Output-only detection and localization methods based on the null space of the subspace-based data matrices have been investigated in (Basseville et al., 2004; Balm`es et al., 2008). Assuming that damage occurs, Bernal (2010) presents alternate damage localization techniques using both FEM information and modal parameters, namely the Stochastic Dynamic Damage Location Vector (SDDLV) approach. This approach has evolved over the years from ? This work was partially supported by the projects FP7-PEOPLE2009-IAPP 251515 ISMS and FP7-NMP CP-IP 213968-2 IRIS.



being restricted to input/output deterministic systems to handle output-only stochastic systems (Bernal, 2002, 2006, 2010). From estimates of the system matrices in both reference and damaged states, the null space of the difference between the respective transfer matrices is obtained. Then, damage is related to some residual derived from this null space and located with the SDDLV approach. On one hand, these methods do not take into account the intrinsic uncertainty of the problem due to the unknown noise exciting the system. The lack of uncertainty consideration is critical considering no information is available on the choice of threshold for deciding whether the lowest residual is zero or not in practical situations. Empirical thresholds are currently used for decision. On the other hand, the identification of system matrices is afflicted by uncertainty, due to noise and limited data length. Sensitivity based methods as in (Pintelon et al., 2007; Reynders et al., 2008) provide some guidelines to derive uncertainty estimates for modal parameters. An efficient sensitivity computation of these quantities has been derived in (D¨ohler and Mevel, 2011; D¨ohler et al., 2011). The current paper aims to replace empirical rules by sensitivity-based rules for applying some damage localization criterion, and is organized as follows. In Section 2 the Stochastic Dynamic Damage Localization Vector is introduced as a method for stochastic damage localization of mechanical structures from output-only signals. In



Section 3, the derivation of the uncertainty of the system matrices is related to the uncertainty on the damage localization residuals. Section 4 provides a numerical example. Finally, Section 5 presents some conclusions of this work. 2. THE SDDLV APPROACH The considered damage localization strategy derived in Bernal (2006, 2010) is based on interrogating changes in the transfer matrix G of a system. These changes ∆G are linked to physical properties of the structure. A structural failure is indicated by losses of stiffness (resistance of deformation of an elastic body to an applied force) and the consequent damage in some part (specific element or region) of the structure, affecting the flexibility of the system, which is linked to ∆G. The change ∆G in the transfer matrix cannot be obtained experimentally using ambient vibration data recorded at the monitored structure. However, the null space of ∆G can be computed. Load vectors in this null space are then used for the computation of a stress field over the structure in order to indicate the damage location: Stresses are measures of internal reactions to external forces applied on a deformable body, where (in the method to be described) zero stress over elements of a structure indicates changes in the flexibility and consequently damage. The resulting damage localization method is the SDDLV method (Bernal (2010)). In this section, the underlying models and the basic principles of the SDDLV are introduced. 2.1 Modeling Mechanical Structures The behavior of a mechanical structure is assumed to be described by a linear time-invariant (LTI) dynamical system M X¨ (t) + C X˙ (t) + KX (t) = υ(t) (1) d×d where t denotes continuous time, M, C, K ∈ R are the mass, damping and stiffness matrices respectively and X ∈ Rd collects the displacements of the d degrees of freedom (DOF) of the structure. The external and non-measured force υ(t) is modeled as white noise. Let the system (1) be observed at r coordinates. As υ(t) is unmeasured, it can be replaced with a fictive force e(t) acting only in the measured coordinates and that re-produce the measured output. With the substitution x = [X T X˙ T ]T this leads to the corresponding continuous-time state-space model  x˙ = Ac x + Bc e , (2) η = Cc x + Dc e with the state x ∈ Rn , the output η ∈ Rr , the state transition matrix Ac ∈ Rn×n and the output mapping matrix Cc ∈ Rr×n , where n is the system order and r is the number of outputs. The input influence matrix and direct transmission matrix are Bc and Dc , respectively, whose dimensions are Bc ∈ Rn×r and Dc ∈ Rr×r , as the input of the system is replaced by the fictive collocated input noise e ∈ Rr . If all the modes of the system (1) were identified then n = 2d, but in practice this is seldom the case, so what one gets from identification is a reduced model order n  2d. Only the system matrices Ac and Cc are relevant for system identification in this paper, while a relationship



resulting from the (non-identified) matrices Bc and Dc will be needed to obtain properties of the transfer matrix in the following sections. From the output measurements, bc and C bc of the system matrices Ac and Cc estimates A of the reduced model order can be obtained e.g. from Stochastic Subspace Identification methods (Van Overschee and De Moor, 1996; Peeters and De Roeck, 1999). 2.2 Influence Matrix Derivation Matrices Ac and Cc can be obtained from output measurements, as outlined in the previous section. However, input influence matrix Bc is related to noise inputs e, and is consequently unknown. The expression Bc is derived in the following lines as a product of matrices that are known in the output-only identification. Consider the output equation of model (2), where η is the output. Depending on the used sensors, η can be measured displacements y, velocities y˙ or accelerations y¨, which makes a difference for the following derivations. Then, the output equations for displacement (dis), velocity (vel) or acceleration (acc) measurements are y = Ccdis x,



(3)



y˙ = Ccvel x, y¨ = Ccacc x + Dc e, and Ccacc ∈ Rr×n



(4) (5) where Ccdis , Ccvel , are the respective output mapping matrices. Differentiating (3) and (4) and combining the result with x˙ from (2) leads to Cc A−b c Bc = 0,



(6)



Cc A1−b Bc c



= Dc , (7) where Cc is the output mapping matrix for either displacement, velocity, or acceleration and b = 0, 1 or 2 depending on whether the measured output is displacement, velocity, or acceleration (Bernal, 2010). Equations (6) and (7) can be combined as HBc = LDc , where H ∈ R2r×n and L ∈ R2r×r are given by     Cc A1−b I def def c H = , L = . 0 Cc A−b c Then, it follows Bc = H † LDc , (8) † where denotes the Moore-Penrose pseudoinverse, assuming 2r ≥ n. Note that this condition may imply some model reduction between models (1) and (2), which is reasonable as in practice only a few modes n ˜ are identified compared to the number of degrees of freedom of a finite element model (˜ n  n = 2d). 2.3 Damage Localization Strategy With the derivations in the previous section, the null space vectors for the SDDLV technique can be determined in order to localize damage in mechanical structures with output-only data. Like this, damage localization information from structural changes (stress over elements) is extracted with the underlying idea of detecting changes in the flexibility. Note that while the transfer matrix is defined at the coordinates defined by the sensors, damage can be localized at any point of the structure because the stress field generated from the sensor coordinate loads covers the full domain.



Consider now the transfer matrix of model (2), given by def



G(s) = Z(s)Bc , def



Cc Ac−b [sI



−1



(9) r×m



where Z(s) = − Ac ] , with G(s) ∈ C ,b= 0, 1, 2, depending on whether the output measurements are displacements, velocities, or accelerations, I is the identity matrix and the Laplace variable s is chosen near a pole of Ac . Using (9) for the damaged (variables with tilde) and reference states, respectively, gives the difference in the transfer matrices ˜c − ZBc , ∆G = Z˜ B where the explicit reference to the Laplace variables s has been dropped for simplicity. Consider that ∆G is symmetric, then ˜cT Z˜ T − BcT Z T . ∆G = B (10) Taking the transpose of (8) and replacing in (10) yields ˜ cT R ˜ T − DcT RT , R def ∆G = D = ZH † L. (11) Let the difference between the direct transmission terms ˜ c and Dc (see Bernal (2010) for more details) be given D ˜ c − Dc , and substitute it in (11), then as ∆Dc = D     ∆RT ˜ ∆G = Dc ∆Dc , (12) RT ˜ − R. In order to obtain the desired load where ∆R = R vectors in the null space of ∆G, it was shown in Bernal (2010) that it is sufficient to consider the null space of ∆RT in the product (12). The desired null space of ∆G is finally obtained from the SVD ∆RT = U Σ V H , (13) r×r where U, Σ, V ∈ C , with the right singular vectors V = (v1 , . . . , vr ) = [V(1) V(2) ], where V(1) contains the right singular vectors (v1 , v2 , ..., vt ) corresponding to the nonzero singular values and V(2) contains the right singular vector (vt+1 , vt+2 , ..., vr ) corresponding to the ideally zero singular values (in practice small), and t = rank(∆RT ). In the following, let v ∈ V(2) be a singular vector in the null space, e.g. v = vr . For any chosen value s, the load vector v = v(s) in the null space of ∆G(s) can be computed as described above, where only model (2) has been used without using information about the geometry of the structure. To compute the stress def field, the transfer matrix Gmodel (s) = (M s2 + Cs + K)−1 of model (1) in the reference state needs to be known, implying the knowledge e.g. of a FEM. Then, expand v ∈ Cr to the load f (s) ∈ Cd , whose entries corresponding to the sensor positions are those of v and zeros elsewhere. Then, displacements are obtained (Bernal (2010)) from yˆ(s) = Gmodel (s)f (s), (14) from where the stress field over the elements is computed. The computation of the stress implies knowledge of the geometry of the structure, coming e.g. from a FEM, and is a linear function of the displacements (14) and thus of the load vector v(s). Let this function be given by Lmodel (s), such that the stress S(s) ∈ Cd for a chosen value s writes S(s) = Lmodel (s)v(s). (15) If an element at some degree of freedom j is damaged, the resulting stress Sj (s) at coordinate j from the load v(s) is zero (Bernal (2010)). Thus, the stresses in S(s) are considered as damage localization residuals.



3. UNCERTAINTIES ON DAMAGE LOCALIZATION RESIDUALS The system matrices Ac and Cc are needed for the damage localization both in the reference and damaged state of the system as explained in the previous section. When estimated from a finite number of data samples e.g. using Stochastic Subspace Identification (SSI) methods (Van Overschee and De Moor (1996); Peeters and De Roeck (1999)), not the “true” system matrices Ac and bc and C bc . As the Cc are obtained, but their estimates A bc and C bc are input of system (2) is unmeasured noise, A naturally subject to variance errors depending on the data and the estimation method. A variance analysis of the system matrices obtained from SSI is made e.g. in Chiuso and Picci (2004) and expressions for their computation in the context of structural vibration analysis are given in Reynders et al. (2008); D¨ohler et al. (2011). There are a number of further reasons why system identification algorithms do not yield the exact system matrices Ac and Cc due to modeling errors, e.g. input and output measurement noises may not be white noise vectors; behavior of the structure may be nonlinear and nonstationary; and system order n may not be well chosen. Not to mention that the order may in fact be infinite thus making the identified results a reduced order model by necessity. When estimating the load vectors in the null space of ∆G and the related stress field, the uncertainty of the system matrices is propagated to the uncertainty in the damage localization results. In this section, the variances of damage localization results are evaluated in order to support the decision between undamaged and damaged elements: In theory, the stress over a damaged element is zero, but it will be non-zero when computed on noisy data and an empirical threshold needs to be set. Then, the decision if the stress Sj (s) at element j is zero or not – and thus if the corresponding element j is damaged or not – is facilitated when knowing the variance of the estimate. In the following, the uncertainty propagation to the damage localization results is done by a sensitivity analysis, starting from the covariances of the system matrices. The latter depend on the used system identification method and are assumed to be provided for the system matrices Ac and Cc of the continuous-time system (2). 3.1 Definitions First, the notation of perturbations is defined. Let θˆN be a parameter vector estimated on N data samples whose expected value θ¯N = EθˆN tends to θ∗ as N goes to infinity, and define the estimated covariance cov(θˆN ) = E((θˆN − θ¯N )(θˆN − θ¯N )T ). Then, θˆN fulfills the Central Limit √ d Theorem N (θˆN − θ∗ ) −→ N (0, Σ) for N → ∞, where Σ is the asymptotic variance. As the number of data samples N is usually large, the distribution of θˆN is approximated to be Gaussian with cov(θˆN ) ≈ N1 Σ. Now, let f (θN ) be a vector-valued function of the estimated parameter. def Suppose that its first derivative Jf = Jf (θ∗ ) 6= 0 exists. Using the Taylor approximation f (θˆN ) = f (θ∗ ) + Jf (θˆN − θ∗ ) + O(||θˆN − θ∗ ||2 ),



it follows √



where M = (sI − Ac )−1 H † L and



Note that Jf = Jf (θ∗ ) in the derivation above. A consistent estimate of the sensitivity is obtained from Jf (θˆN ).



  def T −1 T −2 − (A−1 JAc = − (A−2 c M ) ⊗ C c Ac c M ) ⊗ Cc Ac   + M T ⊗ Z − (LT ⊗ Z) JH † ,1 (A−T ⊗ Cc A−1 c c )  −2 T −1 −T −2 +JH † ,2 ((Ac ) ⊗ Cc Ac ) + (Ac ⊗ Cc Ac ) ,   def T T −T JCc = (A−2 ⊗ Ir ) c M ) ⊗ Ir + (L ⊗ Z) JH † ,1 (Ac  −2 T +JH † ,2 ((Ac ) ⊗ Ir ) ,



def



d N (f (θˆN ) − f (θ∗ )) −→ N (0, Jf Σ JfT ), (16) and the covariance of f (θˆN ) can be approximated by cov(f (θˆN )) ≈ Jf cov(θˆN ) J T . (17) f



We assume the covariances of the system matrices to be known from the used system identification procedure, and     bc ) vec(A vec(Ac ) θˆN = , θ = , ∗ bc ) vec(Cc ) vec(C where vec is the vectorization operator stacking the columns of a matrix into a vector. Then it is the objective to compute the sensitivities of the stress vector S(s) with ˆ respect c ) to obtain cov(S(s)) from  to vec(Ac ) and vec(C T  T T b b cov vec(Ac ) vec(Cc ) as in (17). A first-order perturbation δf of the function f (at the true parameter θ∗ ) is defined from the Taylor approximation def



and JH † ,1 , JH † ,2 are defined in (B.5). Proof. See Appendix B. Corollary 3. With the notations of the previous lemma and of (18), the covariance of R writes   vec Ac cov((vec RT )re ) = JR cov JRT , vec Cc where JR is defined as    Re(JAc ) Re(JCc ) Pr,r 0r2 ,r2 . JR = Im(JAc ) Im(JCc ) 0r2 ,r2 Pr,r



for some θ close to θ∗ as δf = Jf δθ, where δθ = θ − θ∗ . The following definitions are needed for the derivation of the sensitivities. First, properties of the vectorization operator are stated. Definition 1. For a, b ∈ N define the permutation a X b X a,b b,a Pa,b = Ek,l ⊗ El,k , k=1 l=1 a,b where Ek,l is a matrix of size a × b that is equal to 1 at position (k, l) and zero elsewhere, and ⊗ denotes the Kronecker product. Then, for any matrix X ∈ Ra,b it holds (Pintelon et al. (2007)) vec(X T ) = Pa,b vec(X).



Notice that ∆RT ∈ Cr×r in (13) is a complex-valued variable. In order to use uncertainty derivations for real matrices, we introduce the notation (Pintelon et al., 2007)     Re(M ) −Im(M ) Re(M ) def def MRe = , Mre = (18) Im(M ) Re(M ) Im(M ) for any matrix M . Then, for example, the relation ∆RT v = 0 is equivalent to (∆RT )Re vre = 0, and the uncertainties for the real-valued matrices will be derived. 3.2 Covariance of R In this section, the sensitivity of the matrix R in (11) with respect to the system matrices Ac and Cc is derived, which is needed for the damage localization in Section 2.3. For simplicity, assume that the data is given by acceleration sensors (b = 2). Derivations for displacement and velocity data (b = 0, 1) follow analogously. Then, R is defined in (11) as R = ZH † L with   Cc A−1 −1 c Z = Cc A−2 (sI − A ) , H = . (19) c c Cc A−2 c Lemma 2. The uncertainty of R is linked to the uncertainties of Ac and Cc by the relation   vec(δAc ) vec(δR) = [JAc JCc ] , vec(δCc )



3.3 Covariance of Damage Localization Residuals In order to compute the covariance of the damage localization residual – the stresses S(s) from (15) for a chosen value s –, the covariance of the load vector v is needed, ˜ T − RT in (13). which is a singular vector of ∆RT = R In the following proposition the first-order perturbation of right singular vectors v is provided in order to obtain the covariance of the stresses S(s)re in Theorem 5. Proposition 4. Let v be the i-th singular vector of ∆RT in the null space (i > t). The sensitivity Jv of v, such that δvre = Jv (δ(∆RT ))re , yields  †  B1 C1 def  ..  T I Jv = −((vre ) ⊗V(1)Re )P1 (It ⊗ [02r,2r 2r ]) . , (20) Bt† Ct



where for j = 1, . . . , t " def



Bj =



# I2r − σ1j (∆RT )Re , I2r − σ1j (∆RT )TRe



  1 (vjT ⊗ Ir )Re − (uj )re ((v j ⊗ uj )T )re Cj = , σj [(uTj ⊗ Ir )Re − (vj )re ((uj ⊗ vj )T )re ]P2 and     I2rt   Pr,r 0r2 ,r2 def def 0r,r − Ir , P2 = P1 = P2r,2t  . 0r2 ,r2 −Pr,r It ⊗ Ir 0r,r def



Proof. See Appendix C. ˜ T )re ) from Theorem 5. Let cov((vec RT )re ) and cov((vec R the reference and damaged state be given in Corollary 3 and Jv in Proposition 4. Then, ˜ T )re ) cov(S(s)re ) = JS(s) (cov((vec R T + cov((vec RT )re )) JS(s) , def



where JS(s) = Lmodel (s)Re Jv and Lmodel (s) defined in Section 2.3.



4. NUMERICAL APPLICATION A numerical application using a simulated structure was developed to validate the damage localization algorithm with the covariances of the damage localization residuals. Recall that the residual (the stress) is close to zero for damaged elements. The considered structure is a 5 DOFs spring-mass chain (Figure 1). Damage was simulated by a 10% stiffness decrease in spring 2. The (discrete) output data was generated as acceleration data (b = 2) with 5% added output noise using Gaussian white noise excitation. Sensors were positioned at the DOFs.



Fig. 1. Spring-mass system with 5 DOF. bd From the output-only data, first the system matrices A b and Cd at order n = 10 and their covariances were estimated of the discrete-time state-space system corresponding to (2), using SSI and the uncertainty quantification in Reynders et al. (2008). These variables were converted to bc and C bc of the continuous-time system (2), the matrices A and their covariance using (17). The Laplace variable s was empirically chosen near a pole bc to compute the stress S(s) ˆ of A in (15). The covariance of ˆ S(s) was computed from Theorem 5 and the subsequent standard deviations are the square roots of the diagonal ˆ elements of cov(S(s)). In Figure 2, the real parts of the stress of each of the five springs is presented with the computed standard deviations (±σ). The stress value closest to zero is obtained at spring 2, correctly localizing the damage. However, the stress value is not exactly 0, but the covariance estimation provides further information as 0 is indeed in the confidence interval. 5. CONCLUSION In this paper, deciding whether a damage localization residual is zero or not, is no more based on empirical thresholds, but on uncertainty bounds. Moreover such a statistical threshold is now defined for each element that is tested for damage separately, unlike in Bernal (2010). Thus, the intrinsic uncertainty from the data is propagated properly for each evaluated element in the damage localization residual S. The uncertainty computation was successfully performed in a numerical application. Further work includes the validation on a large-scale example under realistic noisy conditions.
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˜ are computed on two different data Proof. As R and R sets from the reference and damaged states, they are statistically independent and it follows  ˜ T )re ) + cov((vec RT )re ). cov (vec ∆RT )re = cov((vec R (21) From Propositon 4 follows  cov(vre ) = Jv cov (vec ∆RT )re JvT , (22) and from (15) follows cov(S(s)re ) = Lmodel (s)Re cov(vre ) (Lmodel (s)Re )T . (23) Plugging (21) and (22) in (23) leads to the assertion.
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Van Overschee, P. and De Moor, B. (1996). Subspace identification for linear systems: theory, implementation, applications. Kluwer Academic. Appendix A. UNCERTAINTIES ON SVD In this section, results from Pintelon et al. (2007) are presented on the uncertainty propagation to singular values and vectors, before deriving the uncertainties for the pseudoinverse. Lemma 6. (Pintelon et al. (2007)). Let σi , ui and vi be the ith singular value, left and right singular vector of some matrix X ∈ Ra,b and δX a small perturbation on X. Then,   δui T δσi = (vi ⊗ ui ) vec(δX), = Bi† Ci vec(δX), δvi where     σi Ia −X viT ⊗ (Ia − ui uTi ) def def Bi = , C = , i −X T σi Ib (uTi ⊗ (Ib − vi viT ))Pa,b In is the identity of size n × n and Pa,b is defined in Def. 1. Note that an alternative computation for the sensitivities of the singular values and vectors from (D¨ ohler and Mevel, 2011) can be used for a more efficient implementation. In the following lemma, the sensitivities of the pseudoinverse computation are derived. Lemma 7. Let X ∈ Ra,b , c = rank(X) and δX a small perturbation on X. Let the SVD X = U ΣV T be given with U = [u1 . . . uc ] , V = [v1 . . . vc ] , Σ = diag{σ1 , . . . , σc }, where Σ is invertible. Then, vec(δX † ) = JX † vec(δX), (A.1) where JX † = −B + (U Σ−1 ⊗ [0b,a Ib ])C



Pa,c



+ (Ia ⊗ V Σ−1 )Pa,c (Ic ⊗ [Ia 0a,b ])C,  †  B1 C1 c X def  def  −2 T T B = σi (ui vi ⊗ vi ui ), C =  ...  , i=1 Bc† Cc as in Definition 1 and Bi , Ci as in Lemma 6.



Proof. The pseudoinverse of X is given by X † = V Σ−1 U T and thus δ(X † ) = δ(V )Σ−1 U T − V Σ−1 δ(Σ)Σ−1 U T + V Σ−1 δ(U T ). The assertion follows from vectorizing this equation, using Definition 1, Lemma 6 and Kronecker algebra. Appendix B. PROOF OF LEMMA 2 Developing the first-order perturbation δR using the product rule yields δR = δ(Z)H † L + Zδ(H † )L, (B.1) with Z and H in (19) for b = 2. Now, δ(Z) and δ(H † ) are developed in dependence of δ(Ac ) and δ(Cc ). Using the relation δ(X −1 ) = −X −1 δ(X)X −1 for an arbitrary invertible matrix X, we derive −1 −1 −1 δ(Cc A−1 (B.2) c ) = δ(Cc )Ac − Cc Ac δ(Ac )Ac ,



and −2 −1 −2 δ(Cc A−2 c ) = δ(Cc )Ac − Cc Ac δ(Ac )Ac −1 − Cc A−2 c δ(Ac )Ac . (B.3) Then, the uncertainty δ(Z) is obtained as −1 δ(Z) = δ(Cc A−2 c )(sI − Ac ) −1 + (Cc A−2 δ(Ac )(sI − Ac )−1 c )(sI − Ac ) −1 = δ(Cc A−2 + Zδ(Ac )(sI − Ac )−1 (B.4) c )(sI − Ac ) For the uncertainty of the pseudoinverse follows vec(δH † ) = JH † vec(δH), where the sensitivity JH † is derived in Lemma 7 in Appendix A. Define the selection matrices def



def



S1 = In ⊗ [Ir 0r,r ], S2 = In ⊗ [0r,r Ir ], where In is the identity matrix of size n and 0r,r is the zero matrix of size r × r. Then,     S1 vec(δ(Cc A−1 )) c vec(δH) = S2 vec(δ(Cc A−2 c )) and define def def JH † ,1 = JH † S1T , JH † ,2 = JH † S2T , (B.5) such that −2 vec(δH † ) = JH † ,1 vec(δ(Cc A−1 c )) + JH † ,2 vec(δ(Cc Ac )), (B.6) −2 where δ(Cc A−1 c ) and δ(Cc Ac ) are given in (B.2)–(B.3). In order to obtain a relation for vec(δR), (B.1) is vectorized and Equations (B.2)–(B.6) are plugged in. Hereby, Kronecker algebra is used (Brewer (1978)), particularly the relation vec(ABC) = (C T ⊗ A)vec B for compatible matrices A, B and C. Collecting the terms for δAc and δCc then leads to vec(δR) = JAc vec(δAc ) + JCc vec(δCc ) and thus to the assertion, with JAc and JCc as defined in Lemma 2. Appendix C. PROOF OF PROPOSITION 4 Consider first rank(∆RT ) = t = r − 1, thus with exactly one singular vector v in the null space and V = [V(1) v]. Perturbations on the singular vectors in V(1) are obtained from the complex-valued version of Lemma 6 from (Pintelon et al., 2007) as  †  B1 C1   vec(δ(V(1) )re ) = (It ⊗ [02r,2r I2r ])  ...  vec(δ(∆RT ))re Bt† Ct



(C.1) using the notation of Proposition 4. Perturbations on the H equations V(1) v = 0 and v H v = 1 yield  H  H  V(1) δV(1) v δv + = 0, 0 vH H and it follows δv = −V(1) δV(1) v and thus H δvre = −V(1)Re δ(V(1) )Re vre H = −((vre )T ⊗ V(1)Re )vec(δ(V(1) )Re ). H Then, the relation vec(δ(V(1) )Re ) = P1 vec(δ(V(1) )re ) can be easily verified and the assertion follows from (C.1). The case t < r − 1 is proved similarly.
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finite element model of the structure. Damage localization using both finite element information and modal parameters estimated from ambient vibration data collected from sensors is possible by the Stochastic Dynamic Damage Location Vector (SDDLV) approach. Damage is related to some residual derived from the kernel ... 
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