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Abstract. Cyanobacteria are photosynthetic organisms that are credited with both the creation and replenishment of the oxygen-rich atmosphere, and are also responsible for more than half of the primary production on earth. Despite their crucial evolutionary and environmental roles, the study of these organisms has lagged behind other model organisms. This paper presents preliminary results on our ongoing research to unravel the biological interactions occurring within cyanobacteria. We develop an analysis framework that leverages recently developed bioinformatics and machine learning tools, such as genome-wide sequence matching based annotation, gene ontology analysis, cluster analysis and dynamic Bayesian network. Together, these tools allow us to overcome the lack of knowledge of less well-studied organisms, and reveal interesting relationships among their biological processes. Experiments on the Cyanothece bacterium demonstrate the practicability and usefulness of our approach. Keywords: cyanobacteria, Cyanothece, dynamic Bayesian network, clustering, gene ontology, gene regulatory network
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Introduction



Cyanobacteria are the only prokaryotes that are capable of photosynthesis, and are credited with transforming the anaerobic atmosphere to the oxygen-rich atmosphere. They are also responsible for more than half of the total primary production on earth and found the base of the ocean food web. In recent years, cyanobacteria have received increasing interest, due to their efficiency in carbon sequestration and potential for biofuel production. Although their mechanism of photosynthesis is similar to that of higher plants, cyanobacteria are much more efficient as solar energy converters and CO2 absorbers, essentially due to their simple cellular structure. It is estimated that cyanobacteria are capable of producing 30 times the amount oil per unit area of land, compared to terrestrial



oilseed crops such as corn or palm [14]. These organisms therefore may hold the key to solve two of the most fundamental problems of our time, namely climate change and the dwindling fossil fuel reserves. Despite their evolutionary and environmental importance, the study of cyanobacteria using modern high throughput tools and computational techniques has somewhat lagged behind other model organisms, such as yeast or E. coli [18]. This is reflected partly by the fact that none of the cyanobacteria has an official, effective gene annotation in the Gene Ontology Consortium repository as of May 2011 [20]. Nearly half of Synechocystis sp. PCC 6803’s genes, the best studied cyanobacterium, remain unannotated. Of the annotated genes, the lack of an official, systematic annotating mechanism, such as that currently practiced by the Gene Ontology Consortium, make it hard to verify the credibility of the annotation as well as to perform certain type of analysis, e.g., excluding a certain annotation evidence code. In this paper, to alleviate the difficulties faced when studying novel, less wellstudied organisms such as cyanobacteria, we develop an analysis framework for building network of biological processes from gene expression data, that leverages several recently developed bioinformatics and machine learning tools. The approach is divided into three stages: – Filtering and clustering of genes into clusters which have coherent expression pattern profiles. For this, we propose using an automated scheme for determining a suitable number of clusters for the next stages of analysis. – Assessment of clustering results using functional enrichment analysis based on gene ontology. Herein, we propose using annotation data obtained from two different sources: one from the Cyanobase cyanobacteria database [11], and another obtained by means of computational analysis, specifically by amino sequence matching, as provided by the Blast2GO software suite [5]. – Building a network of interacting clusters. This is done using the recently developed formalism of dynamic Bayesian network (DBN). We apply our recently proposed GlobalMIT algorithm for learning the globally optimal DBN structure from time series microarray data, using an information theoretic based scoring metric. It is expected that the network of interacting clusters will reveal the interactions between biological processes represented by these clusters. However, when doing analysis on the cluster (or biological process) level, we lose information on individual genes. Obtaining such information is possible if we apply network reverse engineering algorithms directly to the original set of genes without clustering, resulting in the underlying gene regulatory network (GRN). Nevertheless, with a large number of genes and a limited number of experiments as often seen in microarray data, GRN-learning algorithms face severe difficulties in correctly recovering the underlying network. Also, a large number of genes (including lots of unannotated genes) makes the interpretation of the results a difficult task. Analysis at the cluster level serves two purposes: (i) to reduce the number of variables, thus making the network learning task more accurate, (ii) to facili-



tate interpretation. Similar strategies to this approach have also been employed in [7, 16, 18]. In the rest of this paper, we present our detailed approach for filtering and clustering of genes, assessing clustering results, and finally building network of interacting clusters. For an experimental cyanobacterial organism, we chose the diazotrophic unicellular Cyanothece sp. strain ATCC 51142, hereafter Cyanothece. This cyanobacterium represents a relatively less well-studied organism, but with a very interesting capability of performing both nitrogen fixation and photosynthesis within a single cell, the two processes that are at odds with each other [19].
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Filtering and clustering of genes



Cyanobacteria microarray data often contain measurements for 3000 to 6000 genes. Many of these genes, such as house keeping genes, are not expressed, or expressed at a constant level throughout the experiments. For analysis, it is desirable to filter out these genes, and retain only genes which are differentially expressed. There are various methods for filtering genes such as the threshold filter, Student’s t-test or analysis of variance (ANOVA) [4]. In this work, we implement a simple but widely employed threshold filter to remove genes that are not differentially expressed above a certain threshold throughout the experimental process, e.g., 1.5-fold or 2-fold change. Next, we cluster the selected genes into groups of similar pattern profiles. In the recent years, there has been dozens of clustering algorithms specifically developed for the purpose of clustering microarray data. Some of the most popular methods include K-means, hierarchical clustering, self organizing map, graph theoretic based approaches (spectral clustering, CLICK, CAST), model based clustering (mixture models), density based approaches (DENCLUE) and affinity propagation based approaches [9]. In this work, we implement the widely used K-means with log-transformed microarray data. A crucial parameter for K-means type algorithms is the number of clusters K. For our purpose in this paper, K will control the level of granularity of the next stages of analysis. We use our recently developed Consensus Index for automatically determining the relevant number of clusters from the data [24]. The Consensus Index (CI) is a realization of a class of methods for model selection by stability assessment [17], whose main idea can be summarized as follows: for each value of K, we generate a set of clustering solutions, either by using different initial starting points for K-means, or by a certain perturbation scheme such as sub-sampling or projection. In regard to the set of clusterings obtained, when the specified number of clusters coincides with the “true” number of clusters, this set has a tendency to be less diverse—an indication of the robustness of the obtained cluster structure. The Consensus Index was developed to quantify this diversity. Specifically, given a value of K, suppose we have generated a set of B clustering solutions UK = {U1 , U2 , ..., UB }, each with K clusters. The consensus



index of UK is defined as: P CI(UK ) =



i


AM(Ui , Uj )



B(B − 1)/2



(1)



where the agreement measure AM is a clustering similarity measure. In this work, we use the Adjusted Rand Index (ARI) and the Adjusted Mutual Information (AMI—which is the adjusted-for-chance version of the widely used Normalized Mutual Information) as clustering similarity measures [23]. The optimal number of clusters K ∗ is chosen as the one that maximizes CI, i.e., K ∗ = arg maxK=2...Kmax CI(UK ) where Kmax is the maximum number of clusters to be considered.
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Assessment of clustering results



Having obtained a reasonable clustering solution, we next investigate the major biological functions of each cluster. In this work, this is done by means of functional enrichment analysis using gene ontology (GO), where every GO terms appearing in each cluster is assessed to find out whether a certain functional category is significantly over-represented in a certain cluster, more than what would be expected by chance. To do this, first of all, we need a genome-wide annotation of genes in the organism of interest. As stated previously, one of the difficulties working with less well-studied organisms is that there is not an official annotation database. To address this challenge, we propose gathering annotation data from two different sources: one from the Cyanobase database [11], and another from genome-wide amino sequence matching using the Blast2GO software suit [5]. We describe each source below. The Cyanobase maintains, for each cyanobacterium in its database, an annotation file which was obtained by IPR2GO, a manually-curated mapping of InterPro terms to GO terms that is maintained by the InterPro consortium [21]. Although being the result of a manual curation process, surprisingly, it has been reported that the accuracy of this mapping can be considerably lower than some automated algorithms, such as that reported in [10]. Moreover, the number of annotated genes normally accounts for just less than half of the genome, eg. in the case of Cyanothece, there are currently only annotations for 2566 genes out of 5359 genes (as of May 2011). Thus, in order to supplement the Cyanobase IPR2GO annotation, we employ Blast2GO, a software suit for automated gene annotation based on sequence matching [5]. Blast2GO uses BLAST search to find similar sequences to the sequence of interest. It then extracts the GO terms associated to each of the obtained hits and return the GO annotation for the query. For Cyanothece, Blast2GO was able to supplement the annotation for almost another one thousand genes. In this work, we aggregate Cyanobase IPR2GO and Blast2GO annotation into a single pool, then use BiNGO [12] for GO functional category enrichment analysis. For BiNGO, we use the filtered gene set as the reference set, the hypergeometric test as the test for functional over-representation, and False Discovery Rate (FDR) as the multiple hypothesis testing correction scheme.
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Building a network of interacting clusters



Our next stage is to build a network of clusters, in order to understand the interactions occurring between the biological processes represented by these clusters. We perform this modeling task using the recently developed dynamic Bayesian network (DBN) formalism [8, 13, 26, 27]. The simplest model of this type is the first-order Markov stationary DBN, in which both the structure of the network and the parameters characterizing it are assumed to remain unchanged over time, such as the one exemplified in Figure 1a. In this model, the value of a variable at time (t + 1) is assumed to depend only on the value of its parents at time (t). DBN addresses two weaknesses of the traditional static Bayesian network (BN) model: (i) it accounts for the temporal aspect of time-series data, in that an edge must always direct forward in time (i.e., cause must precede consequence); and (ii) it allows feedback loops (Fig. 1b).
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Fig. 1. Dynamic Bayesian Network: (a) a 1st order Markov stationary DBN; (b) its equivalent folded network



Recent work in machine learning has progressed to allow more flexible DBN models, such as one with, either parameters [6], or both structure and parameters [3, 15] changing over time. It is worth noting that more flexible models generally require more data to be learned accurately. In situations where training data are scarce, such as in microarray experiments where the data size can be as small as a couple of dozen samples, a simpler model such as the first-order Markov stationary DBN might be a more suitable choice. Moreover, it has been recently shown that the globally optimal structure of a DBN can be efficiently learned in polynomial time [2, 22]. Henceforth, in this work we choose the first order Markov DBN as our modeling tool. For a DBN structure scoring metric, we propose using a recently introduced information theoretic criterion named MIT (Mutual Information Test) [1]. MIT has been previously shown to be effective for learning static Bayesian network, yielding results competitive to other popular scoring metrics, such as BIC/MDL, K2 and BD, and the well-known constraint-based approach PC algorithm. Under the assumption that every variable has the same cardinality—which is generally valid for dicretized microarray data—our algorithm recently developed in [22]4 4



see our report and software at http://code.google.com/p/globalmit/



can be employed for finding the globally optimal DBN structure, in polynomial time.
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Experiments on Cyanothece sp. strain ATCC 51142



In this section, we present our experimental results on Cyanothece. We collected two publicly available genome-wide microarray data sets of Cyanothece, performed in alternating light-dark (LD) cycles with samples collected every 4h over a 48h period: the first one starting with 1h into dark period followed by two DL cycles (DLDL), and the second one starting with two hours into light period, followed by one LD and one continuous LL cycle (LDLL) [25]. In total, there were 24 experiments. Filtering and clustering of genes: Using a threshold filter with a 2-fold change cutoff, we selected 730 genes for further analysis. We first used the Consensus Index to determine the number of clusters in this set. Fig. 2(a) show the CI with K ∈ [2, 50]. It can be seen that the CI with both the ARI and AMI strongly suggests K = 5 (corresponding to the global peak). Also, a local peak is present at K = 9. As discussed in [24], the local peak may correspond be the result of the hierarchical clustering structure in the data. We performed K-means clustering with both K = 5 and K = 9, each for 1 million times with random initialization, and picked the best clustering results, presented in Fig. 2(b,c). Assessment of clustering results: From the visual representation in Fig. 2(b), it can be seen that the clusters have distinct pattern profiles. GO analysis of the clustering results are presented in Tables 1 and 2. From Table 1, of our particular interest is cluster C5, which is relatively small but contains genes exclusively involved in the nitrogen fixation process. It is known that Cyanothece sp. strain ATCC 51142 is among the few organisms that are capable of performing both oxygenic photosynthesis and nitrogen fixation in the same cell. Since the nitrogenase enzyme involved in N2 fixation is inactivated when exposed to oxygen, Cyanothece separates these processes temporally, so that oxygenic photosynthesis occurs during the day, and nitrogen fixation during the night. Cluster C4 is also of our interest, since its contains a large number of genes involved in photosynthesis. As the experimental condition involves alternative light-dark condition, it could be expected that the genes involved in nitrogen fixation and photosynthesis will strongly regulate each other, in the sense that the up-regulation of N2 fixation genes will lead to the down-regulation of photosynthesis genes, and vice-versa. Building a network of interacting clusters: We apply the GlobalMIT algorithm [22] to learn the globally optimal DBN structure, first to the 5-cluster clustering result. We take the mean expression value of each cluster as its representative. There are thus 5 variables over 24 time-points fed into GlobalMIT. The globally optimal DBN network as found by GlobalMIT is presented on Fig. 3(a). It is readily verifiable the fact that nitrogen fixation genes and photosynthesis genes strongly regulate each other, since there is a link between cluster C4 (photosystem) and C5 (nitrogen fixation).
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(c) Clustering result with K = 9 Fig. 2. Cluster analysis of Cyanothece microarray data



We perform a similar analysis on the 9-cluster clustering result. The DBN for this 9-cluster set is presented in Fig. 3(a). Note that clusters I and VII are disconnected. We are interested in verifying whether the link between the photosynthesis cluster and the nitrogen fixation cluster remains at this level of granularity. Visually, it it easily recognizable from Fig. 2(b-c) that cluster C5 in the 5-cluster set corresponds to cluster IV in the 9-cluster set. GO analysis on cluster IV confirms this observation (Table 2). We therefore pay special attention to clusters VI, since there are a link between cluster VI and IV. Not surprisingly, GO analysis reveal that cluster VI contains a large number of genes involved in photosynthesis. The structural similarity between the two graphs is also evident from Fig. 3. At a higher level of granularity, the clusters become more specialized. The links between cluster VIII and {IX, III} are also of interest, since cluster VIII is a tightly co-regulated group which contains several genes with regulation activities, which might regulate genes involving transport and photosynthesis (clusters III and IX).



Table 1. GO analysis of the 5-cluster clustering results Cluster Size GO ID Description #Genes Corrected P-value 8746 NAD(P)+transhydrogenase activity 3 0.98% C1 54 70469 respiratory chain 3 2.9% 8652 cellular amino acid biosynthesis 18 2.1% C2 206 4518 nuclease activity 8 4.1% 32991 macromolecule complex 61 2E-10 C3 30529 ribonucleoprotein complex 24 2.9E-7 236 6412 translation 29 1.5E-6 44267 cellular protein metabolic process 46 5.4E-5 19538 protein metabolic process 50 0.14% 71944 cell periphery 35 6.8E-5 C4 196 9512 photosystem 20 6.5E-3 6022 aminoglycan metabolic process 6 2% 9399 nitrogen fixation 19 5.7E-22 C5 38 51536 iron-sulfur cluster binding 12 9.6E-6 16163 nitrogenase activity 5 1.5E-5



Table 2. GO analysis of the 9-cluster clustering results Cluster Size GO ID 8652 I 157 46394 55114 II 48 15980 15979 III 127 6810 IV 36 9399 6022 V 68 7049 VI 158 15979 VII 101 6412 65007 VIII 16 51171 15706 IX 19 6810
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Description #Genes Corrected P-value cellular amino acid biosynthesis 17 4.5E-3 carboxylic acid biosynthesis 17 1.6% oxidation reduction process 14 17% energy derivation by oxidation 6 17% photosynthesis 17 45% transport 27 45% nitrogen fixation 19 1.5E-24 aminoglycan metabolic process 5 2.1% cell cycle 4 3.8% photosynthesis 36 3.6E-10 translation 27 6.7E-13 biological regulation 5 7.7% regulation of nitrogen compound 3 7.7% nitrate transport 3 2.2E-3 transport 9 2.2%



Discussion and Conclusion



In this paper, we have presented an analysis framework for unraveling the interactions between biological processes of novel, less well-studied organisms such as cyanobacteria. The framework harnesses several recently developed bioinformatics and data mining tools to overcome the lack of information of these organisms. Via Blast2GO and IPR2GO, we could collect annotation information for a large number of genes. Cluster analysis helps to bring down the number of variables for the subsequent network analysis phase, and also facilitates interpretation. We have demonstrated the applicability of our framework on cyanothece. Our future work involves further analysis of other cyanobacteria that are potential for carbon sequestration and biofuel production.
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Fig. 3. DBN analysis of Cyanothece clustered data
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