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Preliminary Draft: Please do not cite without the author’s permission. Abstract This paper estimates demand and cost parameters in a market for a storable product where consumers are forward-looking and expect periodic temporary product promotions. Firms are also assumed to be forward-looking and set pricing strategies to maximize the present discounted value of future profits. To estimate this model, we develop a new estimation technique that nests the two-step dynamic game technique of Bajari, Benkard, and Levin (2007) within the Bayesian estimation technique of Imai, Jain, and Ching (2009). At each step of the MCMC algorithm, we draw a vector of consumer demand parameters, as well as the parameters which describe the firm policy functions. We also draw a set of alternative policy functions, and save consumer value functions at both the observed policy functions, as well as the alternative policies. We then simulate firm profits under the observed and alternative policy functions, and solve for the vector of costs that rationalizes observed policies. The final step of the algorithm updates consumer value functions at both the observed and alternative policies. ∗
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Combining these two methods into a new method for estimating dynamic games allows practitioners to feasibly estimate much more complicated models than were previously possible. In addition to incorporating forward-looking consumers, our demand model can include both unobserved consumer heterogeneity in price sensitivities, as well as endogenous consumption. Joint estimation of the supply and demand side is made feasible because we only update the consumer value functions once. We show the feasibility of the algorithm using an artificial data experiment. We then apply the estimator to field data, where our parameter estimates suggest that manufacturer markups in the canned tuna industry are a little below 30%.
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1



Introduction



Estimation of dynamic games is a subject of great importance in empirical industrial organization. In many markets, demand and/or supply dynamics are important and both firms and consumers are forward-looking. However, estimation of these games is extremely complicated. To date, there are three methods of handling them that we are aware of. One approach, taken in Goettler and Gordon (2011) and Goettler and Gordon (2012), uses method of simulated moments and essentially follows the nested fixed point approach described in Rust (1994). Given a vector of parameters, one solves for the equilibrium of a dynamic game using a technique such as Pakes and McGuire (1994). One selects the vector of parameters that make predicted moments from the dynamic game close to moments that are observed in the data. The two other alternatives use Bayesian, rather than classical methods. Gallant, Hong, and Khwaja (2010) use a particle filter method to estimate R&D spillovers in pharmaceuticals. Zhou (2011) nests the Pakes McGuire algorithm within the Bayesian estimation technique of Imai, Jain, and Ching (2009) (hereafter abbreviated as ‘IJC’) to estimate the parameters of a two sided market. This paper proposes a method that uses insights from the two step estimation literature (Bajari, Benkard, and Levin (2007), hereafter abbreviated as ‘BBL’) to simplify the estimation of these types of games. In two-step estimation techniques, one does not fully solve for firm value functions. Rather, one recognizes that firm policies, which generate the observed data, are optimal and uses that information to infer the underlying structural parameters on the supply side. In the first step of the two-step technique, one flexibly estimates firm policy functions as well as demand parameters (which are assumed to arise from a static demand system). In the second step, one first draws a set of alternative policies, which are suboptimal by assumption since they are not played. Then, one simulates firm profits under the estimated, observed policies as well as the alternative policies. Simulated profits from the estimated policies should be larger than those of the alternative policies. The structural supply side parameters are then chosen to minimize the violations of this inequality, following BBL.1 1



Alternative techniques for estimating dynamic games have been proposed by (Pesendorfer and Schmidt-
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These two-step techniques have not been used in situations where consumers are forward-looking.2 The intuition behind how our technique works is relatively straightforward. Suppose we want to estimate consumer utility and marginal cost parameters in some market where we observe a consumer panel, and store level data containing weekly prices. Consumer dynamics are important in this market - they could be stockpiling behavior, learning, etc. Consumers are forward-looking, so in a given week they make optimal decisions taking into account the effect of their decisions on their future utility, as well as the firm policy functions which will describe the state of the world in the following week. Our estimation technique uses familiar Markov Chain Monte Carlo techniques, where one iteratively draws parameters conditional on previous parameter draws. At a given MCMC iteration, the first step is to draw a vector of demand-side parameters out of the posterior distribution of the parameters given the data, as well as other parameters such as those that describe firm policies. This step follows the IJC algorithm: one can compute the choice probabilities for each consumer, and one computes an estimate of the consumer’s value function that is based on previous value function estimates. The next step, which corresponds to the first stage of BBL, is to draw the parameters describing the firm policy functions. We assume that the econometrician knows the functional form of the firm policy functions. In our example, a firm’s policy could be the price the firm chooses conditional on past prices or other state variables. Some state variables, such as prices, will be observed. Others, such as levels of consumer inventory, may not be observed, but can be drawn conditional on demand estimates and the consumer panel data using data augmentation techniques. The policy parameters must rationalize observed policies, so they will be drawn from their posterior distribution conditional on the store level data, and consumer choices. In a forward-looking setting, changing the firm’s policy function will affect consumer valuations of the future, which is why the likelihood of observed choices given the policies must be included in the posterior. The next two steps of the algorithm are where Dengler 2008), Aguirregabiria and Mira (2007). 2 Scherbakov (2009) proposes using Gowrisankaran and Rysman (2011)’s technique for estimating parameters of aggregate demand with forward-looking consumers in conjunction with BBL. The proposed technique is not implemented.
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we run the second BBL step. First, we draw alternative, suboptimal policies by perturbing the observed policies. Then, we simulate firm profits at the policy draws which rationalize the data, and at the perturbed policies. Because the perturbed policies are suboptimal, profits at the estimated policies must be above those at the perturbed policies. The inequalities implied by the optimality condition can be used to infer the values of supply side parameters. Marginal costs are computed as the solution to a computationally straightforward minimization problem.3 The final step of the algorithm follows the last step of IJC, where the consumer value functions are updated. A modification that must be made is that the value functions must be updated both at the observed policies, and the at the alternative policies. This step will be somewhat slower than the IJC step because the value function must be updated at more points. Note that convergence of the algorithm should be straightforward: since the supply and demand parameters are essentially estimated separately, the convergence of the demand parameters will follow IJC. The supply parameters are functions of the demand parameters, so as long as the demand parameters converge the supply parameters will as well. The closest technique to the one we present here is that of Zhou (2011). There are several key differences, which come with both advantages and disadvantages. Zhou (2011) essentially nests Pakes and McGuire (1994) inside of IJC. In each step of the MCMC algorithm, the technique updates both consumer and firm value functions, and nesting the firm value function solution in the algorithm adds to the complexity of the standard IJC procedure. An advantage of our technique is that we do not directly solve for the optimal policies or value functions of the firms, so our method may be easier to implement. Additionally, the technique of Zhou (2011) (as well as that of Gallant, Hong, and Khwaja (2010)) may break down if the game being estimated has multiple equilibria. If there are multiple equilibria, solving for the policy function will result in multiple policies for a single parameter, meaning that any standard likelihood function will not be well-defined. In contrast, as is the case with BBL, our technique 3



The computational difficulty of this problem may be larger in higher dimensional parameter spaces;



however, in this case one could perform the minimization at every 10th draw, for instance, to speed up convergence.



5



will still yield consistent estimates in the face of multiple equilibria, as long as firms play the same equilibrium over time. This is so because rather than solving for the policy functions as other methods do, we estimate the policy functions from the data. The disadvantage of our technique is that because we do not solve for the optimal policy functions, but assume a functional form for them, we may be more subject to misspecification bias. We first conduct an artificial data experiment to demonstrate the feasibility of our technique. The artificial data experiment models a market for a storable product produced by a monopolist, where consumers are forward-looking and have expectations about the future price of the product. To keep the model’s state space manageable, we assume that the monopolist does not observe consumer inventories, but only observes previous prices, and knows what average demand in the current period will be as a function of the last period’s price. Following the theoretical literature on optimal pricing with stockpiling (Sobel (1984), Pesendorfer (2002)), we assume that the firm plays a mixed strategy, randomizing over prices. We solve for the consumer’s value function and the firm’s optimal policy jointly, produce simulated data, and recover the model parameters using our technique. We then apply our technique to scanner data on canned tuna, maintaining similar assumptions about firm information and pricing policies. The Bayesian technique allows us to estimate a demand model that is quite flexible: we incorporate a flexible specification for how consumers forecast future prices, endogenous consumption, and continuously distributed unobserved heterogeneity in consumer price sensitivities. We estimate markups in this industry of about 30%.



2



The Data Set



The data set is household level Nielsen scanner data on canned tuna purchases from Sioux Falls, SD. We focus the analysis on the two most popular brands of canned tuna, Starkist and Chicken of the Sea. These two brands comprise over 90% of all purchases. Although canned tuna is available in different package sizes, the most popular size by far is the standard 6 ounce can. Thus, for computational simplicity the analysis focuses
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on households who only purchase the 6 ounce can size. Some summary statistics on the market are shown in Table 1. The two brands have roughly equal market shares by volume. Additionally, prices are very similar, although Starkist is slightly more expensive than Chicken of the Sea. Starkist has a lower standard deviation of prices than Chicken of the Sea, indicating it goes on sale less often, and its sales are less deep than those of its competitor. In this paper, promotions are defined as dips in the observed shelf price. Coupons may also be a part of a firm’s promotional strategy; however, in this market there is very little observed coupon use. Coupons are used in less than 10% of purchases. Thus, in our analysis below we do not include coupons. The type of promotional behavior this paper examines can be seen in Figure 1. The top panel of the graph shows the time series movement in price for Starkist at a single store. Notice that most of the time, the price stays relatively flat at around 60 cents, but periodically it drops significantly for a short period of time. The bottom panel shows the quantity sold, measured in the number of 6 ounce cans. The quantity sold is on average about 100 cans per week, but when promotions occur it jumps significantly to over 300 cans. This behavior is consistent with consumer stockpiling behavior: stores keep the price high most of the time, but recognize that price sensitive consumers will run down their inventories. To draw these consumers into the market, a sale eventually occurs. Some evidence that the two brands may be using temporary promotions as a method of competition is shown in Figure 2. This figure shows the price of Starkist in black for the same store as the previous figure, and the price of Chicken of the Sea as the red dotted line. Notice that it is rarely the case that both brands go on promotion at the same time. Often when Starkist has a sale, Chicken of the Sea has a promotion soon afterwards, and vice versa. Household store visits are observed for 51 weeks, so the model is estimated on a year of data. We remove some households from the sample before estimating the structural model. First, households for whom we observe less than 25 store visits during the 51 weeks are removed. It is likely that households for whom the frequency of store visits is low were forgetting to use their card, or frequently shopping at a smaller store that was not included in the Nielsen data. Additionally, to keep the model’s state space tractable we limit the sample to households who purchase at most ten cans of tuna in
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a week. This is not a strong limitation: among household-week observations where a purchase is observed, purchases of 11 cans or more comprise about 0.2%. After these cuts, we are left with a sample of roughly 1500 households. Because estimation of the model is so computationally intensive, when we estimate the model we randomly select 40% of these households resulting in a final sample of 599 households. Note that the numbers in Table 1, the graphs in Figures 1 and 2, and the statistics in the next section are computed over the entire sample of households, rather than the reduced sample of households used to estimate the structural model. The data set tracks roughly 3 years of purchase and store-level information - all three years of data are used to construct the figures and Table 1. We note that this data was used for estimation of a demand model and a price index for a storable good in Osborne (2012). More data details, as well as evidence that consumer stockpiling occurs, can be found there.
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Model of Consumer Stockpiling



The demand model we propose closely follows that used in Osborne (2012). In each period t, J different brands of a product are available. Consumers can purchase up to Nu units every period. A period is assumed to be a one week interval. Consumer i’s choice of what to purchase in period t is a J-vector of quantities, xit = (x1it , ..., xJit ), P such that 0 ≤ Jj=1 xjit ≤ Nu . Consumer i has a taste for each product j, γij . In addition to deciding what to purchase, consumers have to decide what to consume every period. We assume that consumption is integral, that is, consumers cannot eat fractions of a unit in a period. This is a reasonable assumption for canned tuna, since the fish cannot easily be stored if only part of a can is used. Consumption is expressed as a vector cit = (c1it , ..., cJit ). Any units that are not consumed are be stored in inventory for future consumption. Inventory is an integer vector ιit = (ι1it , ..., ιT it ). We assume that consumers have a maximum storage space of 2Nu , which means that PJ j=1 ιjit ≤ 2Nu . It will be convenient to denote the consumer’s total inventory as P Iit = Jj=1 ιjit . Iit evolves as follows:
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Iit = Iit−1 +



J X



xjit −



j=1



J X



cjit



(1)



j=1



Each consumer observes a choice specific error, qit , prior to making a purchase; q indexes each of the Nu (Nu − 1)/2 possible values of xit . The per unit price of each product4 in period t is pjit , and the vector of prices for all brands is denoted as pit . In each period, a consumer’s flow utility from consuming cit and purchasing xit is



U (cit , xit , ιit , pit ) =



J X



γij u(cjit ; β) − αi



j=1



J X



xjit pjit − sc0 Iit − sc1 Iit2



j=1



− CC 1{



J X



(2)



xjit > 0} + qit .



j=1



In this function, the utility from consuming a given product is γij u(cjit ; βi ), where βi is a parameter that impacts the shape of this subutility. We assume that flow utility for each product is quadratic, so that



u(c; β) = c + βc2 .



(3)



The parameter αi is consumer i’s price sensitivity. The consumer’s inventory holding costs are assumed to be quadratic, with sc0 on the linear term and sc1 on the quadratic. The term CC is a carrying cost, and it represents the disutility of purchasing and carrying the product. Consumers are assumed to be forward-looking with rational expectations, and they discount the future at a discount rate δ > 0. Thus, at time t, a consumer chooses her consumption and purchases in order to maximize her current flow utility plus her expected discounted future utility. There are three state variables which each consumer keeps track of every period. One is the current price vector, pit . Related to this is a state variable that tracks whether a promotion occurs in period t, sit ; this is a vector of length J containing 1 in position j if product j is on promotion, and 0 otherwise. We assume that a product is on promotion if its price is observed to be below some level pj . Promotions evolve over time according to a discrete Markov process, 4



We have not been able to find any significant evidence of quantity discounts in our data set.



9



S(sit |pit−1 , sit−1 ). The probability of a promotion occurring today is a function of whether or not the product was on sale in the previous week, whether its competitors were on sale in the previous week, and what last week’s prices were. Given that sales occur sporadically and are usually short, one would expect that the probability of a sale occurring given no sale last week would be low, and the probability of no sale occurring given a sale last week would be higher. Conditional on a sale occurring today, prices evolve over time according to a Markov process P (pit |pit−1 , sit−1 , sit ). Although it is technically redundant to include s as an argument in P , we feel it eases the exposition to specify the price process conditional on the current promotion state. This is because if a sale occurs, the price distribution is truncated at pj . The last state variable is the consumer’s inventory, ιit . Inventories for individual brands evolve analogously to Equation (1):



ιjit = ιjit−1 + xjit − cjit



(4)



Denote the set of state variables as Σit = (pit , sit , iit ), and denote the vector of utility parameters as θ i = (γi1 , ..., γiJ , βi , αi , sc0 , sc1 , CC). The consumer’s expected discounted utility in purchase event t is " V (Σit ; θ i ) = max E Πi



∞ X



# δ



τ −t



U (cit , xit , ιit , pit )|Σit , Πi ; θ i ,



(5)



τ =t



where Πi is a set of decision rules that map the state in purchase t, Σit , into actions, which are how to purchase, xit , and how much to consume, cit . The parameter δ is a discount factor, which is assumed to equal 0.95.5 The expectation is taken over the error term , and the evolution of future prices. The function V (Σit ; θ i ) is a value function, and is a solution to the Bellman’s equation



V (Σit ; θ i ) = E [ max {U (cit , xit , ιit , pit ) + δEP (pit+1 |pit ) V (Σit+1 ; θ i )}]. cit ,xit



5



(6)



The discount factor is usually difficult to identify in forward-looking structural models, so it is common



practice to assign it a value.
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4



Firm Side



This section introduces the functional form for firm policies, and discusses how we specify firm policies. We then turn to market structure and describe the equilibrium of the game played by firms. We note that in retail situations such as the one we examine there are different possible market structures. One possibility is that manufacturers set all the prices, and retailers simply add a constant markup. Another is that that manufacturers set a wholesale price, and retailers control when promotions happen. Because we do not have wholesale prices, we need to make an assumption about what the market structure is. Below, we lay out how the firm side is set up in both cases. In the current version of the paper, we estimate the model assuming the manufacturers set prices. We are planning to estimate costs under both assumptions.



4.1



Specification of Policy Functions



We will assume that firms randomize over prices in a given period, conditional on observing the previous period’s price. We choose a process for firm policies that mimics the price process we observe in our data as closely as possible. There are several important features of the observed price process which the estimated price process should capture. First, as can be seen in Figure 1, the price series is relatively flat for most of the time, but periodically promotions occur for a short period of time. It is easy to see from the figure when a promotion occurs, but it is more difficult to define a rule which splits prices into promotional and regular prices. We find that defining a promotion as any price below the median price works well - if one overlays the median price (which is 59 cents) on the price series graphs, the flat areas all lie above it and the promotions lie below it. The price process that we propose models the probability a promotion occurs using a discrete Markov process. A second important feature is that, when a product is not on promotion, its price is flat for long periods of time. We model the price process during these periods using a discrete- continuous Markov process that is similar to that of Erdem, Imai, and Keane (2003). Conditional on no promotion occurring in weeks t − 1 and t, there is a probability that the price changes. If the price does change, a truncated regression is
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used to predict that change. The third feature that our price process captures is the existence of competitor reactions: when one firm’s price drops, the competitor drops shortly afterwards. This can be seen in Figure 2, which shows the price paths for Starkist and Chicken of the Sea in one store. Our price process allows the probability of promotions to depend on the competitor’s prices and promotional behavior. The state variable governing promotions, sjt is one when product j is on promotion in week t, and 0 otherwise. We estimate the Markov transition process on the probability of a sale occurring using a probit model:



P (sjt = 1|sjt−1 = k) i (7)  h pr pr pr pr pr sjt−1 p−jt−1 . s−jt−1 + ψ4jk p−jt−1 + ψ3jk pjt−1 + ψ2jk + ψ1jk = 1 − Φ − ψ0jk The superscript pr stands for promotion, and the subscript k ∈ {0, 1}. The probability of transitioning from the nonsale state into the sale state, or vice-versa, is governed by the competitor’s previous price, the product’s own previous price, and whether the competitor’s product was on promotion. When a product is not on sale for two consecutive weeks, its price will often stay constant for a few weeks. To account for this, we model the probability the pjt = pjt−1 using a probit process as



P (pjt = pjt−1 |sjt = 1, sjt−1 = 1) =  s  s s s s 1 − Φ − ψ0j + ψ1j pjt−1 + ψ2j p−jt−1 + ψ3j s−jt−1 + ψ4j sjt−1 p−jt−1 .



(8)



When the price of a product changes, I assume that the change is distributed according to a truncated normal distribution. If the product is transitioning into the non-sale state, then its distribution is censored at the median price, mj ; If it transitions into the sale state, we truncate from above at mj − 1. We model this using a Tobit model, where we allow the parameters to depend on whether the product was previously on
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promotion (sjt−1 = k): c c c c c yjt = ψ0jk + ψ1jk ln(pjt−1 ) + ψ2jk ln(p−jt−1 ) + ψ3jk s−jt−1 + ψ4jk sjt−1 ln(p−jt−1 )   yjt (9) if yjt > ln(mj ) ln(pjt ) =  ln(m ) if y ≤ ln(m ). j



jt



j



A similar specification is run when the product transitions to a sale state. The inclusion of the competing brand’s prices and promotions allow for competitor reactions. As a final note, we model consumers expectations as rational, which means that we assume they know the firm’s pricing policy when they evaluate their expected future value function.6



4.2



Manufacturers Control Price Dynamics



We assume that the manufacturers play mixed strategies, which is consistent with some theoretical models of firm pricing when consumers stockpile (see Sobel (1984) or Pesendorfer (2002)). Manufacturer j’s price at store n in period t is drawn from a distribution F (pj,n,t |pn,t−1 , ψ j ), where the distribution F corresponds to the price transition distribution specified in the previous section (equations (7), (8), (9)). We aspr pr pr s , ..., ψ c ). We make the restriction sume that firms choose ψ j = (ψ0j0 , ψ0j1 , ψ1j0 , ..., ψ0j 4j1



that firm pricing policies only depend on last week’s prices. This specification assumes that manufacturers do not observe consumer inventories, so the residual demand faced by firm j, D(pj,n,t , p−j,n,t , pn,t−1 ), implicitly integrates out the distribution of inventories. D(pj,n,t , p−j,n,t , pn,t−1 ) is the sum across stores of store-level demands, Dn (pj,n,t , p−j,n,t , pn,t−1 ), where we assume that all store demands are ex-ante identical. We assume that the Markov strategies the firms play give rise to a steady state distribution of inventories, so that demand is stationary.7 Manufacturer j has constant marginal cost cj , which is the sum of the production cost and any retailer markups, which we assume are fixed across time and retailers. The manufacturer’s 6



We make one departure from rationality to make store visits tractable, which we describe in the next



section. 7 We are working on extending this to include measures of prior inventories, which might also drive pricing patterns. Note, also a simulation study/fake data experiment might help shed some light on this.



13



Bellman Equation, given −j’s strategy, is



V M (pj,n,t−1 , p−j,n,t−1 ) = max ψj



N X



 Epj,n,t ,p−j,n,t |ψj ,ψ−j (pj,n,t − cj )·



i=1



 D(pj,n,t , p−j,n,t , pn,t−1 ) + δV M (pj,n,t , p−j,n,t ) One complication that arises in this specification is that consumers may shop at different stores, and if consumers are fully rational then they will track all the prices at all the stores where they shop. Assuming that the state space is that large will likely make the model intractable, and additionally is probably unrealistic. We make the simplifying assumption that if a consumer shops at store n during week t, her expected distribution of prices in week t + 1 is given F (pj,n,t |pn,t−1 , ψ j ). Essentially, this assumes that consumers expect to shop at the same store next week that they do this week. We assume as well that store choice is exogenous and is not driven by the price of canned tuna.8 Note that we are also assuming that the manufacturer’s pricing decision at a store isn’t affected by prices at other stores. A sophisticated manufacturer might do this since a low price at one store increases inventories for consumers at that store, and some of those consumers may move to another store. Accounting for this type of behavior would also make the model intractable. Under our assumption (which is approximately correct if the probability of switching stores is low), the Bellman equation given above is correct since manufacturers believe that the pricing decision at one store is independent of demand at another store. 8



We considered an alternative where every period there is some probability π a consumer switches stores,



where π is known to the consumer, and consumers only track the price at the currently visited store. If a consumer switches stores, her expected price is just the stationary distribution of prices. However, with our distribution of prices there won’t be a closed-form for the stationary distribution of prices. One could also assume people think the stationary distribution of prices is lognormal, although even computing the stationary mean and variance of prices is probably intractable.
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4.3



Retailers Control Price Dynamics



An alternative market structure is one where manufacturers set a wholesale price pw j and retailers control the pricing dynamics. For simplicity, we assume that retailers are local monopolists. Assume retailer n plays a mixed strategy setting both ψ 1 and ψ 2 in F (pn,t |pn,t−1 , ψ 1 , ψ 2 ). Then the retailer’s Bellman equation is



V R (p1,n,t−1 , p1,n,t−1 ) =



 2 X   max Ep1,n,t ,p2,n,t |ψ1 ,ψ2 (pj,n,t − cj )Dn (pj,n,t , p−j,n,t , pn,t−1 )



ψ 1 ,ψ 2



j=1 R







+δV (p1,n,t , p1,n,t ) . The retailer’s problem is different from that of the manufacturer, because the retailer internalizes some competition that occurs between brands.
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Estimation Technique



In this section we describe in detail the joint estimation of the demand-side parameters and the firm marginal cost parameters cj . Our estimation technique combines the Markov Chain Monte Carlo techniques developed by IJC and Norets (2009) with the two-step estimation technique of BBL. A brief outline of the algorithm is as follows: 1. Draw demand parameters given policy parameters, ψ, and the observed data. 2. Draw policy parameters, ψ, given the demand parameters and data. ˜a , a = 1, ..., N A 3. Draw N A alternative policy parameters, ψ 4. Simulate the present discounted value of firm profits at the observed policy ψ, π ˆj ˜a , π as well as at alternative policies ψ ˜ja . 5. Draw costs using the optimality condition π ˆj > maxa=1,...,N A {˜ πja }. 6. Update the consumer value function at the drawn policy parameters as well as at the alternative policies. Note that in steps 1,2, and 4, we need to have an estimate of the consumer value function. We use a nearest-neighbor technique to interpolate the value function at
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˜a . Steps 1, 2 and 6 both the drawn policy parameters ψ and the alternative policies ψ can be thought of as arising from the IJC algorithm. Steps 3, 4 and 5 correspond to nesting the BBL two-step estimator inside IJC.



5.1



Gibbs Steps for Demand Side Parameters



First we consider the Gibbs chain for the demand parameters. Some utility coefficients are treated as random across the population, while some are modeled as fixed. The set of utility coefficients being estimated is θ i = (γi1 , ..., γiJ , βi , αi , sc0 , sc1 , CC). When we draw the demand side parameters we draw parameters that vary across the population in a separate loop from those that are fixed across the population. Accordingly, we split the vector θ i into two subvectors, one that varies across the population, θ˜i , and one that ˜ We assume all elements of θ˜i except for the carrying cost are lognormally is fixed, θ. distributed across the population with mean b and diagonal variance matrix W . We denote the vector of policy function coefficients, which enter consumer expectations, as ψ. In many of the Gibbs steps, it is necessary to compute the probability of a consumer’s sequence of observed choices conditional on a set of draws on initial inventories, ιi0 , observed prices, pi0 , ..., piT , and consumer utility coefficients θ i . An observation here is a household-week, and the household’s purchase decision, xit , is observed. We need to construct the probability of each household’s sequence of purchase decisions. Household quantity decisions are unobserved, but conditional on a value of xit , and all the previous parameters, these can easily be calculated as



cit ∗ = arg max cit



 J X 



j=1



  2 γij u(cjit ; βi ) − sc0 Ijit − sc1 Ijit + EV (Σit ; θ i , ψ) . 



(10)



An approximation to EV (Σit ; θ i , ψ) is computed using a nearest neighbor algorithm which is described in Section 5.4. Inventories are unobserved in period t, but they can be computed conditional on the initial inventories in period 0. In other words, conditional on all possible choices in period 1, one can compute period 1’s consumption. Then the inventory at the beginning of period 2 is the period 0 inventory, plus period 1’s
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observed purchase, xi1 , minus the optimal consumption, c∗i1 . Period 2’s inventory can be constructed similarly, and so on. Denote the utility from the optimal consumption in period t as



ν(xit ) = max cit



 J X 



j=1



− CC 1{



  2 γij u(cjit ; βi ) − sc0 Ijit − sc1 Ijit + EV (Σit ; θ i ) 



J X



xjit > 0} − αi



j=1



J X



xjit pjit



j=1



I assume that the choice specific error term, qit , is logit. Denote the observed xit in q period t as xobs it , and denote each possible value of xit , indexed by q, as x . Then a



consumer’s sequence of choices can easily be computed as



P ri (θ i , ...) =



T Y t=1



exp(ν(xobs it )) PNu (Nu −1)/2 q=1



exp(ν(xq ))



.



(11)



The sum in the denominator in equation (11) goes from q = 1 up to Nu (Nu − 1)/2 because we assume that consumers only purchase a maximum of Nu units in a single purchase occasion, and there are 2 brands, so Nu (Nu − 1)/2 is the total number of brand combinations that can be purchased. The Gibbs steps to draw θ˜i and θ˜ are, in short summary: 1. Jointly draw θ˜i and initial inventories ιi0 for each household using the MetropolisHastings (MH) algorithm. We use a random walk MH for this, with a parameter ρ on the variance that periodically updates to keep the acceptance rate at 30%. 1 0 0 This means that the current iteration’s value of θ˜i is θ˜i ∼ N (θ˜i , ρW ), and θ˜i



is the previous iteration’s θ˜i ; similarly, for ιi0 I draw a candidate draw from a N (ι0i0 , ρ) and take the integer part of this draw. The new values of θ˜i and ιi0 are accepted with probability 1 1 P ri (θ˜i )φ(θ˜i |b, W )ki (ι1i0 ) . 0 0 P ri (θ˜i )φ(θ˜i |b, W )ki (ι0 ) i0



where φ(·|b, W ) is the normal pdf with mean b and variance W , and the k’s are priors on ιi0 .9 9



One could also draw θ˜i and the ιi0 ’s separately, although the addition of more metropolis steps could
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2. Draw b and W using the draws on θ˜i . This step follows the standard procedure for drawing the mean and variance of a multivariate normal conditional on observed draws from that distribution. ˜ 3. Draw the fixed parameters θ.



This is done using random walk Metropolis-



1 0 Hastings as well. A candidate draw θ˜ is taken from N (θ˜ , ρ2 ). It is accepted Q 1 0 with probability Ii=1 P ri (θ˜ )/P ri (θ˜ ). The ρ2 parameter is updated every 20



iterations to keep the acceptance rate at 0.30.



5.2



Gibbs Step for Observed Policies



The prices we observe in the data are assumed to arise from optimal policies played by the firms. The distribution of the optimal policies will depend on both the prices we observe in the store, and the consumer choice probabilities, since altering the policies will alter consumer expectations. To see how we draw these, let’s consider first the posterior distribution for the ψ pr , the policy parameters associated with the probability of a price change. We use standard data-augmentation techniques, with an adjustment that accounts for consumer choice probabilities. For a given store n in week t and a vector of observables for brand j, wj,n,t = (1, pj,n,t−1 , p−j,n,t−1 , s−j,n,t−1 , sj,n,t−1 p−j,n,t−1 ), consider a latent variable formation of the probit model



zj,n,t = w0n,t ψ pr j + ej,n,t , ej,n,t ∼ N (0, 1)   0 if zj,n,t ≤ 0 yj,n,t = .  1 otherwise



Given the prior iteration’s draw on ψ pr , which we call ψ pr,0 , we draw out the z’s. We then draw a new ψ pr,1 using the MH algorithm. As a proposal density, we use the density of ψ pr,1 conditional on the zj,n,t ’s and the store level data, but not consumer choices. Note that this density is just standard normal. Then we accept the new draw Q with probability Ii=1 P ri (ψ pr,1 )/P ri (ψ pr,0 ). We also need to draw ψ c and ψ s . Note slow down convergence.
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that if it were not for the consumer choices, we could draw both of these parameters using standard Bayesian procedures for the Tobit and probit models. We therefore use the same type of proposal distributions with both these parameters - we draw any latent unobservables, and then draw candidate parameters conditional on the latent unobservables and the store level data. We accept or reject the vector of ψ pr ’s, ψ c ’s, and ψ s ’s jointly to save computational time. The acceptance rate in this step tends to Q be high, as the ratio Ii=1 P ri (ψ pr,1 )/P ri (ψ pr,0 ) is usually fairly close to 1.



5.3



Drawing Alternative Policies, Simulating Profits, and



Drawing Costs The next step is to draw alternative policies and compute costs which rationalize the ˜ a from a normal distribution observed prices. We draw alternative policies by drawing ψ centered at the last draw on the observed policy, ψ = (ψ 1 , ψ 2 ): ˜ a = ψ + ω|ψ|Iεa , ψ where εa is a vector of i.i.d. standard normal random variables, I is the identity matrix having the same dimension as εa , and ω is a parameter that determines how widely dispersed the alternative draws are. We choose ω = 0.25, and draw a = 1, ..., N A = 5 alternative policies every iteration. With the observed and alternative policies in hand, we can simulate consumer choices, and hence the present discounted sum of firm profits. In the exposition below, we assume that the manufacturer sets prices; derivations will be similar if the retailer sets prices. We begin by drawing a vector of period 1 prices, indexed by pkj,n,1 , k = 1, .., K. At each initial price we compute n = 1, ..., N simulated price paths from both the estimated transition for prices and the alternative policies.10 We denote pˆkj,n,t as the draw from the estimated price distribution, F (.|pˆkn,t−1 , ψ), and draws from the A ˜a alternative policies as p˜a,k ˜a,k n,t−1 , ψ ), a = 1, ..., N . For j,n,t , which are drawn from F (.|p a,k k each drawn path of prices we compute a vector of simulated quantities, qˆj,n,t ,˜ qj,n,t , 10



Note that pkj,n,1 is the same for all n.
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which we compute by simulating consumer choices given the last demand side parameter draw and interpolated value functions. Assuming that manufacturer j sets prices, its simulated present discounted sum of profits for the estimated policies will be (the formula for alternative policies will be the same, just with tildes instead of hats) N T 1 XX T k δ qˆj,n,t (ˆ pkj,n,t − cj ). N n=1 t=1



The trick behind BBL is to recall that if the policy ψ is optimal, then it must be profit-maximizing, which means that the present discounted sum of profits associated ˜a . Mathematically with using ψ must be larger than any of the alternative policies ψ this means that for each starting price k T 1 X T k δ qˆj,n,t (ˆ pkj,n,t − cj ) ≥ max N a=1,...,N A



(



t=1



) T 1 X T a,k a,k δ q˜j,n,t (˜ pj,n,t − cj ) . N



(12)



t=1



We will choose a value of cj that comes as close as possible to making this inequality true. Operationally, we will begin by defining T X



ˆk Q j,n =



k δ T qˆj,n,t ;



˜ a,k = Q j,n



t=1 T X



ˆk R j,n =



T X



a,k δ T q˜j,n,t



t=1 k δ T qˆj,n,t pˆj,n,t ;



t=1



˜ a,k = R j,n



T X



a,k a,k δ T q˜j,n,t p˜j,n,t .



t=1



In each draw form the Gibbs sampler, we calculate the cost vector that minimizes the number of times the inequality in equation (12) is violated. The estimated cost draw cj solves A



min c



K X N X



k ˆ j,n ˆ kj,n ) − (R ˜ a,k − cj Q ˜ a,k ), 0}2 . min{(R − cj Q j,n j,n



(13)



k=1 a=1



This minimization problem can be solved quickly because firm profits are linear in cj : ˆ k once. We solve for cj using we only need to compute the simulated quantities like Q j,n a grid search, although other optimization techniques can be used. The advantage of the grid search is that the solution to the problem in (13) may not be a singleton if the problem is underidentified, and the grid search will identify the set of all solutions. In practice, we have found however that the solution is a singleton.
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Before turning to the next section, we make some notes on convergence of cj . As with BBL, the estimated supply side parameters are functions of the estimated demand parameters and policy functions. Because of this, if the demand and policy functions converge, the estimated cj ’s should also converge to their asymptotic distribution, provided that a) the convergence conditions outlined in IJC hold, b) the size of the sample approaches infinity, and c), the number of alternative draws, N A , the number of initial paths, K, and the number of draws used to approximate the objective function N , all approach infinity as the sample size increases. We conjecture condition c) is necessary in the limit, because for a fixed number of draws the solution to the minimization problem in (13) will have some simulation noise in it. A final note is that if the number of supply parameters is larger than 2, the minimization problem may become more computationally intensive, which may slow down the Gibbs sampler. One way to deal with this is to not do the cost simulation described in this section every draw; one could do it every tenth draw, for instance. There should be no problem with this, because the cost draws themselves do not impact the Markov Chain for the demand estimates.



5.4



Approximating the Expected Value Function



One of the most computationally intensive parts of the estimation procedure is computing an estimate of the value function, which we need to draw the new θ i for each household, to compute simulated quantities qˆ, and to update the value function (we describe the updating procedure in the next section). Here we follow the Imai, Jain, and Ching (2009) procedure of starting with a guess of the value function, and computing one update to the value function at each Gibbs iteration. The modification that we make to Imai, Jain, and Ching (2009)’s procedure is that we must update the value function at both the current draw for the observed policy, as well as the current draws of the alternative policies. In each update, it is necessary to compute an estimate of the value function at the current Gibbs draw. This is done by averaging over value functions saved in previous Gibbs draws where the parameters are “close” to the current draw. We use a nearest neighbor approach to selecting close parameter draws.
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Another alternative is to use a kernel-weighted average of past value functions, where the kernel weights measure the closeness of the current draw to past draws. Norets (2009) discusses advantages and disadvantages of each approach. At step g of the Gibbs sampler, we will have N (g) saved draws on θ i for every household, N (g) saved draws on ψ, as well as N (g) × N A saved alternative policy draws. This means that for every household we have N (g) × (N A + 1) total saved draws on policies, ψ, as well as a value function estimate at each of those draws. Denote the draw on θ i from iteration k as θ ki , k = g − N (g), ..., g − 1, the observed ˜i,k . Denote the vector composed of policy draw as ψ k , and the alternative draw as ψ θ i and ψ as Γi = (θ i , ψ), and index each possible value of Γi as follows



Γi,l =



 



g−l/(N A +1)



(θ i



, ψ g−l/(N



 (θ g−bl/(N A +1)c , ψ ˜g−bl/(N i



A +1)c,



A +1)



)



mod (l,N A +1)



if )



mod (l, N A + 1) = 0 otherwise



where l = 1, ..., N (g)(N A + 1) and b·c represents the floor function that returns the largest integer that is less than or equal to its argument. Thus for l = 1, ..., N A , Γi,l will be composed of the previous draw on θ i , θ g−1 , and the previous alternative draws i g−1,1



˜ {ψ



A



˜g−1,N }. At l = N A + 1, it will be (θ g−1 , ψ g−1 ). For the next N A + 1 , ..., ψ i



values of l, this pattern will repeat except we will be using iteration g − 2’s draws, and so on. For each i and l we will have an associated saved value function, Vi,l (ι, p). We will have a saved value function for each value of ι, since ι is discrete, but not for p, since p is continuous. Instead what we do is draw a set of Np prices in each iteration from N ,g−1



p an importance distribution h(·). This means we have a set of {pg,s }s=1,g=g−N (g) saved



prices. Suppose now that we need an estimate of the expected value function at some parameter-policy pair Γ, a price p, and an inventory ι. We do this in two steps. First, ˜ of them as follows, indexing we find the closest Γi,l ’s to Γ. We will find m = 1, ..., N them as ˜lm
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˜l1 = ˜l2 =



{kΓi − Γi,l k}



min



l∈{1,...,N (g)(N A +1)}



min



l∈{1,...,N (g)(N A +1)}/˜ l1



{kΓ − Γi,l k}



.. . ˜lN˜



=



{kΓ − Γi,l k},



min



l∈{1,...,N (g)(N A +1)}/{˜ l1 ,...,˜ lN˜ −1 }



where the kk function indicates the Euclidean norm and / indicates set subtraction. Our estimated value function will average over the ˜lm ’s, as well as the saved pg,s ’s at each Gibbs iteration associated with ˜lm , which we will call g(˜lm ). Note that we need to average over the saved pg,s ’s, because when we compute the expected value function at a current price p, we must integrate over the distribution of possible prices tomorrow. To average over the saved pg,s ’s, we use importance sampling. We compute the probability that pg,s occurs tomorrow given today’s price p using the transition ˜ if we are computing the value function at an alternative density at the current ψ (or ψ policy), P (pg,s |p, ψ), and use P (pg,s |p, ψ)/h(pg,s ) as the importance weight. The estimated expected value function for household i is then ˜ N 1 X ˆ EV i (ι, p; Γ) = ˜ N m=1



5.5



PNp



s=1 Vi,˜ lm







ι, pg(˜lm ),s



g(˜ lm ),s |p,ψ) h(pg(˜lm ),s )



 P (p



P (pg(˜lm ),s |p,ψ) s=1 h(pg(˜lm ),s )



PNp



.



Updating the Value Function



The last step of the algorithm is to update the value function Vi,l (ι, pg,s ) for each household i, at every ι and pg,s combination. Note that every iteration, we only perform a single value function update, as outlined in IJC. Over the course of running the Gibbs sampler the value function will converge. Updating the value function is relatively straightforward. At the end of iteration g, we will have a new parameter g ˜g,i vector θ gi for household  i, as well as a draw on ψ andAsome  alternative policies ψ . ˆ i (ι, pg,s ; Γ) ˜g,1 ), ..., (θ g , ψ ˜g,N ) we compute EV First, given some Γ ∈ (θ gi , ψ g ), (θ gi , ψ i



for all possible ι values. Then, we compute optimal consumption at all possible x choices, which we will denote c∗ (xq ). Net of the error term, utility at this point will
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be



νˆ(xq ) =



J X



ˆ i (ι0 , pg,s ; Γ)−CC1{ γij u(c∗ ; βi )−sc0 I−sc1 I 2 +δ EV



j=1



J X j=1



xqj > 0}−αi



J X



xqj pj,g,s ,



j=1



where ι0 denotes period t + 1 inventory. The updated value function will then be 







Nu (Nu −1)/2



Vi,l (ι, pg,s ) = log 



X



exp(ˆ ν (xq )) .



q=1



6



Artificial Data Experiment



This section presents a simplified version of the model of demand and supply above that is simple enough to solve and estimate quickly. We simplify the consumer side by assuming that inventory holding costs are zero. On the supply side, we assume that the firm randomizes between two prices, pH and pL , where the values of pH and pL are given beforehand.11 Conditional on the price pt−1 , the firm chooses the probability it will offer a sale in the current period. We denote these probabilities as π H , and π L where the superscripts indicate the last period’s price. The characterization of the firm’s optimization problem is straightforward. Recall that we assume that the firm does not know the distribution of inventories in period t, and only knows average demand as a function of last period’s price. Denoting the policy vector as π = (π L , π H ), we note that since the firm’s policy is Markov and since consumer optimal policies are Markov, any policy choice by the firm should give rise to a stationary distribution of inventories, which we denote as



(π0ι , π1ι , ..., πιι ). Given this stationary distribution and a maximum inventory level ι, we can write the probability of a consumer holding an inventory level ι given period t − 1 price as 11



Note that we can make our strategies arbitrarily complex by including more prices for the firm to choose



from.
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P rob(ι|pt−1 , π) =



ι X



πkι P rob(ι = k + x + c|pt−1 , π).



k=0



It then follows that the demand faced by the firm in period t is



D(p|pt−1 , π) =



ι X



P rob(k|pt−1 , π)



X



xP rob(x|k, p, π).



x



k=0



The firm’s Bellman equation can then be written as



V (pt−1 ) = max {πpt−1 (D(pL |pt−1 , πpt−1 )(pL − c) + δV (pL )) πpt−1



+(1 − πpt−1 )(D(pH |pt−1 , πpt−1 )(pH − c) + δV (pH ))}. We solve the firm and the consumer’s problem using value function iteration. The consumer’s problem is simple enough that it converges very quickly, so it can be nested inside the firm’s optimization problem. We assume that consumers know the policy π; since there are only finitely many prices and inventory values, the consumer’s state space is relatively small. Once we have the consumer’s value functions, we calculate the transition probabilities for inventories at the candidate π. This transition matrix can then be used to compute the stationary distribution of inventories, and that is used to compute firm demand. For a given iteration of the firm’s value function, we solve for the optimal policy at each state space point using a a one dimensional optimizer that combines a golden section search with successive parabolic interpolations.12 With the optimal policy for the firm and consumer value functions in hand, we can simulate a data set to test out the estimation method. For parameter values, we set γ = 1, β = −0.25, α = 0.025 pH = 65, pL = 51, and the marginal cost c = 50.13 The firm’s optimal policy is piL = 6.6e − 5, and π H = 0.42. This policy makes intuitive sense: if the firm offered a product on promotion last period, it offers a promotion again with a probability close to zero. This corresponds to what we observe in reality, where promotions for storable goods tend to be short-lived. If the product was not on sale, 12 13



The routine is the C function ”uniroot” which is available on Netlib. For simplicity we have assumed no unobserved heterogeneity, adding it will increase estimation time,



but not to an unreasonable level.
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then the firm offers a promotion with probability 0.42. We choose N = 250 individuals and T = 100 time periods for the size of the data. Estimation proceeds as we outlined in the previous sections. We take draws on the consumer parameters using random walk Metropolis-Hastings, where we scale the variance according to the inverse information matrix at the MLE.14 We run the Gibbs sample for 25,000 iterations, removing the first 1,000 for burn in. Table 3 shows the results of the artificial data experiment. We are able to recover the demand parameters accurately; the variance of the costs is higher although the true values are within a standard deviation of the estimates (note: we may need more state variables/moments to pin this down better).
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Model Estimates



In this preliminary version we estimate the model with no random coefficients. We assume that β, the curvature parameter, is the same for both products. Due to the complexity of solving the model, we randomly select 599 households from the data. The Gibbs sampler is run for 10,000 iterations, where the first 1,000 draws are removed to reduce dependence on the starting values. To reduce autocorrelation across draws, we save every tenth draw. We save 30 previous value function draws, choosing the 3 closest previous value function draws. We draw 20 new prices every iteration. 30 randomly drawn state space points are used for the forward simulation. Estimates of the utility parameters and marginal costs are shown in Table 4. The first column of the table shows the average of the saved draws for the parameter means, while the second column shows the posterior standard deviation. The third column shows the average variance estimate for parameters that are allowed to be heterogeneous across the population, while the fourth shows the posterior standard deviation.15 The average taste for Starkist is slightly lower than Chicken of the Sea, 14



In reality this will be unknown as finding the MLE will be too difficult. One could approximate the



MLE with a solution to a simpler problem, or use a diagonal matrix as we suggest in the estimates section. 15 Most of the parameters are exponentiated and the underlying parameters are normal - the only exception is the carrying cost. For parameters that are fixed across the population, we report the mean and standard deviation of the exponential of the parameter. For the price parameter that varies across the population, I
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which is consistent with the slightly lower market share of Starkist. The curvature estimate of -0.61 implies that, absent forward-looking behavior, a consumer would use 0 to 1 cans of tuna per week. The linear part of inventory cost is precisely estimated, but the quadratic part is not. Overall they suggest that the holding costs are significant - the cost of holding a single can of tuna is about 24 cents per week, while the cost of 2 cans is about $0.60. The carrying costs are also significant at about $2.00. The price coefficient indicates that consumers are reasonably price sensitive, as prices are measured in cents. The last two rows of the table show the estimated manufacturer marginal costs for the two brands (which include retailer markups). The estimated costs suggest that the markup for Starkist is roughly 33% and for Chicken of the Sea it is about 41%. Tables 5 and 7 show the estimated posterior means and standard deviations for the price process parameters. The first two sections of Table 5 show the estimates of the probit model that determines the probability a product goes on sale conditional on it being on sale in the previous period. Conditional on being on sale, a product is very likely to be on sale the next period; if it is not on sale, though, the product is unlikely to go on sale. This can be seen in the predicted sale probabilities in Table 6, which shows summary statistics of the predicted probability of a sale for sale or nonsale observations in the store level data.16 If Starkist is on sale, the likelihood it stays on sale the next period is 0.7; if it is not, then the likelihood it will go on sale is only 0.1. We observe similar probabilities in the data. Chicken of the Sea looks similar. Note that because the estimates of lagged price on the sale probability are positive, the probability a sale continues decreases the lower was the sale price, which is intuitive. A price somewhat below the median might be expected to continue for while; a price that is significantly lower is likely to be short promotion. This type of time-series variation in prices will help to drive stockpiling behavior: when consumers observe a very good price, they will know it is likely to be short-lived and will stockpile report the mean and variance of the associated lognormal. If in some Gibbs draw we have a draw on the distribution of ln(αi ) that has mean α and variance σα2 , we report the mean of αi as exp(α + 0.5σα2 ) and the variance as (exp(σα2 ) − 1) exp(2α + σα2 ). 16 The predicted probabilities are computed for each observation at the mean of the posterior estimates.
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in response to it.



8



Discussion



In this paper we estimate demand parameters and cost parameters in a market where both firms and consumers are forward-looking, using a novel technique that nests the two-step method of Bajari, Benkard, and Levin (2007) with the Bayesian technique of Imai, Jain, and Ching (2009). This technique makes estimation of dynamic games with forward-looking consumers tractable and allows for the possibility of multiple equilibria. In this preliminary version of the paper, we assume that all the state variables that the firm observes are observable to the econometrician, but it should be straightforward to include variables that are unobserved, such as measure of consumer inventory, in the policy functions. We are working on expanding the model to include these types of variables. The technique proposed in this paper should be applicable to other industries where consumer dynamics and firm dynamics are important, such as markets with consumer learning or network effects.
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Table 1: Summary of Data Starkist



Chicken of the Sea



Market Shares



48.2 %



51.8 %



Average Prices



$ 0.63



$ 0.61



Std Dev of Prices



$ 0.9



$ 0.11



Table 2: Test for Inventory Behavior: Household Level Regression of Quantity on Inventory Regressor



Estimate



Std Err



Inventory



-2.60



0.119



Price



-0.985



0.046



Sale



6.48



0.525



Price*Sale



-0.583



0.053



Display



0.113



0.134



Feature



0.141



0.115



Regression includes household, store, and brand fixed effects.
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Table 3: Results for Artificial Data Experiment Param



Post Mean



Post SD



Truth



γ



0.96



0.09



1



β



-0.26



0.06



-0.25



α



0.024



0.0004



0.025



cost (lb)



43.6



15.2



50



cost (ub)



44.16



15.5



50



Table 4: Estimates of Utility Coefficients and Costs Parameter



Post. Mean



Post SD



SK Taste (γ)



0.068



(0)



COS Taste (γ)



0.108



(0.001)



Curvature (β)



-0.608



(0.099)



Inv Cost Linear



-0.188



(0.087)



Inv Cost Quadratic



-0.063



(0.042)



Price (αi )



0.014



(0)



Carrying Cost



-2.044



(0.036)



SK Cost



42.119



(7.974)



COS Cost



35.919



(8.993)
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Table 5: Estimates of Price Process:Probit of Transition Probabilities Starkist Coefficient



COS



Est



Std Err



Est



Std Err



Intercept



-0.197



(0.316)



0.111



(0.296)



Own Price



0.025



(0.016)



0.008



(0.014)



Comp Price



-0.012



(0.011)



-0.003



(0.01)



Comp Sale



0.033



(0.318)



-0.042



(0.314)



Comp Sale*(Comp Price)



0.009



(0.007)



0.016



(0.007)



Intercept



-0.129



(0.293)



-0.198



(0.286)



Own Price



-0.016



(0.01)



0.009



(0.009)



Comp Price



0.001



(0.01)



-0.023



(0.009)



Comp Sale



-0.03



(0.324)



-0.074



(0.302)



Comp Sale*(Comp Price)



-0.006



(0.007)



0.005



(0.007)



Intercept



0.377



(0.294)



0.565



(0.284)



Own Price



0.038



(0.012)



-0.017



(0.01)



Competitor Price



-0.023



(0.011)



0.026



(0.01)



Comp Sale



0.093



(0.318)



0.04



(0.329)



Comp Sale*Comp Price



0.002



(0.008)



0.001



(0.008)



Prob(sale|sale)



Prob(sale|nonsale)



Prob(pt = pt−1 |nonsale)
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Table 6: Predicted Transition Probabilities between Sale and Non-Sale Weeks Starkist: Prob(sale|sale) Min.



1st Qu.



Median



Mean



3rd Qu.



Max.



0.4549



0.6124



0.6265



0.7100



0.8581



0.8828



Starkist: Prob(sale|nonsale) Min.



1st Qu.



Median



Mean



3rd Qu.



Max.



0.04404



0.08743



0.09412



0.10862



0.13448



0.16117



COS: Prob(sale|sale) Min.



1st Qu.



Median



Mean



3rd Qu.



Max.



0.8134



0.8826



0.9025



0.8980



0.9097



0.9229



COS: Prob(sale|nonsale) Min.



1st Qu.



Median



Mean



3rd Qu.



Max.



0.03343



0.09867



0.13659



0.12668



0.15556



0.20242
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Table 7: Estimates of Price Process:Price Change Tobit Regressions Starkist Coefficient



COS



Est



Std Err



Est



Std Err



Intercept



0.142



(0.309)



0.142



(0.309)



ln(ownprice)



0.365



(0.235)



0.153



(0.319)



ln(compprice)



0.474



(0.228)



0.36



(0.231)



Comp Sale



-0.005



(0.318)



0.556



(0.226)



Comp Sale*ln(compprice)



0.042



(0.127)



-0.012



(0.303)



σ2



0.857



(0.173)



-0.043



(0.112)



Intercept



0.095



(0.311)



0.683



(0.11)



ln(ownprice)



0.452



(0.236)



0.12



(0.308)



ln(compprice)



0.457



(0.231)



0.453



(0.217)



Comp Sale



0.017



(0.309)



0.452



(0.213)



Comp Sale*ln(compprice)



0.053



(0.109)



0.01



(0.298)



σ2



0.394



(0.072)



0.037



(0.095)



Intercept



0.114



(0.32)



0.359



(0.067)



ln(ownprice)



0.434



(0.244)



0.121



(0.324)



ln(compprice)



0.452



(0.223)



0.393



(0.233)



0



(0.314)



0.542



(0.216)



Comp Sale*ln(compprice)



0.052



(0.116)



0.005



(0.315)



σ2



0.713



(0.122)



0.034



(0.116)



Intercept



0.14



(0.312)



0.54



(0.077)



ln(ownprice)



0.498



(0.224)



0.125



(0.323)



ln(compprice)



0.434



(0.202)



0.481



(0.229)



Comp Sale



0.022



(0.294)



0.462



(0.211)



Comp Sale*ln(compprice)



0.032



(0.084)



0.013



(0.31)



σ2



0.285



(0.059)



0.018



(0.084)



Nonsale-Nonsale



Nonsale-Sale



Sale-Nonsale



Comp Sale



Sale-Sale
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Figure 1: Prices and Quantities of Starkist for a Single Store
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Figure 2: Prices of Starkist and Chicken of the Sea for a Single Store
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