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Dynamic Estimation of Intermediate Fragment Size in a Distributed Database Query Parnika Bhat Student, Department of Computer Science & Engineering, Guru Nanak Dev University Amritsar, Punjab, India Dr. Rajinder Singh Virk Department of Computer Science & Engineering, Guru Nanak Dev University Amritsar, Punjab, India parnikabhat@yahoo. com , tovirk@yahoo. com Abstract - Distributed database is a collection of databases that are distributed over various nodes and are logically interconnected by a communication network. In distributed database system the objective of Query Optimization is to execute the query in minimum time. Sub Query Allocation Strategy is one of an important module of the distributed database query optimization process. In this process sub-queries are allocated to different nodes in a computer network. Query is divided into sub queries and then sub query allocation is performed optimally. Cost depends on the size of intermediate fragments, reallocation of fragments and communication speed in transferring fragments from one node to another. Query optimization can estimate the size of intermediate fragments in two ways: static and dynamic. In static case fixed or predetermined set of values are given as input file and in case of dynamic query optimization it’s the code that generate the size of intermediate fragments. In the proposed work an existing simulator DQO (Dynamic Query Optimizer) is used which stochastically optimize process of subquery allocation to different nodes of distributed database. In this work a new component is augmented that estimates the size of intermediate fragments dynamically. Oracle is used to simulate the distributed query and the results are used as fragment size for simulation purpose. The main objective is to trace a combination (string of chromosomes) of distributed site which leads us to minimum cost combination of sites over available combination (chromosomes). The design and implementation of the approach is done in MATLAB. Index Terms— Distributed Databases, Query Optimization, Fragmentation, Genetic Algorithms, Total Cost, Communication Cost



I.



INTRODUCTION



A database is an organized collection of data. This data is managed by special software known as Database Management System (DBMS). DBMS is responsible for querying, updating, defining the data. Distributed Database Systems have been developed to meet the increase in amount of data and distributed nature of organizations in distributed enterprises. A distributed database is a collection of databases that can be stored at different computer network sites. It is under the control of a central database management system (DBMS). In distributed databases query processing is of important concern. Data retrieval from different sites in a distributed database is called distributed query processing. Query processing is much more difficult in distributed environment than in centralized Parnika Bhat,IJRIT
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environment because a large number of parameters affect the performance of distributed queries, relations may be fragmented and/or replicated, and considering many sites to access, query response time may become very high. In distributed databases as databases are located at geographically different locations, so a simple query that needs to access databases from various locations can be decomposed into sub queries. Sequencing of those sub queries is an important issue in distributed databases. Sequencing of sub queries should be done in such a way that there is minimum operating cost for processing that query. That is there is need to optimize the query. So query optimization comes into picture. Query optimization is to determine the most efficient way to execute a given query by considering the possible query plans. A query plan is an ordered set of steps used to access data from database. Distributed Database Query Optimization deals with designing the data distribution (allocation and fragmentation); query Processing and analyzing the algorithms with a goal to achieve minimum total cost. The cost of a distributed execution strategy can be expressed with respect to either the total time or the response time. III. RELATED WORK



(Soheila Rahmani, Vahid Torkzaban, Abolfazl T.Haghighat, 2009) To address the problem of data allocation authors have combined clustering with genetic algorithm. Firstly they have created clusters based on communication cost between the sites, then they had performed genetic algorithm on these clusters to find the best situation to allocate the data. At first they have combined sites to form clusters and then allocating the fragments using genetic algorithm to the clusters and then allocate to their sites. By using this approach of grouping the sites and then using genetic algorithms, the performance of distributed databases had improved with minimum communication cost, data redundancy, and data transfer rate. (Shahidul Islam Khan and Dr. A. S. M. et al, 2010) In distributed database systems there are three processes by which data is distributed among various sites, these are: fragmentation, allocation, and replication. The reliability and performance of a database system can be improved by effective data processing. Fragmentation process requires empirical knowledge of type of queries submitted to the centralized system and their frequencies. For the initial stage of a database design this fragmentation process is not suitable. In this paper the author had proposed a horizontal fragmentation technique is capable of taking proper fragmentation decision at the initial stage by using the knowledge gathered during requirement analysis phase without the help of empirical data about query execution. It allocates the fragments properly among the sites of DDBMS. Fragments are allocated simultaneously in this technique. As fragmentation is done synchronously with allocation there are no added complexities for allocating fragments to different sites. Hence, by avoiding frequent remote access and high data transfer among the sites, DDBMS can be improved significantly. (Lisbeth Rodríguez and Xiaoou Li, 2011) To improve the response time of query in distributed database two processes are required, these are: Vertical and Horizontal partitioning of distributed database. In current database management system horizontal partitioning has received strong attention than vertical partitioning. Efficient vertical partitioning solution requires monitoring of user queries. In this paper authors had developed a system called DYVEP (DYnamic VErtical Partitioning) that dynamically partitions the distributed database into vertical Parnika Bhat,IJRIT
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fragments. Without any intervention from DBA it fragments and re-fragments a database. To demonstrate acceptable query response time, a Benchmark database TPC-H is used to carry out experiments. Vertical Partitioning algorithm is used by DYVEP to determine whether the vertical partitioning scheme (VPS) is better that the one in place. Results of experiments shows this system adaptively perform vertical partitioning within efficient query response time. In the future, the results can be extended to Multimedia database systems, to clearly observe the effect of proposed system.



(B.M. Monjurul Alom, Frans Henskens and Michael Hannaford, 2009) In query processing in distributed systems the main problem is determining the sequence and the sites for performing the set of operations if the query is subdivided into sub queries that require operations at geographically distributed databases, such that the operating cost for processing the query is minimized. For this authors had proposed a technique to process the query with minimum intersite data transfer. The proposed technique is used to determine which relations are to be partitioned into fragments, and where the fragments are to be sent for processing. The technique generally fragments the relations that exist in the predicates (the WHERE condition) of the query. It chooses more than one relation to remain fragmented which exploits parallelism, while replicating the other relations (excluding the fragmented relations) to the sites of the fragmented relations. Thus the communication costs and local processing costs can be reduced due to the reduced size of the fragmented relations and the response time of queries can be improved. IV. METHODOLOGY



Step 1 Initialize various characteristics of DDBMS like communication speed, I/O speed, CPU speed, fragment number, operation number, number of sites, fragment size, population size, and originating site. a) Communication speed (comm_spd), I/O speed (io_spd), cpu speed (cpu_spd) are given as Communication Coefficients, I/O Coefficients and CPU Coefficients, matrix to simulator. b) Operation number (oprn_no) is assumed 12 and base relation is assumed 4. c) Fragment no (fragment_no) is 16 based on fragment size that has been taken dynamically by taking four different tables of a same dataset. As it is not feasible to take values while simulating the genetic based optimization so values has been taken first by simulating distributed query and based upon the results the output fragment size has been taken for simulation purpose and then passed to this simulation. Table 1 has shown these values. An employee table has been used to simulate to get the desired requirements by dividing employee table into four parts. Different queries have been initiated in Oracle to get the results. Table 1 Fragment Size Query



Fragment Size



1



500 600 600 100 50 70 60 30 33 23 43 13 8 10 6



2



500 300 500 80 40 60 70 35 40 25 35 18 10 85



3



500 600 300 70 50 60 80 25 30 25 35 15 9 7 Parnika Bhat,IJRIT
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5 4



500 700 400 75 60 70 90 30 26 25 45 25 11 9 6



5



500 880 600 55 40 90 60 47 36 30 55 25 18 64



d) The selectivity factor of an operation is the proportion of tuples of an operand relation that participate in the result of that operation. The join selectivity factor denoted  of relations A and B is a real value between 0 and 1:  ,  = ⨝)/ ∗ ) [Ozsu, 2011] For example, if there are two relations say Emp₁ and Emp₂. Emp₁ has 100 values and Emp₂ has 200 values and Emp₁⨝Emp₂ = 50, then join selectivity factor will be 50/ (100*200) = 0.0025 0.0025 join selectivity factor indicates very small joined relation. Selection The cardinality of selection is %& ) ='  ∗  Projection The cardinality of projection is equal to the number of tuples only when, (∏* + =  d is an attribute, and the projection of a relation A is dependent on d. Cartesian product The cardinality of Cartesian product of A and B is  ×  =  ∗  Semijoin The selectivity factor in case of semijoin is given as -  ⋉*  = ∏* B ̸̸dom3A5 e) Originating site (originating_site) is from where the query is originated; here site 1 has been considered as originating site. During final operation when the final result is sent to query origin site the Communication cost is assumed to be 0. Also if the query is executed at local site even then communication cost and local processing cost is 0, as fragments are not transferred from node to other. Step 2 Define genetic requirements like population size, best chromosome, and best cost. a) Population size (popln_size) determines number of chromosomes to be generated in a population (in one generation). Population size is usually kept fixed. b) If small value of population size (popln_size) is taken say between 10 and 40 then the probability of reaching a quality solution is high. But if large value of population size (popln_size) is taken then computation time taken by the DQO to reach a good solution increases. Parnika Bhat,IJRIT
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c) Best chromosome is the string having minimum of these three costs and best cost is the minimum cost. Step 3 Repeat step 4 while population 


V. RESULTS AND ANALYSIS a) Results



Figure 1 INPUT OUTPUT Cost analysis of each chromosome



Figure 2 CPU Cost analysis of each chromosome
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Figure 3 Best selected chromosome



Figure 6.4 Cost analysis of each chromosome Table 2
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b) Performance Evaluation TABLE 2 shows the result of genetic based distributed database management system scheduling algorithm, out of almost every possible combination of chromosome the best combination is found within 60 turns. The best cost (final optimized cost) is found at turn 57 and 22 that is 7012. Total I/O cost is 3486, total cpu cost is 3466 and local_total that is sum of I/O and cpu cost is 6952. So, the best communication cost is found at combination 1 2 2 2 1 2 2 2 1 1 1.
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VI. CONCLUSIONS AND FUTURE SCOPE



Communication cost is one of the major concerns in distributed system. Previously research has been conducted in area of optimal allocation of data to appropriate sites to reduce communication cost and improve performance in distributed systems. This paper contributes by dynamically estimating the intermediate fragment size optimally, in a distributed network, based on the access patterns for fragments. DQO stimulator was used for optimal allocation of data fragments in a distributed environment, where this optimality depends on knowing communication cost in transferring data fragments from one site to the other. Fragment size has been taken dynamically by taking four different tables of a same dataset. These four tables can be called as redundant fragments of the actual database. I have used Oracle to simulate the distributed query and based upon the results of the query the output fragment size has been taken for simulation purpose. The main objective was to find a combination (string of chromosomes) of distributed site which leads us to minimum cost combination of sites over available combination (chromosomes). In this stochastic stimulator Genetic Algorithm method was used, as GA helps to reach optimal solutions much faster. In the future, the results of the proposed method can be extended to multimedia database system. As the multimedia database is dynamic systems, so the advantages of estimating the intermediate fragments dynamically would be understood much clearly. VII. REFERENCES
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