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Dynamic reallocation in teams of Unmanned Air Vehicles El´oi Teixeira Pereira∗ Portuguese Air Force Academy, Sintra, 2715-021, Portugal



Jo˜ao Borges de Sousa† Faculty of Engineering of University of Porto, Porto, 4200-465, Portugal



We discuss a problem of cooperative reallocation of vehicles for teams of Unmanned Air Vehicles (UAV) executing concurrent operations. The solution consists of a nominal planning problem and an execution control problem, which is implemented using stochastic dynamic programming (DP) framework. Both planning and execution control are developed in mixed-initiative environments. The plan for each team consists of a sequence of tasks to be executed in an adversary environment, where the vehicles face the risk of being destroyed. The goal of execution control is to balance the performance of the teams in order to better deal with risk.



Nomenclature V T Nv Nt X X A A Z N γ V k



Set of vehicles Set of teams Number of vehicles Number of teams State State set Action matrix Action set Allocations matrix Node-arc incident matrix Performance measure vector Value function Stage index



I.



Introduction



The problem of having several Unmanned Air Vehicles organized as teams and controlled by a single operator has been attracting attention from academia, military and industry. According to the United States Department of Defence (USDoD), one of the goals for the integration of UAVs into a common airspace is “to define appropriate conditions and requirements under which a single pilot would be allowed to control multiple airborne UA (Unmanned Aircraft) simultaneously”.1 Our goal is to provide a control framework to deal with the problem of allocation/re-allocation of heterogeneous vehicles (with different characteristics like fuel reserves, type of payload, weapons reserves...) among teams executing operations concurrently. The case study followed here is a Strike/Suppression of Enemy Air Defenses (SEAD) mission where teams of Unmanned Combat Air Vehicles (UCAVs) have to ∗ Lieutenant, † Teacher,
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perform tasks which consist of the suppression of Surface-to-Air Missile (SAM) sites. Each task is divided into stages according to the number of SAMs. More information about SEAD missions can be found in [2]. Our control framework supports mixed-initiative interactions, allowing the operator to have control over execution parameters so that he is able to constrain re-allocations, to increase or decrease the frequency of the re-allocations or even to force re-allocations to happen. This aspect has a crucial importance in combat operations because essential experience and military insight of these operators cannot be reflected in mathematical models, so the operators must approve or modify the plan and the execution.3 The problem is decomposed in two main parts: a nominal planning problem that gives the minimum number of vehicles needed at each stage in order to perform the remaining stages with a certain probability of success, and an execution control problem that balances the performance of teams by re-allocating vehicles among them. The planning procedure is inspired in the Model Predictive Control for military operations presented in [4] where predictive models describe the dynamics of assets degradation over time as a result of combat activities. The architecture for execution control is based in an hierarchical architecture presented in [3] and [5] as well as the main ideas concerning the decomposition of the problem. The execution of the system is modeled as a Markov Decision Process and the balancing controller is implemented using stochastic dynamic programming. This was based on [5] and [6] where a Markov decision problem with uncertain transition matrix is robustly solved with Dynamic Programming (DP) techniques. The theory regarding DP and optimal control was based on [7]. The research work presented here results from a collaboration between the Portuguese Air Force Academy and Porto University. This collaboration started in 2006 and concerns the development of a joint UAV program. In the last two years we have been developing, testing and operating UAVs with wingspans ranging from 2m to 6.5m. The technical characteristics of our UAV systems are presented in [8]. Currently, we are developing controllers for multi-vehicle coordination and control. The main contribution of this paper is the development of an algorithm to balance the performance of teams of heterogeneous UAVs under uncertainty. The remainder of this paper is organized as follows. In section II we discuss the problem statement and introduce the mathematical model. A method for the evaluation of the performance of teams is presented in section III. In section IV we present constraints to re-allocation problem and in section V the balancing algorithm is described. We finish with some simulations results in section VI and the main conclusions in section VII.



II.



Problem statement



Consider the problem depicted in figure 1 where the set of vehicles V = {v1 , v2 , ..., vNv } is initially available for allocation to the set of teams T = {t1 , t2 , ..., tNt }. Each team Ti is committed to execute a task with a total of Mi SAMs to suppress in a given sequence. The tasks are organized in stages (K = {1, 2, ..., N = maxi (Mi ) + 1}), which are to be executed sequentially in an adversarial environment where vehicles may be brought down as a consequence of the actions of the adversary. After an initial allocation of vehicles to teams, it is possible that execution may not go as planned. Some teams may lack vehicles to execute the task as planned, while others may have vehicles in excess. This is because execution may not go as planned: vehicles may be destroyed in the process of moving between two teams (due to “pop-up” threats). If the performance of each team is measured by the deviation from the number of vehicles required to execute the task successfully, then we may consider transferring vehicles among teams at the end of each stage (except the stage N ) for the purpose of balancing execution performance. There is a cost associated to each transition. This may be related to distance, fuel or risk. The cost structure is highly dependant on the geography of the problem. We define the allocation of vehicles to teams at stage k as a matrix Zk : T × V → {0, 1} where: ( 1, iff vehicle vj is in team ti ; (II.1) Zk (i, j) = 0, otherwise. In order to re-allocate vehicles to teams we define the transition-vehicle matrix Ak : Tr × V → {0, 1} where Tr = {tr = (ti , tj ) : ∀i, j ∈ T, i 6= j} is the set of all possible transitions among teams and: ( 1, iff vehicle vj transits from a team to another team using transition tri ; Ak (i, j) = (II.2) 0, otherwise. 2 of 9 American Institute of Aeronautics and Astronautics
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Figure 1. Multi-stage resource allocation.



The matrix Ak has zero entries to model forbidden transitions. The non-zero terms are the decision variables for any problem regarding the exchange of vehicles. To guarantee that each vehicle is allocated to at most one transition we introduce the conservation constraint: ATk · 1 ≤ 1 where 1 denotes the vector of ones. Lets introduce three additional matrices: ( 1, if team i is the source team of the transition j; Nsk (i, j) = 0, otherwise. Ndk (i, j) =



(



1, if team i is the destination team of the transition j; 0, otherwise. Nk = Nsk − Ndk



(II.3)



(II.4)



(II.5) (II.6)



where Nsk maps the source teams to each transition, the matrix Ndk maps the destination teams to each transition and finally matrix Nk maps both source and destinations teams to each transition. The matrix Nk is usually known in the network flow literature as the node-arc incidence matrix 9. The allocation matrix after re-allocation at stage k is : Zk′ = Zk − Nk · Ak



(II.7)



The elimination of vehicles at the end of stage k is modeled by subtracting the eliminated vehicles from the allocation at stage k. The resulting allocation matrix at stage k + 1 is: Zk+1 = Zk′ − Wk



(II.8)



where Wk : T × V → {0, 1} and Wk (i, j) =



III. A.



(



1, iff vehicle vj of team ti was shot; 0, otherwise.



(II.9)



Measuring team performance



Nominal plan



Assume that we are given the set of tasks for the set of vehicles V . Each task is a sequence of SAMs. Each UAV incurs the risk of being destroyed when attacking a SAM site.
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We define the nominal plan for each team as the desired number of vehicles for each team at each stage k. To calculate this plan we will use the following probability functiona : ! uk uk −i  X u (M−k+1)·i (III.1) 1 − ps(M−k+1) ps Jk = Prob(uM+1 ≥ 1 | uk ) = i i=1 where n k



!



=



n! , k!(n − k)!



(III.2)



where Jk (u) is the probability of at least one of the uk UAVs reaching stage M + 1 (task completion) and ps is the probability of survival of one UAV when engaging a SAMb . In figure 2 we present an illustration of the probability success evaluated at each stage. Now it is easy to calculate the nominal plan. First we fix J1 = Prob(uM +1 ≥ 1 | u1 ))



Jk = Prob(uM +1 ≥ 1 | uk ) JM = Prob(uM +1 ≥ 1 | uM )



... ...
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SAM M uM +1 vehicles



Stage M



...



Stage M+1



Figure 2. Illustration of the probability success evaluated at each stage.



the probability of success for the task to be completed. Second, we find the minimum number of vehicles at each stage (u∗k ) that satisfy the required probabilities. Thus, u∗k subject to



=



arg min Jk (u)



(III.3)



u



Jk (u) ≥ Pf



where Pf is the required probability of success of the task. Let us take an example. Suppose that the task of the team is composed by 5 SAMs and that we want that at least one UAV to reach the end of the task with a probability of 95% (the probability of survival is ps = 0.9). The table 1 shows the optimal number of vehicles per stage (u∗k ) and the optimal probability Jk∗ = Jk (u∗k ) before each SAM k. The plan will allow us to compare the performance of teams at the k: u∗k Jk∗



1 4 0.9719 > 0.95



2 3 0.9593 > 0.95



3 3 0.9801 > 0.95



4 2 0.9639 > 0.95



5 2 0.9900 > 0.95



6 1 0.95



Table 1. Plan for a team to suppress 5 SAMs with ps = 0.9, Pf = 0.95.



end of each state. For a team with less targets than the number of stages the plan will be zero for all k>M ni . The nominal o plan for all teams at all stages is saved in the matrix P : K × T → N0 where the row ∗ pk = uk,i , ∀i ∈ T is the plan for all teams at stage k. B.



Measure of performance



We define the teams performance as the deviation within the number of vehicles that we expected for a team and the number of vehicles that the team actually have. This is measured, at each stage and for all teams, with the performance vector γk : N × N → Z where: γk = Zk′ · 1 − pTk . a We



drop here the teams index in variables to simplify the notation. to preserve the simplicity of III.1 we assume here that ps is equal for all SAMs.



b Just
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(III.4)



The components of γk are the performance of all teams at stage k, Zk′ · 1 is a vector with the number of vehicles of each team at stage k and pk is the k row of the plan matrix P and stands for the number of vehicles initially planned for each team at stage k. The level of performance induces a partition of the teams: i) suppliers Ts = {t ∈ T : ∀t ∈ T, γk (t) > 0}; ii) demanders Td = {t ∈ T : ∀t ∈ T, γk (t) < 0}; and iii) neutral Td = {t ∈ T : ∀t ∈ T, γk (t) = 0}. Regarding this partition it is obvious that T = Ts ∪ Td ∪ Tn and Ts ∩ Td ∩ Tn = ∅.



IV.



Re-allocation constraints



The matrix based formalism presented above makes it simple to model re-allocation constraints. We discuss this next. A.



Vehicle attributes



The attributes (eg. type of vehicle) and the state of each vehicle (eg. available fuel) may introduce constraints to the re-allocation process. Consider, for example, the model of fuel constraints at stage k: ATk · cf k ≤ frk



(IV.1)



where cf k : Tr → R+ is the fuel cost associated to the transition and frk : V → R+ is the fuel reserve for each vehicle. The fuel cost is calculated as follows:







 



(IV.2) cf k (tr = (ti , tj )) = fc · kpos(ti ) − pos(tj )k2 + pos(tj ) − PSAMj,Mj 2



2



where pos : T → R maps teams to their average 2D position, PSAMj,Mj is the 2D position of the last SAM in the task of team tj , fc is the rate of fuel consumption per unit of distance and k·k2 is the Euclidean norm. This constraint requires a vehicle to have fuel enough to perform the re-allocation in addition to reaching the end of the task of the destination team. B.



Suppliers and demanders



The operator may want to constrain re-allocations among Ts , Td and Tn . This is done with the help of two constraints defined below. First, we need additional notation. The vector III.4 can be rearranged as the summation of the two following vectors: γk γks γkd



= γks + γkd ( γk (i), = 0, ( γk (i), = 0,



(IV.3) if γk (i) > 0, ∀i ∈ T ; otherwise.



(IV.4)



if γk (i) < 0, ∀i ∈ T ; otherwise.



(IV.5)



where γks and γkd give, respectively, the number of vehicles that the suppliers can deliver and the number of vehicles that the demanders want to receive. Consider the following constraints: Nsk · Ak · 1 ≤ γks + bsk ; Ndk · Ak · 1 ≤



−γkd



+



bdk .



(IV.6) (IV.7)



where bsk : T → Z and bdk : T → Z give to the operator the ability of relaxing or stiffen the constraints. If the element bsk (t ∈ Ts ) > 0 then the team t is allowed to deliver more vehicles than what it was supposed to (if bsk (t ∈ Ts ) < 0 then we are constraining even more the number of vehicles to deliver). With bdk we can do the same thing with the number of vehicles that a demander team can receive. With this two vectors we can actually turn a neutral team into a demander or into a supplier. In conclusion, it gives the possibility to the operator to increase or decrease the flexibility of the performance-balancing system.
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C.



Operator constraints



The operator is allowed to prevent some vehicles to enter the re-allocation process by choosing the vector bv in the following constraint: ATk · 1 ≤ bv , (IV.8) where bv : V → {0, 1} is a vector with bv (i) = 1 if vehicle vi can be re-allocated and bv (i) = 0 if not.



V.



Performance balancing under uncertainty



The problem of balancing the performance of the teams is formulated and solved in the framework of stochastic DP. We model the system as a finite horizon Markov Decision Process (MDP). Our performance balancing problem can be viewed as one of minimizing the following expected cost at the first stage: ! N −1 X Vπ (X1 ) = E ck (Xk , µ(Xk ), ωk ) + cN (XN ) (V.1) ωk ∈Ωk



k=1



where Xk ∈ Xk is the state at stage k (the state may include in addition to the allocation matrix, the fuel reserves, available weapons, etc.), µk : Xk → Ak is a function that maps the state into an control action and is such that µk (Xk ) ∈ Ak (Xk ), where Ak (Xk ) is the constrained set of actions at stage k for state Xk (resulting from the constraints presented in section IV), π = {µ1 , µ2 , ..., µN −1 } is a control policy for the problem, ck : Xk × Ak → R+ is the cost at stage k, cN : XN → R+ is the cost at the final stage k = N , ωk ∈ Ωk is the uncertainty at stage k (destruction of vehicles due to SAMs and pop-up threats). The optimum value function will be: V ∗ (X1 ) = min Vπ (X1 ). (V.2) π



The dynamic of the system is given by the state update function Fk : Xk × Ak × Ωk → Xk+1 : Xk+1 = Fk (Xk , Ak , ωk )



(V.3)



This function will reduce to II.8 in the simplest case where the state is just Z. A.



Bellman recursion (stochastic dynamic programming)



We can solve the problem V.1 using the Bellman recursion (also known as Dynamic Programming (DP)). First we introduce the optimum value function at each stage: ! n X ∗ Pk (Xi |Xk , µk ) · Vk+1 (Xi ) , Xk ∈ Xk (V.4) Vk∗ (Xk ) = min ck (Xk , µk , ωk ) + µk



i=1



where n = |Xk | and Pk : Xk × Xk+1 × Ak → R is the transition probability function (or transition probability matrix), where Pk (Xk+1 |Xk , µk ) gives the probability that executing action µk in state Xk will lead to state Xk+1 . Lets consider for now that the transition matrices are already known. In the Bellman recursion we start evaluating the value function at stage N and then go backwards until first stage is reached, saving the optimum control action and optimum value function for each state at each stage. The closed-loop system is presented in figure 3 B.



Cost function



The cost function is composed of three terms (we drop here the index k to simplify the notation): c = λγ · cγ + λl · cl + λt ct



(V.5)



where cγ is the cost of deviations from the plan (unbalance), ct is the transition cost and cl is the cost due to the loss of vehicles (λγ , λt and λl are positive constants). In a first approach we define cγ as: cγ = γ ′T · γ′,
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(V.6)



ωk



Ak = µk (Xk )



System



Xk+1



Xk+1 = Fk (Xk , Ak , ωk )



µk



Figure 3. Closed-loop loadbalancing system.



where γ ′ is the performance measure vector after re-allocation and can be calculated as: γ ′ = γ − A · N · 1,



(V.7)



We choose a quadratic cost function instead of a linear one due to the fact that we want to prioritize reallocations among teams with the highest deviations from the plan. In this way we are minimizing not only the mean, but also the maximum deviation of the performance measure. Using cγ defined as in equation V.7 can conduce to some misleading solutions. Lets take the following example with three teams and 6 vehicles. Assume that for a certain stage we have the plan p = [2 1 1] and the number of vehicles per team is (Z · 1)T = [1 2 3]. This will give us the performance measure vector γ T = [−1 1 2]. If no re-allocations are done, the cost using equation V.7 will be cγ = 6. Consider now the case that the third team have lost a vehicle. The performance measure vector will now be γ T = [−1 1 1] and the corresponding cost is cγ = 3. In fact loosing a vehicle in this situation led to an apparently more balanced situation but this is not the desired behavior. In order to penalize those situations that we redefine cγ as: ( γ ′T · γ′, if 1T · Z · 1 = Nv ; γ  ′T (V.8) c = γ max γ · γ′, maxx∈Xv c (x) , if 1T · Z · 1 = Nv . where Xv is the set of all states where the number of vehicles equals the initial number of vehicles Nv . The meaning of V.8 is that if a state have less vehicles than initial number of vehicles Nv , then cγ will be the maximum value within γ ′T γ′ and the maximum cγ of all states that didn’t lose any vehicle. This will conduce to a more equity cost but we can even penalize more those states with less vehicles adding the cost cl : cl = Nv − 1T · Z · 1. (V.9)



where Z · 1 · 1 gives the number of vehicles in allocation matrix Z. Finally we add a term due to transitions, ct : ctk = C T · Ak · 1



(V.10)



where C : Tr → R+ is the vector of transitions cost (eg. distance among teams, fuel consumption, etc.).



VI.



Simulations results



We present an illustrating example with 3 teams tasked to to strike 15 SAMs as depicted in Figure 4 where the probability of survival for a UCAV engaging a SAM is ps = 0.85. The plan specification requires at least 1 UCAV of each team to reach the end of task with probability Pf = 0.8. We didn’t consider any vehicle characteristics constraints in this example. We start with an unbalanced situation with the following allocation matrix:   1 1 1 1   (VI.1) Z = 0 0 0 0  0 0 0 0 Remember that the rows of VI.1 correspond to teams and the columns correspond to vehicles. Each stage starts with the reallocation (if they exists) and ends with the attack to the SAMs. In figure 4 we can see the 7 of 9 American Institute of Aeronautics and Astronautics



evolution of UCAVs: UCAVs are represented with a circle with their ID at the center, the circle with a cross means that the UCAV was shot down and the SAMs are depicted as a triangle surrounded by a circle that represents the their range). The task plans are represented as numbers depicted close to each SAM. The re-allocations are represented with a dotted line. In figures VI and VI we have the optimum value function P(2,3)=3
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Figure 4. Evolution of vehicles.



at each stage and the value of γ ′T γ ′ . The figure VI gives an idea of the level of unbalance in the performance 60
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Figure 5. Value function and γ ′T γ ′ at each stage.



of the teams The peaks in stage 2 and stage 3 of figure VI are due to the loss of vehicles in the correspondent stages (as it can be noticed in figure 4 by the vehicle lost at stage 2 by team 2 and the vehicle lost at stage 4 by team 3). At stage 3 we notice that the reallocation results in a reduction of γ ′T γ ′ . In figure VI we can see that the value function is decreasing with the number of stages. This is an expected behavior due to the fact that the value function minimizes a cumulative cost (equation V.4).



VII.



Conclusions and future work



An algorithm for balancing the performance of teams of vehicles executing operations concurrently in an adversarial environment was presented. The balance of performance is achieved by re-allocating vehicles to teams. The mathematical formalism allows multiple vehicle characteristics in the re-allocation algorithm and facilitates the intervention of a human operator. This permits the development of execution controllers in a mixed-initiative environment. A case study of a SEAD mission, where several UCAVs organized as teams have to suppress a set of SAMs, illustrates our developments. Future work will address the problem of having uncertainty in entries of the matrix of transition probabilities. This could be done as in [6], where a convex set of matrices is considered and the Bellman recursion is computed for the worst case scenario. We want to evaluate a different approach. The idea is to incorporate the presented algorithm in a feedback loop where the Bellman recursion is re-calculated when updates of the
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transition probabilities matrix are available. In the SEAD case study these updates could be provided by an Airborne Warning and Control System (AWACS). This could only be done if the algorithm is computationally efficient. We are also planning to test these algorithms in an Hardware in the Loop (HIL) simulation and in our experimental testbed.
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