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Abstract In this paper, we consider dynamic robust power allocation games in multiple-input-multiple-output (MIMO) systems under the imperfectness of the channel state information at the transmitters. Using robust pseudo-potential game approach we show the existence of robust solutions in both discrete and continuous action spaces under suitable conditions. Considering imperfectness in terms of payoff measurement at the transmitters, we propose a COmbined fully DIstributed Payoff and Strategy Reinforcement Learning (CODIPAS-RL) in which each transmitter learns its payoff function as well as the associated optimal covariance matrix strategies. Under the heterogeneous CODIPAS-RL, the transmitters can use different learning patterns (heterogeneous learning) and different learning rates. We provide sufficient conditions for almost sure convergence of the heterogeneous learning to ordinary differential equations. Extensions of the CODIPAS-RL to Itô’s stochastic differential equations are discussed.



1 Introduction Multiple-input-multiple-output (MIMO) links use antenna arrays at both ends of a link to transmit multiple streams in the same time and frequency channel. Signals ∗A
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transmitted and received by array elements at different physical locations are spatially separated by array processing algorithms. It is well-known that depending on the channel conditions and under specific assumptions, MIMO links can yield large gains in capacity of wireless systems [2, 3]. Multiple links, each with different transmitter-receiver pairs, are allowed to transmit in a given range possibly through multiple streams per link. Such a multi-access network with MIMO links is referred to as a MIMO interference system. Shannon rate maximization is an important signal-processing problem for powerconstrained multi-user systems. It involves solving the power allocation problem for mutually interfering transmitters operating across multiple frequencies. The classical approach to Shannon rate maximization has been finding globally optimal solutions based on waterfilling [2, 4, 5]. However, the major drawback of this approach is that these solutions require centralized control and knowledge of full information. These solutions are inherently unstable in a competitive multi-user scenario, since a gain in performance for one transmitter may result in a loss of performance for others. Instead, a distributed game-theoretic approach is desirable and is being increasingly considered only over the past decade. The seminal works on competitive Shannon rate maximization [6, 4, 7] use a game-theoretic approach to design a decentralized algorithm for dynamic power allocation. These works proposed a sequential iterative waterfilling algorithm for reaching the Nash equilibrium in a distributed manner. A Nash equilibrium of the rate-maximization game is a power allocation configuration such that given the power allocations of other transmitters, no transmitter can further increase the achieved information rate unilaterally. However, most of existing works on power allocation assume perfect channel state information (CSI). This is a very strong requirement and generally cannot be met by practical wireless systems (to be discussed!). The traditional game-theoretic solution for systems with imperfect information is the Bayesian game model which uses a probabilistic approach to model the uncertainty in the system. However, a Bayesian approach is often intractable and the results strongly depend on the nature of the probability distribution functions. Thus, a relaxation of the use of the initial probability distribution is needed. There are two classes of models frequently used to characterize imperfect channel state information: the stochastic and the deterministic models. One of the deterministic approach is the pessimistic or Maximin robust approach modeled by an extended game in which Nature chooses the channel states. The pessimistic model consists to see Nature as a player who minimizes over all the possible states (worst case for the transmitters). The pessimistic approach has been studied in [8, 9]. A similar approach of incomplete information finite games have been modelled 2



as a distribution-free robust game where the transmitters use a robust approach to bounded payoff uncertainty [10]. This robust game model also introduced a distribution-free equilibrium concept called the robust-optimization equilibrium. However, the results in [10] for the robust game model are limited to finite games, which needs to be adapted to continuous power allocation (when the action space is a continuous set). The authors in [11] proposed a robust-optimization equilibrium for Shannon rate maximization under bounded channel uncertainty. However, the discrete power allocation problem is not addressed in [11] and the conditions for the uniqueness given in [11, 12, 13] are too strong and may not be satisfied. Moreover their uniqueness conditions depend mainly on the choice of the norm of the correspondence operator and the best response correspondence can be dilatant and multiple equilibria may exist. At this point, it is important to mention that uniqueness of an equilibrium does not necessarily implies the convergence to this equilibrium (an example of non-convergence is given in Section 2). We expect that robust game theory [10] and robust optimization [14] are more appropriate to analyze the achievable equilibrium rates under imperfectness and time-varying channel states. Many works have been done under the following assumptions: (i) assumption of perfect channel state information at both transmitter and receiver sides of each link assumed; (ii) each receiver is also assumed to measure with no errors the covariance matrix of the noise plus multiple-user-interference generated by the other transmitters. However these assumptions may not be satisfied in many wireless scenarios. It is natural to ask if some of these assumptions can be relaxed without loosing expected performance. Motivations to consider imperfect channel state are the following: • The channel state information (CSI) is usually estimated at the receiver by using a training sequence, or semi-blind estimation methods. Obtaining channel state information at the transmitter requires either a feedback channel from the receiver to the transmitter, or exploiting the channel reciprocity such as in time division duplexing systems. • While it is a reasonable approximation to assume perfect channel state information at the receiver, usually channel state information at transmitter cannot be assumed perfect, due to many factors such as inaccurate channel 3



estimation, erroneous or outdated feedback, and time delays or frequency offsets between the reciprocal channels. • Therefore, the imperfectness of channel state from the transmitter-side has to be taken into consideration in any practical communication system. We address the following question: Given a MIMO interference dynamic environment, is there a way to achieve the expected equilibria without coordination and with minimal information and minimal memory? To answer to this question, we adopt learning and dynamical system approaches. We say that a learning scheme is fully distributed if the updating scheme of player needs only own-action and own-perceived-payoff called also target value, a numerical noisy (and possibly delayed) value. In particular, the transmitter j does not know the mathematical structure of his payoff function, nor its own channel state. The actions and payoffs of the other players are unknown too. Under such conditions the question becomes: Is there a fully distributed learning scheme to achieve an expected payoff and an equilibrium in MIMO interference dynamic environment? In the next sections we provide a partial answer to this question.



1.1 Overview: Robust approaches and Learning in MIMO Waterfilling MIMO Gaussian interference channel have been extensively in the literature (see [12, 7, 15, 16] and the references therein). A particular structure which is well-used is the parallel Gaussian interference channel which corresponds to the case of diagonal matrix transfer [4, 17]. In the continuous power allocation scenario, the existence of equilibria have been established (we recall this result in the preliminary section 2). A sufficiency condition for uniqueness based on strict contraction (Banach-Picard fixed-point theorem) can be found in [13]. Most of these works do not consider the robust approach which consider the uncertainty of the channel state. The diagonal case have been recently analyzed in [11] which show that the improvement of the spectrum efficiency of the network by adopting a maximin approach. However, a fully distributed learning algorithm is not proposed in their work. In contrast to [8, 11, 12, 17, 15, 13] in which the payoff is assumed to be perfectly measured and without time delays, in this paper, imperfectness and time delays in payoff measurement are considered. 4



Delayed evolutionary game dynamics have been studied in [18] but in continuous time. The authors in [18] showed that an evolutionarily stable strategy - ESS (which is robust to invasions by small fraction of users) can be unstable under time delays and they provided sufficient conditions of stability of delayed Aloha-like systems under replicator dynamics. However, the stability conditions in continuous time differ from the stability of discrete time models that are considered in this paper. This paper generalizes the work in [19, 20] for heterogeneous CODIPAS-RL in the parallel interference case and for zero-sum network security games.



1.2 Objective The objective of this paper is twofold. First, we present a Maximin robust game formulation for the rate-maximization game between non-cooperative transmitters and formulate best responses to interference under channel uncertainty. This approach is distribution-free in the sense that the interference considered by transmitters is the worse case over all the possible channel state distributions. Hence, the resulting payoff function is independent of the the channel state distributions. Our interest on studying the maximin robust power allocation scenarios stems from the fact that, in decentralized MIMO interference channel, the robust equilibrium does not use the perfect CSI assumption and it can increase the network spectral efficiency compared to Bayesian Nash equilibrium. The network spectral efficiency at maximin robust equilibrium can be higher than at Nash equilibrium due to users being more conservative about causing interference under uncertainty which encourages better partitioning of the transmit covariance matrix among the users. Then, an expected robust game without private channel state information to transmitter is considered. Existence of equilibria as well as combined payoff and strategy reinforcement learning (CODIPAS-RL, [21]) algorithms are provided. The second objective is heterogeneous learning under uncertain channel state and with delayed feedback. Our motivation for heterogeneous learning is the following: The rapid growth in the density of wireless access devices, accompanied by increasing heterogeneity in wireless technologies, requires adaptive allocation of resources. The traditional learning schemes use homogeneous behaviors and does not allow for a different behavior associated with the type of the users and the technologies. These shortcomings call for new ways to learning schemes, for example, the one by different speed of learning and/or the one by different learning patterns. The heterogeneity leads into a new class of evolutionary game dynamics with different behaviors [22, ?]. In this context, we use the generic term 5



dynamic robust game to refer a long-run game under uncertainty. We develop an heterogeneous fully distributed learning framework for the dynamic robust power allocation games. The idea of CODIPAS-RL goes back to Bellman (1957, [23]) for joint computation of optimal value and optimal strategies. The idea has been followed in [24] with less information requirement. Since then, different versions of CODIPAS-RLs has been studied. These are: • Bush-Mosteller based CODIPAS-RLs, • Boltzman-Gibbs based CODIPAS-RLs, • Imitative Boltzman-Gibbs based CODIPAS-RLs, • Multiplicative weighted Imitative CODIPAS-RLs, • Weakened fictitious play based CODIPAS-RLs, • Logit based payoff-learning, • Imitative Boltzmann-Gibbs based payoff-learning, • Multiplicative Weighted payoff-learning, • No-regret based CODIPAS-RLs, • Pairwise comparison based CODIPAS-RLs, • Projection based CODIPAS-RLs, • Excess-payoff based CODIPAS-RL • Risk-sensitive CODIPAS, • Cost-to-Learn CODIPAS etc Application of Boltzmann-Gibbs CODIPAS-RL can be been found in [25, 21]. Application of Imitation based CODIPAS-RL to hybrid selection problem has been developed [21]. Hybrid CODIPAS-RL have been developed in [26, 21]. Our CODIPAS-RL scheme considers imperfectness in the payoff measurement and time delays. The instantaneous payoff functions are not available. Each transmitter has only a numerical value of its delayed noisy payoff. Although transmitters observe only the delayed noisy payoffs of the specific action chosen on a 6



past time slot, the observed values depend on some specific dependency parameters determined by the other transmitters choices revealing implicit information on the system. The natural question is whether such a learning algorithm based on a minimal piece of information may be sufficient to induce coordination and make the system stabilize to an equilibrium. The answer to this question is positive for some classes of power allocation games under channel uncertainty.



1.3 Contribution Our main contributions can be summarized as follows: • We overview the existence and uniqueness (or non-uniqueness) of the pure and mixed Nash equilibrium for discrete and continuous power allocation with any number of transmitters and any number of receivers. This result is obtained by exploiting the fact that the games modeling both scenarios are in the class of multiple robust pseudo-potential games, an extension of the work by Monderer (2007, [27]) on q−potential games. We extend the results for static power allocation games into dynamic robust power allocation game context. • Learning schemes with minimum feedback are introduced such that transmitters can achieve the robust solutions. (i) In the continuous power allocation case, it turns out that, our algorithm improves considerably the classical iterative water-filling algorithm where the receiver uses successive interference cancelation and the decoding order is known by all transmitters. Also, our algorithm improves considerably the algorithms given in [5, 12] where the payoff function are assumed to be known perfectly by the transmitters and exact value of the gradient and its projection are known. These assumptions are relaxed in this paper. When the gradient vector is not observed/measured, an alternative scheme is proposed. Under additional assumptions, the strategy-learning is adapted to continuous dynamic power allocation game if only a numerical noisy and delayed value of own-payoff is observed at the transmitter.This extends the standard strategy-reinforcement learning in which the payoff learning is not considered. We expect that the imperfectness in the measurement of payoff functions are more appropriate in many scenarios and should be more exploited when modeling wireless 7



scenarios. In the continuous power allocation case, the classical gradient based method (plus projection if the constrained) can be used. If only a delayed estimated gradient of payoff is available the convergence is conditioned: the estimated gradients should be good enough and time delays small enough. An extension to the case where an estimated gradient is not available is also discussed. Then, we propose a combined delayed payoff and strategy learning. The CODIPAS-RL is extended to the case of delayed feedback and under uncertainty in order to capture more realistic wireless scenarios. (ii) In the discrete dynamic robust power allocation game, we examine the heterogeneous and delayed CODIPAS-RL with different timescales. Using Dulac’s criterion and Poincaré-Bendixson theorem (see [28]) for planar dynamical systems, we show that the heterogeneity in the learning schemes can help in the convergence in a generic setting. The result is directly applicable to two-transmitter MIMO systems with two actions or threetransmitters MIMO with symmetric constraints and noise. Numerical examples are illustrated with/out feedback delay in both homogeneous and heterogeneous learning for two-transmitter two/three receiver case.



1.4 Structure The rest of this paper is organized as follows. In the next section we present the signal model and introduce robust game theory and reinforcement learning. In Section 3, we overview static power allocation games in MIMO interference systems. After that we present dynamic power allocation games under channel uncertainty and heterogeneous learning framework in Section 4. Numerical examples are illustrated in Section 5. Section 6 concludes the paper.



2 Preliminaries In this section we introduce robust game theory, reinforcement learning and present the signal model. We first introduce some of the notations in table 1.



2.1 The model We consider J−link communication network which can be modeled by a MIMO Gaussian interference channel. Each link is associated with a transmitter-receiver 8



Table 1: Summary of Notations Symbol Qj sj ∈ Qj X j := ∆(Q j ) Q j,t x j,t u j,t uˆ j,t β˜ j,ε j (uˆ j,t ) (λ j,t , ν j,t ) 1l{.} l2 l1 es j



Meaning set of actions of transmitter j an element of Q j set of probability distributions over Q j action of transmitter j at time t strategy of transmitter j at t perceived payoff by j at t estimated payoff vector of j at t Boltzmann-Gibbs strategy of j learning rates of transmitter j at t indicator function space of sequences {λt }t≥0 , ∑t |λt |2 < +∞ space of sequences {λt }t≥0 , ∑t |λt | < +∞ unit vector with 1 at the position of s j , and zero otherwise.



pair. Each transmitter and receiver are equipped with nt and nr antennas, respectively. The sets of transmitters is denoted by J. The cardinality of J is J, The transmitter j transmits a complex signal vector s˜ j,t ∈ Cnt of dimension nt . Consequently, a complex baseband signal vector of dimension nr denoted by y˜ j,t is received at the The vector of received signals from j is defined by y˜ j,t = H j, j,t s˜ j,t +



∑ H j, j′,t s˜ j′,t + z j,t ,



j′ 6= j



where t is the time index, ∀ j ∈ J, H j, j′ ,t is the complex channel matrix of dimension nr × nt from the transmitter j to the receiver j′ , and the vector z j,t represents the noise observed at the receivers; it is a zero-mean circularly symmetric complex Gaussian noise vector with arbitrary non-singular covariance matrix R j . For all j ∈ J, the matrix H j, j,t is assumed to be non-zero. We denote by Ht = (H j, j′,t ) j, j′ . The vector of transmitted symbols  s˜ jt , ∀ j ∈ J is characterized in



terms of power by the covariance matrix Q j,t = E s˜ j,t s˜†j,t which is an Hermitian positive semi-definite matrix. Now, since transmitters are power-limited, we have that ∀ j ∈ J, ∀t ≥ 0, tr(Q j ) ≤ p j,max . (1) 9



We define a transmit power covariance matrix vector for transmitter j ∈ J as a matrix Q j ∈ M+ satisfying (1), where M+ denotes the Hermitian positive matrix. The payoff function of j is its mutual information I(s˜ j ; y˜ j )(H, Q1, . . . , Qn ). Under the above assumption, the maximum information rate [2] is   log det I + H †j j Γ−1 (Q )H Q − j j j j j



where Γ j (Q− j ) = R j + ∑ j′ 6= j H j j′ Q j′ H †j j′ is the multi-user interference plus noise observed at j and Q− j = (Qk )k6= j is the collection of users’ covariance matrices, except the j-th one. The robust individual optimization problem of player j is then j ∈ J, sup inf I(s˜ j ; y˜ j )(H, Q1, . . . , Qn ) Q j ∈Q j H



where Q j := {Q j ∈ Cnt ×nt | Q j ∈ M+ , tr(Q j,t ) ≤ p j,max }



2.2



One-shot game in strategic-form



The basic components of a strategic game with complete information are the set of players (J = {1, ..., J}, J being the number of players), the action spaces (Q1 , ..., QJ ), the preference structure represented by the payoff (cost, utility, reward, benefit etc) functions (U1 , ...,Un); in this paper both discrete action spaces and continuous action spaces are considered. This paper covers scenarios where players are users/mobile devices/transmitters who are able to choose their actions by themselves. The action is typically a covariance matrix. The payoff function is the maximum transmission rate. If the game is played once, the game is called a one-shot game and its strategic form (or normal form) is represented by a collection: G¯ = J, {Q j } j∈J , {U j } j∈J . In the case of discrete action space (a set of fixed covariance matrices from the set Q j ), when player j ∈ J chooses an action s j ∈ Q j according to a probability distribution x j = (x j (s j ))s j ∈Q j over Q j the choice of x j is called a mixed strategy of the one-shot game. When x j is on a vertex of the simplex X j = ∆(Q j ) the mixed strategy boils down to a pure strategy i.e., the deterministic choice of an action. Since there are random variables H j, j′ which determine state of the game, we add a state space H and the payoff function will be defined on product space: 10



H × ∏ j X j . We denote by G(H) the normal-form game  {H}, J, {Q j } j∈J , {U j (H, .)} j∈J .



The mixed extension payoff function will be defined on ∏ j X j i.e u j (H, x1, . . ., xJ ) = Ex1 ,...,xJ U j (H, Q1, . . . , QJ ). Then, an action profile (Q∗1 , . . . , Q∗J ) ∈ ∏ j∈J Q j is a (pure) Nash equilibrium of one-shot game G(H) if ∀ j ∈ J, U j (H, Q j , Q∗− j ) ≤ U j (H, Q∗j , Q∗− j ), ∀ Q j ∈ Q j .



(2)



Here we have identified the set of mappings from {H} to Q j with the stateindependent action space. At this point, the knowledge of H may be required to compute the payoff function. We do not assume that in our analysis. A strategy profile (x∗1 , . . . , x∗J ) ∈ ∏ j∈J X j is a (mixed) Nash equilibrium of oneshot game G(H) if ∀ j ∈ J, u j (H, x j , x∗− j ) ≤ u j (H, x∗j , x∗− j ), ∀ x j ∈ X j .



(3)



Following [16, 7] we have that: Given H, a Nash equilibrium of the G(H) is given by the MIMO waterfilling solution described as follows: † • The term H †j j Γ−1 j (Q− j )H j j is written as E j (Q− j )D j (Q− j )E j (Q− j ) by eigendecomposition where E j (Q− j ) ∈ Cnt ×nt is a unitary matrix containing the eigenvectors and D j (Q− j ) is a diagonal matrix with the nt positive eigenvalues



• Nash equilibria are characterized by (Q∗1 , . . ., Q∗J ) solution of the MIMO waterfilling operator [13, 16, 15] + WF j (Q− j ) = E j (Q− j )[µ j I − D−1 j (Q− j )] E j (Q− j )



where µ is chosen in order to satisfy   + −1 tr [µ j I − D j (Q− j )] = p j,max



where x+ = max(0, x).
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• Note that WF j (Q− j ) is exactly the best response to Q− j i.e BR j (Q− j ) = WF j (Q− j ). This operator is continuous in the sense of norm 2 or norm-sup (in finite dimensional vectorial space, they are topologically equivalent) • The existence of solution Q∗ of the above fixed point equation is guaranteed by Brouwer fixed point theorem1 which states that a continuous mapping from a non-empty, compact convex set into itself has at least one fixed point i.e ∃ Q∗ ∈ Cnt ×nt , Q∗j ∈ Q j , and Q∗j = WF j (Q∗− j ). • In specific cases where the WF is strict contracting, one can use the BanachPicard iterative procedure to show the convergence. However, in general, the best response (namely the iterative Waterfilling methods: simultaneous, sequential or asynchronous versions) may not converge or require an additional information such as own-channel state and total interference. A well-known and simple example of non-convergence is obtained when considering a cycling behavior between the receivers: J = 3, nr = 2, p1,max = p2,max = pmax and the transfer matrices are   1 0 2 H1 = H2 =  2 1 0  , R1 = (σ2 ), R2 = (σ2 + pmax ) 0 2 1 Starting from the first channel, the three players cycle between the two channels indefinitely. In this paper, we provide how to eliminate this cycling phenomena using the CODIPAS-RL.



Note that if H = 0, all the payoffs are zeros and hence, every strategy is an equilibrium strategy.



2.3 Static robust game formulations We now examine the static robust game.  The robust game with state space H is given by H, J, {Q j } j∈J , {U j (H, .)} j∈J . We develop two approaches of the robust one-shot power allocation game: • the first one is based on the expectation over the channel states, called expected robust game, with payoff function defined by u1j (x1 , . . . , xJ ) := EH Ex1 ,...,xJ U j (H, Q1, . . . , QJ ) 1 see



also Kakutani, Glicksberg, Fan, Debreu fixed point theorem for set-valued fixed points
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in the discrete power allocation and v1j (Q1 , . . . , QJ ) = EHU j (H, Q1, . . . , QJ ) for continuous power allocation. We denote the associated static games by G1,d for the discrete power allocation and G1,c for the continuous power allocation. A strategy profile (x∗1 , . . . , x∗J ) ∈ ∏ j∈J X j is a state-independent Nash equilibrium of the expected game G1,d if ∀ j ∈ J, EH u j (H, x j , x∗− j ) ≤ EH u j (H, x∗j , x∗− j ), ∀x∗j ∈ X j .



(4)



The existence of solution of (4) is equivalent to the existence of solution of the following variational inequality problem: find x∗ such that hx∗ − x,V (x∗ )i ≥ 0, ∀x ∈ ∏ X j , j



where h., .i is the inner product, V (x) = [V1 (x), . . .,Vn (x)], V j (x) = [EH u j (H, es j , x− j )]s j ∈Q j . An equilibrium of the expected G1,c is similarly defined. For the continuous action case, it is well known that if the payoff function are continuous and the action spaces are compacts in finite dimensional spaces, then the existence of mixed equilibria follows. • The second approach is a pessimistic approach also called Maximin robust approach. It consists to consider the payoff function as u2j (x) = inf Ex1 ,...,xJ U j (H, Q1, . . ., QJ ), H∈H



v2j (Q) = inf U j (H, Q). H∈H



We denote the associated static maximin robust games by G2,d for the discrete power allocation and G2,c for the continuous power allocation. A profile (x∗j , x∗− j ) ∈ ∏ j X j is a maximin robust equilibrium of G2,d if ∀ j ∈ J, inf u j (H, x j , x∗− j ) ≤ inf u j (H, x∗j , x∗− j ), ∀ x j ∈ X j . H



H
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Note that the domain H should be bounded away from zero (null matrix). If not, infH u j (H, .) = u j (0, .) = 0 and the problem becomes trivial. Next, we define the dynamic robust power allocation game. In it the transmitters play several times and all under channel state uncertainty. The behavioral strategy case where each transmitter j chooses the probability distribution x j,t at each time slot t based on its history up to t is considered. In the dynamic game with uncertainty, the joint channel states change randomly from time slot to another. In the robust power allocation scenarios, the state corresponds to the current joint channel states e.g., the matrix of channel state matrices Ht = (H j, j′,t ) j, j′ ∈ H. In that case we will denote the instantaneous payoff function by U j (Ht , xt ). In our setting, the payoff function of player j is I(s˜ j ; y˜ j )(H, Q1, . . . , Qn ), the mutual information. We would like to mention that in the learning part of this paper, each player is assumed to follow an heterogeneous CODIPAS-RL scheme but does not need to know whether the other players are present or not, are rational or not.



2.4 Standard reinforcement learning algorithm The payoff function at a given game step depends on the current state matrices Ht and on the actions played by the different players. By denoting Q j,t the action played by j at time slot t, the payoff for j writes U j (Ht , Q1,t , ..., QJ,t ). We denote the perceived payoff of j at time slot t by U j,t . We have that x j,t (s j ) = Pr[Q j,t = s j ], s j ∈ Q j . The classical reinforcement learning of [29, 30, 31, 32] consists in updating the probability distribution over the possible actions as follows: ∀ j ∈ J, ∀s j ∈ Q j ,   x j,t+1 (s j ) = x j,t (s j ) + λ j,t u j,t 1l{Q j,t =s j } − x j,t (s j ) (5)



where 1l{} is the indicator function, λ j,t is the learning rate (step-size) of player j at time t, satisfying 0 ≤ λ j,t u j,t ≤ 1. The learning rate can be constant or time varying. The term u j,t is a numerical value of the measured payoff of j at time t. The increment in the probability of each action s j depends on the corresponding observed or measured payoff and its learning rate. More importantly, note that in (5), for each player, only the value of his individual payoff function at time slot t is required. Therefore, the knowledge of the mathematical expression of the payoff function U j (.) is not assumed for implementing the algorithm. In addition the random state Ht is unknown to the players. This is one of the reasons why



14



gradient-like techniques are not directly applicable here. The update scheme have the form: Newestimate ←− Oldestimate + Stepsize (Target - Oldestimate) where the target play the role of the current strategy. The expression [Target − Oldestimate] is an error in the estimation. It is reduced by taking a step size toward the target. The target is presumed to indicate a desirable direction in which to move.



3 Static robust power allocation games 3.1 Robust pseudo-potential approach Following the work of [33] we define a potential game in the context randomness. The game G(H) is an exact potential game if there exists a function φ (H, Q) for all Q ∈ ∏ j Q j such that for all players j ∈ J and for all Q′j ∈ Q j , it holds that U j (H, Q) −U j (H, Q′j , Q− j ) = φ(H, Q) − φ(H, Q′j , Q− j ). We say that the game G(H) is a best-response potential game if there exists a function φ (H, Q) such that ∀ j, ∀ Q− j , arg max φ(H, Q j , Q− j ) = arg max U j (H, Q j , Q− j ) Qj



Qj



and the game G(H) is a pseudo-potential game if there exists a function φ (H, Q) such that ∀ j, ∀ Q− j , arg max φ(H, Q j , Q− j ) ⊆ arg max U j (H, Q j , Q− j ). Qj



Qj



A direct consequence is that an exact potential game is a best-response potential game which is a pseudo-potential game. We define a robust pseudo-potential game as follows. Definition 3.1.1 (Robust pseudo-potential game). The family of games indexed by H is a robust pseudo-potential game if there exists a function φ defined on H × ∏ j∈J Q j such that ∀ j, ∀Q− j , arg max EH φ(H, Q) ⊆ arg max EHU j (H, Q) Qj



Qj



15



(6)



Particular cases of robust pseudo-potential games are pseudo-potential games, ordinal potential (sign preserving in Definition 3.1.1) which are indexed by a singleton. Proposition 3.1.2. Assume that the payoff functions are absolutely integrable with the respect to H, • Every finite robust potential game has a least one pure Nash equilibrium. • Assume that the action spaces are compact and non-empty. Then, a robust pseudo-potential game with continuous function φ has least one pure Nash equilibrium. • In addition, assume that the action spaces are convex. Then, almost surely, every robust potential concave game with continuously differentiable potential function is a stable robust game i.e the operator −EH Dφ(H, .) is monotone where D the differential operator with respect to the second variable. Moreover, if the function EH Dφ(H, .) is strictly concave in the joint actions, then global convergence to the unique equilibrium holds. Proof. • Since the joint action space is finite, there exists an action profile which maximizes the term EH φ(H, .). This is an equilibrium of the expected game. • Since Q 7−→ φ(H, Q) is continuous on a compact and non-empty set, for any fixed value of H, the function has a maximum. By the absolute integrability of φ(., Q) a global maximizer of Q 7−→ EH φ(H, Q) is an equilibrium of the expected game. R ˜ • Now, the concavity of Q 7−→ EH φ(H, Q) = H φ(H, Q) ν(dH), where ν˜ is the probability law of the states, gives the monotonicity (not necessarily strict) of D{EH φ(H, Q)}, By reversing the order between D and E in DEH and using the fact that φ is a continuously differentiable function, one has the monotonicity of EH D{φ(H, Q)}. Hence, it is a robust stable game [22]. If the potential function is strictly concave in the joint actions then one gets a strict stable robust game and global convergence to the unique equilibrium follows. Note that robust pseudo-potential games are more general than standard pseudopotential games. As a corollary, one has the following result by choosing a Dirac of a single state: • Assume that the actions spaces are compact and non-empty. Then, a pseudopotential game with continuous function φ has least one Nash equilibrium in pure strategies. 16



• In addition, assume that the action spaces are convex. Then, a potential concave game is a stable game. In the context static power allocation game, the authors in [16] show that the best response BR may not be monotone. Similarly, we define a maximin robust potential game. Definition 3.1.3 (Maximin robust pseudo-potential game). The family of games indexed by H is a maximin robust pseudo-potential game if there exists a function ξ defined on ∏ j∈J Q j such that ∀ j ∈ J, ∀ Q− j , arg max ξ(Q) ⊆ arg max inf U j (H, Q). Qj



Qj



H



(7)



static power allocation under channel uncertainty We now study the static robust power allocation games. By rewriting the payoff as U j (H, p) = φ(H, Q) + B˜ j (H, Q− j ) where, (8) ! φ(H, Q) = log det R + ∑ H j,t Q j,t H †j,t , j∈J



!



† B˜ j (H, Q− j ) = − log det R + ∑ Hl,t Ql,t Hl,t , l6= j



we deduce that the power allocation game is a robust pseudo-potential game with potential function EH φ. Corollary 3.1.4. The robust power allocation is a robust pseudo-potential game with potential function given by ξ : Q 7−→ EH φ(H, Q) =



Z



H



φ(H, Q) ν(dH).



Proof. By taking the expectation of the equation (8), one has that ∀ j ∈ J, ∀Q− j , arg max EH I(s˜ j ; y˜ j )(H, Q) = arg max EH φ(H, Q) Qj



Qj



17



Using the fact that the function log det is concave on positive matrices, the function φ is continuously differentiable and concave in Q = (Q1 , . . . , QJ ). Thus, the following corollary holds: Corollary 3.1.5 (Existence in G1,d , G1,c ). Assume that all the random variables H j, j′ have a compact support in Cnr ×nt , then the robust power allocation (discrete or continuous) has at least one pure robust equilibrium (stationary and stateindependent). Proof. By compactness assumption and by the continuity of the function φ(., .) the mapping ξ defined by ξ : Q 7−→ EH φ(H, Q). is continuous over ∏ j Q j . Thus, ξ has a maximizer Q∗ which is a pure robust equilibrium. Note that we do not need H to be a compact set, the uniform integrability of the payoffs is sufficient. We now focus on the maximin robust solutions. A maximin robust solution is a solution of sup inf I(s˜ j ; y˜ j )(H, Q), j ∈ J



Q j ∈Q j H



Proposition 3.2 (Existence in G2,d , G2,c ). Assume that all the random variables H j, j′ have a compact support in Cnr ×nt , then the maximin power allocation has at least one pure maximin robust equilibrium. Proof. By compactness assumptions, inf I(s˜ j ; y˜ j )(H, Q) = min I(s˜ j ; y˜ j )(H, Q) = I(s˜ j ; y˜ j )(H∗, Q) = v2j (Q) H



H



and by continuity of the function ξ˜ : Q 7−→ φ(H∗ , Q) over ∏ j Q j , there is a maximizer Q˜ ∗ which is also a pure maximin robust equilibrium. Proposition 3.2.1 (Existence in G1,d , G2,d ). Any robust finite game with bounded and closed uncertainty set has an equilibrium in mixed strategies. The proof follows immediately from Theorem 2 in [10]. As a corollary, the existence of maximin solutions of the robust discrete power allocation game is guaranteed if the support of the distribution of channel states is a compact set (in finite dimensional vectorial spaces, bounded and closed set is equivalent to be compact). From the fact that our game is a robust pseudo-potential game with potential function EH φ which may have several local maximizers, we deduce that the equilibrium may not be unique (see Section 5). 18



4 Learning in dynamic robust power allocation games In this section, we develop a combined and fully distributed learning framework (Fig. 1) for the dynamic robust power allocation games. Plays action a1,t Player 1 Target u1,t−τ1 DYNAMIC ENVIRONMENT



Strategy Update Estimator



Current action profile Random Variables Current payoff profile Target un,t−τn



Player n Strategy Update Estimator



Plays action an,t



Figure 1: A generic CODIPAS-RL algorithm. We consider a class of dynamic robust game indexed by G(Ht ), t ≥ 0. Since the transmitters do not observe the past actions of the other transmitters, we consider strategies used by the players to be only dependent on their current perceived own-payoffs and past own-histories. Denote by x j,t (s j ) the probabilities of transmitter j choosing the power allocation s j at time t, and let x j,t = [x j,t (s j )]s j ∈Q j ∈ X j the mixed state-independent strategy of transmitter j. The payoffs U j,t are random variables and the payoff functions are unknown to the transmitters. We assume that the distribution or the law of the possible payoffs are also unknown. We do not use any Bayesian assumptions on the initial beliefs formed over the possible states. We propose a CODIPAS-RL is to learn the expected payoffs simultaneously with the optimal strategies during a long-run interaction: a dynamic game. The dynamic robust game is described as follows. • At time slot t = τ, each transmitter j chooses a power allocation Q j,τ ∈ Q j and perceives a numerical noisy value of its payoff which corresponds to 19



a realization of the random variables depending on the actions of the other transmitters and the channel state etc. He initializes its estimation to uˆ j,0 . • At time slot t, each transmitter j has an estimation of its own-payoffs, chooses an action Q j,t based its own-experiences and experiments a new strategy. Each transmitter j receives a delayed output u j,t−τ j from old experiment. Based on this target u j,t−τ j the transmitter j updates its estimation vector uˆ j,t and built a strategy x j,t+1 for next time slot. The strategy x j,t+1 is a function only of x j,t , uˆ j,t and the target value. Note that the exact value of the channel state at time t is unknown by the transmitter j, the exact value of the delayed own-payoffs are unknown; the past strategies x− j,t−1 := (xk,t−1 )k6= j of the other transmitters and their past payoffs u− j,t−1 := (uk,t−1 )k6= j are also unknown to transmitter j. • the game moves to t + 1. T We focus on the limiting of the average payoff i.e the limit of Fj,T = T1 ∑t=1 u j,t . Histories A transmitter’s information consists of his past own-actions and perceived own-payoffs. A private history of length t for transmitter j is a collection h j,t = (Q j,1 , u j,1, . . . , Q j,t , u j,t ) ∈ M j,t = (Q j × R)t . Behavioral Strategy A behavioral strategy for transmitter j at time t is a mapping σ j,t : M j,t −→ X j .



The set of complete histories of the dynamic game after t stages is Mt = (H × ∏ j Q j × RJ )t , it describes the states, the chosen actions and the received payoffs for all the transmitters at all past stages before t. A strategy profile σ = (σ j ) j∈J and a initial state H induce a probability distribution PH,σ on the set of plays M∞ = (H × ∏ Q j × RJ )∞ . j



Given a initial state H and a strategy profile σ, the payoff of transmitter j is the superior limiting of the Cesaro-mean payoff EH,σ Fj,T . We assume ergodicity of the payoff EH,σ Fj,T . Stationary strategies A simple class of strategies is the class of stationary strategies. A strategy profile (σ j ) j∈N is stationary if ∀ j, τ j (M j,t , Ht ) depends only on the current state Ht . A stationary strategy of player j can be identified with element of the product-space of ∏H∈H ∆(Q j (H)). In our setting Q j (H) = Q j (independent of H). Since the value of H is not observed by the player, a stateindependent stationary strategy of player j is an element of X j . 20



4.1 CODIPAS-RL in MIMO under channel uncertainty Inspired from the heterogenous combined learning for two-player zero-sum stochastic game with incomplete information developed in [20, 21], and the BoltzmannGibbs based reinforcement learning, we develop an heterogeneous, delayed and combined fully distributed payoff and strategy reinforcement learning (CODIPASRL) framework for the discrete power allocation under uncertainty and delayed feedback. In this paper, the general learning pattern has the following form:   x j,t+1 = f j (λ j,t , Q j,t , u j,t−τ j , uˆ j,t , x j,t ), uˆ j,t+1 = g j (ν j,t , u j,t−τ j , x j,t , uˆ j,t ) (player-j)  ∀ j ∈ J,t ≥ 0, Q j,t ∈ Q j where



• The functions f and λ are based on estimated payoff and perceived measured payoff (with delay) such that the invariance of the simplex is preserved. The function f j defines the strategy learning pattern of transmitter j and λ j is its learning rate. If at least two of the functions f j are different then we refer to heterogeneous learning. We will assume that λ j,t ≥ 0, ∑t λ j,t = ∞, ∑t λ2j,t < ∞. That is, λ j ∈ l 2 \l 1 . If all the f j are identical but the learning rates λ j are different, we refer to learning with different speed: slow learners, medium learners, fast learners etc. • The functions g and ν are well-chosen in order to have a good estimation of the payoffs. We assume that ν ∈ l 2 \l 1 . • τ j ≥ 0 is a feedback delay associated to payoff of transmitter j. Let us give two examples of delayed fully distributed learning algorithms  x j,t+1 = (1 − λ j,t )x j,t + λ j,t β˜ j,ε j (uˆ j,t )    (CRL0) uˆ j,t+1 (s j ) = uˆ j,t + ν j,t 1l{Q j,t =s j } u j,t−τ j − uˆ j,t (s j ) (9)   j ∈ J, s j ∈ Q j      x j,t+1 (s j ) = x j,t (s j ) + λ j,t u j,t−τ j 1l{Q j,t =s j } − x j,t (s j )  (CRL1) uˆ j,t+1 (s j ) = uˆ j,t (s j ) + ν j,t 1l{Q j,t =s j } u j,t−τ j − uˆ j,t (s j )   s j ∈ Q j, j ∈ J



21



(10)



where β˜ j,ε j : R|Q j | −→ X j , β˜ j,ε j (uˆ j,t )(s j ) =



1 ε j uˆ j,t (s j ) 1 ′ ε uˆ j,t (s j ) ∑s′ e j j



e



is the Boltzmann-Gibbs



strategy. An example of heterogeneous learning with two transmitters is then obtained by combining (CRL0) and (CRL1):  x1,t+1 = (1 − λ1,t )x1,t + λ1,t β˜ 1,ε1 (uˆ 1,t )      uˆ 1,t+1 (s1 ) = uˆ 1,t (s1 ) + ν1,t 1l{Q =s } (u1,t−τ − uˆ 1,t (s1 )) 1 1,t 1  (HCRL)  x (s ) = x (s ) + λ u 1 l − x (s ) 2,t+1 2 2,t 2 2,t 2,t−τ 2,t 2 {Q =s }  2 2,t 2    uˆ 2,t+1 (s2 ) = uˆ 2,t (s2 ) + ν2,t 1l{Q2,t =s2 } (u2,t−τ2 − uˆ 2,t (s2 ))



(11)



Convergence to ordinary differential equation Stochastic fully distributed reinforcement learning have been studied in [34, 29, 32]. These works used stochastic approximation techniques to derive ordinary differential equations (ODE) equivalent to the adjusted replicator dynamics [35]. By studying the orbits of the replicator dynamics, one can get some convergence, divergence and stability properties of the system. However, in general, the replicator dynamics may not lead to approximate equilibria even in simple games [18]. Convergence properties in special class of games such as weakly acyclic games and best-response potential games can be found in [36]. Most often the limiting behavior of the stochastic iterative schemes are related to the well-known evolutionary game dynamics: multi-type replicator dynamics, Maynard-Smith replicator dynamics, Smith dynamics, projection dynamics etc. The evolutionary game dynamics approaches have been applied in IEEE 802.16 [37] and in wireless mesh networks [38]. Homogeneous learning The strategies {x j,t }t≥0 generated by these learning schemes are in the class of behavioral strategies σ described above. Proposition 4.2. The ODE of the CODIPAS-RL (CRL0) is   x˙ j,t (s j ) = β˜ j,ε j (uˆ j,t )(s j ) − x j,t (s j ), d uˆ (s ) = x j,t (s j )[EHU j (H, es j , x j,t ) − uˆ j,t (s j )]  dt j,t j s j ∈ Q j, j ∈ J



Moreover, if the payoff learning-rate is faster than the strategy learning-rate then the ODE reduces to x˙ j,t = β˜ j,ε j (EHU j (H, ., x− j,t )) − x j,t (s j )
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(12)



Proof. The proof follows the same line as in Proposition 4.3.1 using multiple time-scale stochastic approximation techniques developed in [39, 40, 21]. Note that for any x j (s j ) > 0, the second ODE d uˆ j,t (s j ) = x j (s j )[EHU j (H, es j , x− j ) − uˆ j,t (s j )] dt is globally convergent to EHU j (H, x) which is the ergodic capacity under the strategy x. We conclude that the expected payoff is learned when t is sufficiently large. The asymptotic behaviors of the CODIPAS-RLs (CRL1) are related to the multi-type replicator dynamics [35] combined with a payoff-ODE: h i    x˙ j,t (s j ) = x j,t (s j ) uˆ j,t (s j ) − ∑s′j ∈Q j x j,t (s′j )uˆ j,t (s′j ) , d uˆ j,t (s j ) = x j,t (s j )[EHU j (H, es j , x− j,t ) − uˆ j,t (s j )]   dt s j ∈ Q j, j ∈ J



By choosing fast learning rates ν, the system reduces to     x˙ j,t (s j ) = x j,t (s j ) EHU j (H, es j , x− j,t ) i − ∑s′j ∈∈Q j x j,t (s′j )EHU j (H, es′j , x− j,t ) ,   s j ∈ Q j, j ∈ J



For one player case, an explicit solution of the replicator dynamics is given by tEHU j (H,es j )



x j,t (s j ) =



x j,0 (s j )e



tEHU j (H,es′ )



∑s′j x j,0 (s′j )e



j



= β˜ j, 1 EHU j (H, .) t







An important result in evolutionary game theory is the so-called folk theorem (evolutionary version). It states that, under the replicator dynamics of the expected two-player game satisfy the following properties: Proposition 4.3 (Folk Theorem). game is a rest point.



• Every Nash equilibrium of the expected



• Every strict Nash equilibrium of the expected game is asymptotically stable. • Every stable rest point is a Nash equilibrium of the expected game. • If an interior orbit converges, its limit is a Nash equilibrium of the expected game. 23



For a proof of all these statements, we apply [41, 42] to the expected game. We use this result for the strategy reinforcement learning of (CRL1) and obtain the following properties of the ODEs: • If the starting point is at a relative interior point of the simplex, the dominated strategies will be eliminated. • If the starting point is at the relative interior and if the trajectory goes to the boundary, then the outcome is an equilibrium. • If there is a cyclic orbit of the dynamics, the limit cycle contains an equilibrium at its interior. • Moreover, the expected payoff is learned if CODIPAS-RL CRL1 is used: x j (s j ) > 0 implies that uˆ j,t (s j ) −→ EHU j (H, es j , x− j ) when t goes to infinity. Heterogeneous learning By combining the standard reinforcement learning algorithm with the Boltzmann-Gibbs learning for which the rest points are approximated equilibria, we prove the convergence of the non-delayed heterogeneous learning to hybrid dynamics. Proposition 4.3.1. Assume that τ j = 0, ∀ j. Then, the asymptotic pseudo-trajectory of (HCRL) is given the following system of differential equations:     



d dt uˆ1,t (s1 )



x˙ 1,t



 x˙2,t (s2 )   



Moreover if



λ j,t ν j,t



= x1,t (s1 ) (EHU1 (H, es1 , x2t ) − uˆ1,t (s1 )) , = β˜ 1,ε1 (uˆ1,t )h− x1t



i = k2 x2t (s2 ) u12 (x1,t , es2 ) − ∑s′2 ∈Q2 u12 (x1t , es′2 )x2t (s′2 ) ,



(13)



s1 ∈ Q1 , s2 ∈ Q2 .



−→ 0, then the system reduces to



 ˜   x˙ 1,t (s1 ) = β1,ε1 (EHUh1 (H, es1 , x2,t )) − x1,t (s1 ), i 1 1 ′ ′ ′ x˙2,t (s2 ) = k2 x2,t (s2 ) u2 (x1,t , es2 ) − ∑s2 ∈Q2 u2 (x1,t , es2 )x2t (s2 ) ,   s1 ∈ Q1 , s2 ∈ Q2 .
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(14)



Proof. We first look at the case of same learning rate λt for the strategies but different than νt . Assume that the ratio λνtt −→ 0. The scheme can be written as (1) xt+1 = xt + λt [ f˜(xt , uˆ t ) + Mt+1 ]; (2)



uˆ t+1 = uˆ t + νt [g(x ˜ t , uˆ t ) + Mt+1 ] (k)



where Mt+1 , k ∈ {1, 2} are noises. By rewriting the first equation as xt+1 = xt + νt (1)



where M˜ t+1 = we obtain that



λt ˜ (1) (1) ( f (xt , uˆ t ) + Mt+1 ) = xt + νt M˜ t+1 , νt



(1) λt ˜ ˆ t ) + Mt+1 ). νt ( f (xt , u



Then, by taking the conditional expectation,



xt+1 − xt (1) = M˜ t+1 ; νt uˆ t+1 − uˆ t (2) = g(x ˜ t , uˆ t ) + Mt+1 . νt For t sufficiently large, it is plausible to view the mapping xt as quasi-constant when analyzing the behavior of uˆ t i.e., the drift (expected change in one time slot)       E xt+1 −xt | Ft ˜ (1) | Ft −→ 0 = E M t+1  νt    (2) ˆ ˆ u − u t t+1  E ˆ | F = E g(x ˜ , u ) + M | F ˜ t , uˆ t ) t t t t −→ Eg(x t+1 νt



where Ft is the filtration generated by {xt ′ , ut ′ , Ht ′ , uˆ t ′ }t≤t . Equivalently, x˙ t = 0; dtd uˆ t = Eg(x ˜ t , uˆ t ). Since the component s j of the function g˜ is EH u j (H, es j , x− j,t )− uˆ t times x j,t (s j ), the second system is globally convergent to EH u j (H, es j , x− j ). Then, one gets that the sequences (xt , uˆ t )t −→ {(x, EHu j (H, es j , x− j )), , x ∈ ∏ j X j }. (1) Now, consider the first equation: xt+1 = xt + λt ( f˜(xt , uˆ t ) + Mt+1 ). This can be rewritten as x j,t+1 = x j,t +λt ( f˜(xt , EH u j (H, es j , x− j,t ))+ f˜(xt , uˆ t )− f˜(xt , EH u j (H, es j , x− j,t ))+ (1) (3) (1) Mt+1 .) By denoting Mt+1 := f˜(xt , uˆ t ) − f˜(xt , EH u j (H, es j , x− j,t )) + Mt+1 which goes to zero when taking the conditional expectation in Ft . The equation can be approximated asymptotically by x j,t+1 = x j,t + λt ( f˜(xt , EH u j (H, es j , x− j,t )) + (3)



Mt+1 ). This last learning scheme has the same asymptotic pseudo-trajectory as the ODE x˙ j = f˜(xt , EH u j (H, es j , x− j,t )). For same rate or proportional learning rates λ and ν, the dynamics are multiplied by the ratio. Hence, the announced 25



results follow: the first equation ishfor f˜1 = β˜ 1,ε1 (uˆ1,t ) − x1,t , the second equation i is obtained for f˜2 (s2 ) = k2 x2t (s2 ) u1 (x1t , es ) − ∑s′ ∈Q u1 (x1t , es′ )x2t (s′ ) . This 2



2



2



2



2



2



2



completes the proof.



The convergence to ODE for small time delays follows the same lines. Since our power allocation game is robust pseudo-potential game, almost sure convergence to equilibria follows. 4.3.2 Expected Robust Games with two actions For two-player expected robust games with two actions, i.e, A1 = {s11 , s21 }, A2 = {s12 , s22 }, one can transform the system of ODEs of the strategy-learning into a planar system under the form α˙ 1 = Q1 (α1 , α2 ), α˙ 2 = Q2 (α1 , α2 ),



(15)



where we let α j = x j (s1j ). The dynamics for transmitter j can be expressed in terms of α1 , α2 only as x1 (s21 ) = 1−x1 (s21 ), and x2 (s22 ) = 1−x2 (s22 ). We use the PoincaréBendixson theorem and the Dulac criterion [28] to establish a convergence result for (15). Theorem 4.4 ([28]). For an autonomous planar vector field as in (15), the Dulac’s criterion states as follows. Let γ(.) be a scalar function defined on the unit square ∂[γ(α))α˙ ] ∂[γ(α)α˙ ] [0, 1]2 . If ∂α 1 + ∂α 2 is not identically zero and does not change sign in 1 2 [0, 1]2, then there are no cycles lying entirely in [0, 1]2. Corollary 4.5. Consider a two-player two-action game. Assume that each transλ mitter adopts the Boltzmann-Gibbs CODIPAS-RL with νi,ti,t = λνtt −→ 0. Then, the asymptotic pseudo-trajectory reduces to a planar system in the form α˙ 1 = β˜ 1,ε1 (u1 (es1 , α2 )) − α1 ; α˙ 2 = β˜ 2,ε2 (u2 (α1 , es2 )) − α2 . Moreover, the system satisfies the Dulac’s criterion. Proof. We apply Theorem 4.4 with γ(·) ≡ 1 and obtain the divergence is −2, which is strictly negative. Hence, the result follows.
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Note that for the replicator dynamics, the Dulac criterion reduces to (1 − 2α1)(u1 (es1 , α2 ) − u1 (es2 , α2 )) + (1 − 2α2)(u2 (α1 , es1 ) − u2 (α1 , es2 )) 1



1



2



2



which vanishes for (α1 , α2 ) = (1/2, 1/2). It is possible to have oscillating behavior and limit cycles in replicator dynamics and the Dulac criterion does not apply in general. However, the stability of the replicator dynamics can be directly studied in the two-action case by identifying the game by one of the types: Coordination, Anti-coordination, Prisoner Dilemma, Hawk-and-Dove (or Chicken game) [41]. The following corollary follows from Theorem 4.4. Corollary 4.6. Heterogeneous learning: If transmitter 1 is with BoltzmannGibbs CODIPAS-RL and transmitter 2 is with a CODIPAS-RL scheme leading to replicator dynamics, then the Dulac’s criterion for the convergence condition reduces to (1 − 2α2 )(u2 (α1 , es1 ) − u2 (α1 , es2 )) < 1 2



2



for any (α1 , α2 ).



5 Numerical investigation In this section we provide some numerical results illustrating our theoretical findings. We start by the two receivers case and illustrate the convergence to global optimum under the heterogeneous CODIPAS-RL (HCRL). Next, we study the impact of delayed feedback of the system in the three receivers case.



5.1 Two receivers In order to illustrate the algorithm, a simple example with two transmitters and two channels is considered. The discrete set of actions for each transmitter is described as follows. Each transmitter chooses among two possible actions s1 = diag[pmax , 0], s2 = diag[0, pmax ], where diag denotes the diagonal matrix. Each transmitter follows the CODIPAS-RL algorithm as described in section 4. The only one-step delay feedback received by the transmitter is the noisy payoff. A mixed strategy x j,t in this case corresponds to the probabilities of selecting elements in Q1 = Q2 = {s1 , s2} while the payoff perceived by transmitter j, uˆ j,t , is the achievable capacity. We normalize the payoffs to [0, 1]. The transmitters will learn
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the estimated payoff and strategy as described with β˜ j,ε j the Boltzmann-Gibbs dis1 1 tribution with ε j = 0.1, and λt and νt are given by λt = 1+t and νt = (1+t) 0.6 . It is clear that the game has many equilibria: (s1 , s2), (s2 , s1 ), and (( 21 , 12 ), ( 12 , 12 )). The action profiles (s1 , s2 ) and (s2 , s1 ) are global optima of the normalized expected game. Below, we observe the convergence to one of the global optima using heterogeneous learning. Heterogeneous learning CODIPAS-RL: HCRL The ODE convergence of the strategy and payoff is shown in Figures 2 and 4, respectively, where the game is played several times. We observe that when the two transmitters use different learning patterns as in (HCRL). The convergence time are different as well as the outcome of the game. It is important to notice that, in this example the CODIPAS-RL converges to the global optimum of the robust game, which is also a strong equilibrium (resilient to any coalition of transmitters of any size).



5.2 Three receivers In this subsection, we illustrate the learning algorithm with two transmitters and three channels. The discrete set of actions for each transmitter is described as follows. Each transmitter chooses among three possible actions s∗1 = diag[p j,max , 0, 0], s∗2 = diag[0, p j,max , 0], s∗3 = diag[0, 0, p j,max ]. These strategies correspond to the case where each transmitter put its total power to one of the channels. Each transmitter follows the CODIPAS-RL algorithm as described in section 4. The only one-step delay feedback received by the transmitted is the noisy payoff which was obtained after allocating power to the pair of receivers. A mixed strategy x j,t in this case corresponds to the probability of selecting an element in Q j = {s∗1 , s∗2 , s∗3 } while the payoff perceived by the transmitter j, uˆ j,t , is the imperfect achievable capacity. We fix the parameters nt = 2, nr = 3, T = 300, λt = 2/T, τ j = 1. In figure 3 we represent the strategy evolution of transmitters Tx1 and Tx2. We observe that the CODIPAS-RL converges to a global optimum of the expected long-run interaction. The total number of iterations needed to guarantee a small error tolerance is relatively small. In the long-term, Transmitter Tx1 will put its maximum power with frequency 1 which corresponds to action s∗1 , and Tx2 will be using frequency 3. At a small fraction of time, frequency 2 is used. Thus, the transmitters will not interfere and the equilibrium is learned. Impact of Time Delayed Noisy Payoffs Next, we keep the same parameters 28



but change the time delays to τ j = 2. In figure 5 we represent the strategy evolution of transmitters Tx1 and Tx2 under delayed CODIPAS-RL. As we can see the convergence time as well as the stability of the system changed. The transmitters use more the action s∗2 compared to the scenario of Figure 5. This is because the estimated payoff under two-steps time delays are uncertain and the prediction is not good enough compared to the actual payoffs. The horizon to have good prediction is much bigger than the first scenario (2000 vs 300). This scenario tell us how much the feedback delay is important at the transmitter: the time delay τ can change the outcome of the interaction.



Discussions In this section we discuss how to extend our algorithm when an approximated gradient is not available. In other words, Can we extend the CODIPAS-RL into dynamic robust games with continuous action spaces, non-linear payoffs and with the only observation of the numerical value of own-payoffs? To answer to this question, we observe that if instead of the numerical value of the payoffs, a value of the gradient of the payoff is observed then a descent-ascent and projection based method can be used. Under monotone gradient-payoffs, the stochastic gradient-like algorithms are known to be convergent (almost surely or weakly depending on the learning rates). However, if the gradient is not available, these techniques cannot be used. Sometimes one need to estimate the gradient from the past numerical values as in Robbins-Monro. Alternatively the following CODIPAS-RL scheme can be used for the unconstrained problem: q Qˆ j,kl,t+1 = Qˆ j,kl,t + λ j,t ε j k j℘j,kl,t u j,t + ε j λ j,t σ j Z j,t (16) ℘j,kl,t = a j,kl sin(w j,kl t + φ j,kl ), Q j,kl,t = Qˆ j,kl,t +℘j,kl,t



uˆ j,t+1 = uˆ j,t + νt (u j,t − uˆt )



(17) (18) (19)



where Q j,kl,t denotes the entry (k, l) of the matrix Q j,t , Z j,t is an independent and identically distributed Gaussian process, a j , w j , φ j are positive real-valued matrices. We do not have a general convergence proof of this new CODIPAS-RL scheme and postpone it for future work.



29



6 Conclusions and future works In this paper, we have proposed novel robust game theoretical formulations to solve one of the challenging and unsolved power allocation problems in wireless communication systems: How to allow in a decentralized way communications over MIMO Gaussian interference channel among multiple transmitters, under uncertain channel state and delayed noisy Shannon rates (delayed imperfect payoffs). We provided an heterogeneous, delayed, combined fully distributed payoff and strategy reinforcement learning algorithm (CODIPAS-RL) for the corresponding dynamic robust games. We have provided an ODE approach and illustrated the CODIPAS-RL numerically. A number of further issues are under consideration. It would be of great interest to develop theoretical bounds for the rate of convergence of CORDIPAS-RLs. Also, it would be natural to extend the analysis of our CODIPAS-RL algorithms to more classes of wireless games including non-potential games, outage probability [43] under uncertain channel states and the dynamic robust games with the energy-efficient based payoff function. Also we aim to generalize the CODIPASRL in the context of Itô’s stochastic differential equation (SDE). Typically, the case where the strategy learning has the following form: p xt+1 = xt + λt ( f (xt , uˆ t ) + Mt+1 ) + λt (σ(xt , uˆ t ))ξt , can be seen as an Euler scheme of the Itô’s SDE:



dx j,t = f j (xt , uˆ t )dt + σ j (xt , uˆ t )dB j,t , where B j,t is a standard Brownian motion in R|Q j | , ξt is a random variable with finite first and second moments. Note that the distribution of the above SDE can be expressed as a solution of a Fokker-Planck-Kolmogorov forward equation [44, 45]. Finally, we aim to understand how to learn if the numerical value of the payoffs is not available but a signal of it is known. Each player only sees a signal of the payoff, a signal with minimal bits (this avoids the quantization of the real number which is requires lot of bits). Then, what can be learned? and under what conditions?
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Figure 2: Heterogeneous CODIPAS-RL: Convergence of ODE of Strategies. Tx2 learns faster than Tx1.
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Figure 3: CODIPAS-RL: Convergence to equilibria. The global optimum of the expected game is achieved.
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Figure 5: CODIPAS-RL under two-step delayed payoffs. Effect of time delays.
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