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Abstract In vitro neuronal networks display Synchronized Bursting Events, with characteristic temporal width of 100-500 ms and frequency of once every few seconds. These events can be registered over a period of many hours. Applying SVD (or PCA) to the PSTHs, i.e. vectors of neuronal activities per burst have demonstrated characteristic changes that take place over time scales of hours. This was done by simple clustering applied to the data in the reduced dimensions of the first few principal components. Here we extend this investigation in two directions. The elements of our analysis will be the raster plots of all bursts, i.e. each burst will be represented on a spatio-temporal template. After applying SVD as a dimensional reduction tool, we investigate the results using the quantum clustering method to reveal underlying structures. The data we analyze are from eight experiments carried out in the laboratory of Prof. E. Ben Jacob. The experiments consist of registering the electrical activity of in vitro neuronal networks that are derived from cortical regions of rats, and are allowed to self-assemble into an active neuronal network for about a week, which is when the synchronized activity is observed. We have analyzed all eight experiments to first select the bursts. On the average we have 2000 bursts in each experiment. All bursts were fit into a spatio-temporal template determined by the burst with the longest time span, such that all peaks are set at the same time and zeros are added to the prefix and suffix of each temporal sequence defining a burst. The quantum clustering method assigns a potential function to all data points. Data points that fall within different valleys of the potential are assigned to different clusters. To assure good separability of the different clusters we have selected points within the bottom half of each valley, regarding all others as outliers. Then we have measured the Pearson correlations between their original raster plots. The results demonstrate that correlations within the clusters are significantly higher than correlations between bursts that belong to different clusters, i.e. the clustering selection is biologically meaningful. Whereas clustering of the PSTHs corresponds to some temporal ordering of the bursts during the many hours of their recording, this is not true for the clusters of the spatio-temporal raster plots. Bursts corresponding to different spatio-temporal clusters occur all throughout the experiment. Thus these clusters exhibit different classes of spatio-temporal behavior that are characteristic of the network. For example, the average activity of a specific neuron within the bursts of the different clusters can change drastically. Clearly the profile is strongly cluster dependent. Moreover, we observe different inter-neuron relations in different clusters.
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1



Background



Production of in-vitro cell cultures was performed in Prof. Eshel Ben-Jacob’s laboratory, in collaboration with the laboratory of Dr. Morris Benveniste from the Tel Aviv University School of Medicine. The process was described in detail in [5]. Two-dimensional cell cultures were composed of both neurons and glial cells from the cortex of one-day-old rats. The neurons’ electrical activity was extracellularly recorded by a square array of electrodes put under the network, covering about 1 mm2 . The networks’ sizes were of an order of 1 cm2 , and the number of neurons recorded ranged from 12 to 60, out of the millions of neurons that assembled the network. Sampling rate was 12000 Hz, and each experiment lasted between dozens of minutes to a few hours. Previous work (see [6]) showed that the networks exhibited periodic synchronized bursting: after periods of sporadic firing by a low number of neurons, came a short time interval (of about 100-500 ms) of synchronized bursting event, in which most of the neurons fired a few times. The breaks between the bursts were usually of magnitude of a few seconds. In this work we wish to explore these bursts and present new properties of the networks.
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2



Preprocessing



This chapter describes the preprocessing algorithm we used in order to organize the data, so we could run the algorithms and tools we wanted to use later on SVD and quantum clustering.



2.1



The data



After being recorded in Eshel Ben-Jacob’s laboratory, the data was sorted so that each recorded spike is associated to a specific neuron with a high level of certainty (see [3]). The sampling rate of the data, along all experiments, was 12000 Hz. The data we got from the laboratory was made up of a long vector of all the times of the neurons’ spikes, along with a matrix of indices that divided the data in the vector to different neurons. The matrix contained, for each neuron, the indices in the vector that belong to each neuron. This way we had a list of the spikes’ times for each neuron.



2.2



Removal of erroneous points



Once in a long while (not more than once or twice in an experiment), there was a problem in the recording: for a few milliseconds the times recorded jumped to high values, and then back to their right values. Such points were removed from the data: if there had been a gap of more than 10 hours between 2 consecutive recordings, the later was deleted. An example is presented in figure 1. 9
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(a) Before removing erroneous points
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(b) After removing erroneous points



Figure 1: These are the recordings of neuron number 1 from the experiment dated 270800. On the left, a sharp leap in time can be seen. On the right, the time progresses gradually, after seven points were taken out.
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(a) Raster plot of a time segment
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(b) Transferring to a smaller time resolution and summing the activity over the whole network



Figure 2: Bursts detection. Six bursts can be seen in figure (a), all revealed in figure (b). Data are taken from experiment dated 231000.



2.3



Bursts detection



In order to reveal the bursts hiding in the data, we first made a raster plot of the spikes (see figure 2(a)). We treated the data as if it had been binary: for each time point in which a spike was recorded, we placed ”one” in the appropriate place in the raster plot. Due to computational and memory limitations, we divided the time axis to blocks of 83 seconds. The raster plots we got were very sparse, because the time resolution was too high. We decided to sum over each 120 adjacent time points. Since the original sampling frequency was 12000 HZ, the new resolution was 10 ms, and this will be the resolution in all our work, unless otherwise is explicitly mentioned. Then we counted the number of spikes in the whole network for each time bin of 10 ms, and set a threshold: every time the count was larger than a certain number, we declared it as a burst (see figure 2(b)). The number depended on the network’s size, and usually ranged between one third and one fifth of the total number of neurons recorded. In order to find the burst’s limits, we set a threshold, for each experiment, at about one fifth of the activity at the burst’s peak. We scanned the the activity level graph (such as the one in figure 2(b)) 300 ms backwards, and looked for the earliest time where the activity was more or equal to the threshold. Then we scanned it 1000 ms forwards, and looked for the latest time where the activity was higher or equal to the threshold.
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Figure 3: Left: a spatio-temporal representaion of a burst from 231000. Right: A spatial representation of the same burst.



2.4



Building the spatio-temporal and spatial matrices



We wanted to form two representations of the data. The first, spatio-temporal representation: an instance is composed of a raster plot of a burst. The number of spikes each neuron fired is counted in each time bin. The matrix of all bursts is constructed by reshaping each raster plot into a long vector, putting each neuron’s vector next to the other: oo
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The second representation is the spatial representation: an instance is a PST histogram of the raster plot, i.e. a total count of the spikes of each neuron in each burst. An example of both representations can be seen in figure 3. In the following we apply SVD to the data (See section 3.1, page 9). SVD can be applied only to matrices composed of vectors of constant length (rectangular matrices), and its results are meaningful only if the matching entries of the different vectors have the same meaning. Therefore we had to standardize the bursts. We did it the following way: first, we found the longest burst. Then we filled all the other bursts with zeros, so all vectors would have the same 7
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length. Finally, we matched all the bursts to the mean burst of the experiment, so that the bursts’ peaks will all be located in the same place within the burst. An examination of 300 bursts from 270800 discovered that this way of standardization maximized the cross correlation between each burst and the mean burst.
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3



Methods - SVD and quantum clustering



Our goal was to find groups of bursts in the spatial and spatio-temporal data, which are of very high dimensionality: The dimension of the spatial data is of the order of dozens, the spatio-temporal is in hundreds. Both for computational and visualization reasons, we decided to use SVD as a dimensions-reduction method. For the clustering we used the quantum clustering method. I bring here only a short description of the methods.



3.1



SVD



SVD (Singular Value Decomposition) [4] is a known algorithm for ”diagonalizing” rectangular matrices. The diagonalizing process is such that it promises that the diagonalizing matrices will be orthonormal. Let X denote an m × n matrix of real-valued data. The equation for singular value decomposition of X is the following: X = U SV T



(1)



where S is the diagonal matrix, and U and V are the orthonormal matrices. Figure 4 is a graphical depiction of SVD. The dimensions of U and V are mentioned there. SVD can be used for a variety of purposes: noise reduction, information retrieval, compression, and patterns detection. We used it as a method for dimensional reduction: consider a column vector in X. Clearly, it can be reconstructed from a linear combination of column vectors of U. However, since the eigenvalues in S are proportional to the variance along the axis that the matching vector in U defines, one can look at the first dimensions in U, and get a reliable representation of the data, in less dimensions. We chose to work with the first three dimensions. We computed the projection of each column vector in X on the first three dimensions in U. Afterwords, we normalized the projections to the unit sphere, so the squares of the three projections would sum to one.



3.2



Quantum clustering



Quantum clustering is an unsupervised clustering method (see [2]). Let {xi } denote a set of N data points of dimension d. One can associate a Gaussian with each of the data points in a Euclidean space, and sum over all of them: ψ(x) =



X



e−(x−xi )



i



9



2



/2σ 2



(2)



Figure 4: A grphical depiction of SVD. The figure is taken from [4]. Now, one can solve the Schr¨odinger equation and compute a ”potential” for each point in data-space: V (x) = E −



2 2 1 X d 2 + 2 (x − xi ) e−(x−xi ) /2σ 2 2σ i



(3)



where E stands for the initial Energy of the system, and its value is set to generate min(V ) = 0. Regions with dense distribution of points have lower potential values. This leads to Valleys of potential are created, and one can check, for each data point, to which valley it belongs (e.g., by gradient descent). A cluster is made up of all the points that fall in the same valley. The valleys’ sizes are determined by the parameter σ.
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4



Results



In this section we review the results of the methods we applied to eight experiments conducted on seven dates: • 130300 • 270800 • 231000 • 271100 a • 271100 b • 091002 • 191103 • 131004 Experiment 271100 was especially long. In its first part there are more than 25000 bursts, and in its second there are more than 40000 bursts. For computational reasons, we sampled every 10th burst from the first part, and every 20th burst from the second. All experiments will be labeled by their dates.



4.1 4.1.1



Spatial presentation Demonstration of the analysis



We show an example of SVD and quantum clustering applied to the spatial representation of the experiment 231000. In figure 5 the eigenvalues of S are ordered by their magnitude. Clearly, the first eigenvalues contain most of the variance. We looked at all the possible couples among the first 20 dimensions. Looking at the projection of the data points on the first three dimensions, the naked eye can discern roughly three clusters (figure 6). In order to find these clusters we applied quantum clustering to the normalized three main components of U. First, we plotted the potential of the data points, where three valleys can be seen (in figure 7(a)). The potential is displayed in a plane spanned by the second and the third principal components of SVD, as we found those two dimensions to be the ones which play an important role in the clustering process in all experiments. Then we omitted half of the data points whose potential values were the largest, in order to focus on the cores of the clusters (figure 7(b).). In figure 8 it is possible to see that the clusters found in the SVD picture (figure 6) match those extracted by the quantum 11
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Figure 5: Most of the information is located in the first dimensions of the matrix U.
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Figure 6: SVD picture of the spatial data. The three clusters were manually circled.
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231000 − Quantum clustering potential of spatial representation
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(a) Potential before clustering.



(b) Clustered data in the potential space.



Figure 7: Potential of the data points in the spatial representaion. clustering method. All the data points that were not associated to a cluster’s core were regarded as outliers. 4.1.2



Temporal distribution



Previous work [1] indicated that there is correlation between the place of the data point on the unit sphere of the normalized U (like in figure 6) and the time of the burst along the experiment. Such correlations were found in some of the files examined (for an example see figure 9). However, not all experiments exhibited such behavior. 4.1.3



Results summary



Table 1 summarizes the findings from the different experiments. While temporal distribution was found in all experiments checked in previous work [1], we found it is not generally true: in two experiments we found the data to be composed of one large cluster, and in another two experiments we found no temporal distribution, in spite of the clusters found.



4.2 4.2.1



Spatio-temporal presentation Demonstration of the analysis



We show now an example of the SVD and quantum clustering methods applied to the spatio-temporal data collected on 270800. The eigenvalues of S are presented in figure 10. As in the spatial representation, the eigenvalues of the first dimensions were significantly larger than the others. Here too we looked at all the possible couples among the first 20 dimensions, and once again, we found 13
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Figure 8: SVD picture of the spatial data after clustering. Compare to figure 6.
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Figure 9: Temporal Distribution of the spatial data: different clusters are divided to different time segments along the experiment, as was previously shown in [1].
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Experiment date 130300 270800 231000 271100-1 271100-2 091002 191103 131004



Number Of bursts detected 2748 6100 1507 2580 2042 2695 2086 1634



Number of clusters found 3 3 3 3 1 2 1 2



Temporal Distinction Yes Yes Yes No No Yes No No



Table 1: Summary of findings about the spatial representation of all experiments. Not in all experiments we found clusters, and in two experiments that we did, no temporal distribution was seen. Hence temporal distribution is not a general characteristic of all networks. Spatio-temporal cluster 1 2 Outliers



Spatial cluster



1



2



Outliers



2 258 168



628 0 292



344 116 887



Table 2: In 091002, an accordance was found between the spatial clusters and the spatio-temporal clusters: cluster 1 from the spatio-temporal presentation matches cluster 2 from the spatial presentation, and vice versa. This is the only experiment such an accordance was seen. clusters only at the first three. The projection of the data points on these three dimensions is plotted in figure 11, this time before and after the clustering side by side (figures 11(a) and 11(b) respectively). Three groups can be observed. Two potential plots (with and without the clusters tag, as was explained in 4.1.1, page 13) are presented in figure 12. 4.2.2



Temporal Distribution



Unlike in the spatial representation, in the spatio-temporal representation usually no correlation was found between the cluster a given burst is associated to, and its time of occurrence along the experiment, with the exception of 091002, where the two spatio-temporal clusters appeared in separate times. Table 2 shows that the two classifications (i.e. spatial and spatio-temporal) were very much alike.
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Figure 10: Spatio-temporal representation - the eigenvalues in S, zoomed on the first 50 dimensions.
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231000 − SVD picture of the spatio−temporal representation
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(a) SVD picture of the spatio-temporal data. (b) SVD picture, clustered data. Compare to The three clusters were manually circled. 11(a).



Figure 11: The spatiotemporal data presented in the space spanned by the three first dimensions of the SVD.
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231000 − Quantum clustering potential before gradient descent colored by clusters
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231000 − Quantum clustering potential of spatiotemporal representation
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(a) Potential before clustering.
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(b) Clustered data in the potential space.



Figure 12: Potential of the data points in the spatiotemporal representation. 4.2.3



Correlation between spatio-temporal clusters



¯ and vector Y with Pearson’s correlation1 r between vectors X with mean X, ¯ mean Y , is defined as follows:   ¯ Y − Y¯ X −X r = qP  q  ¯ 2 P Y − Y¯ 2 X −X P



(4)



The denominator in equation 4 ensures that r does not go beyond -1 or +1. The correlation reflects the degree of linear relation between the two variables: r > 0 means there is a positive linear relation, while r < 0 means there is a negative linear relation. r =1 and r =-1 mean perfect positive or negative linear relation, respectively. From each cluster of the spatio-temporal data we picked randomly 100 bursts. If the cluster had less than 100 bursts, we picked them all. Then we measured Pearson’s correlation between each two bursts. Results are presented in figure 13. In most cases, correlation between bursts that belonged to the same cluster were significantly higher than correlations between bursts that belonged to different clusters (for full results see table 3). 4.2.4



Results Summary



Table 3 summarizes the findings from the different experiments. Apart from one experiment (191103), all experiments were divided into at least two clusters, and in all experiments we also found structures in the Pearson correlation matrix. 1 for a short introduction to some of Pearson’s http://davidmlane.com/hyperstat/A34739.html.
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Figure 13: From each cluster we picked 100 bursts. This figure presents the Pearson correlation for each couple of bursts. The bursts are ordered by clusters: the diagonal squares are associated with the bursts that belong to the same cluster. The down-right square is associated with the outliers. The off-diagonal squares represent the Pearson correlation measured between bursts that belong to different clusters. The big number in each box is the mean Pearson correlation of this box. The small number under it is the standard deviation.



Experiment date 130300 270800 231000 271100-1 271100-2 091002 191103 131004



Number Of clusters found 3 3 3 3 2 2 1 2



Structures in Pearson’s correlation Yes Yes Yes Yes Yes Yes – Yes



Table 3: Summary of findings about the spatio-temporal representation of all experiments. Every time clusters were found, structures in the Pearson correlation matrix appeared.
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Figure 14: The mean raster plot of each cluster and the outliers, after the mean burst of the whole experiment was subtracted form all bursts. 4.2.5



Characteristics of different clusters



After extracting the different clusters, one may ask how the differences between the clusters are expressed in the original space (as opposed to the SVD space), i.e. what are the physical differences between bursts that belong to different clusters. We measure the mean raster plot of each cluster. In order to make the difference between the clusters easier to see, we reduce from each burst the mean burst of the whole experiment, and plot the mean reduced burst of each cluster. Large differences are discovered between the plots in figure 14. On the neuron’s level, two main differences are exemplified in figure 15: in figure 15(a), we plot the average activity of a specific neuron in each cluster, and show that the profile clearly changes; in figure 15(b), the profiles of two neurons in two different clusters is plotted, showing synchrony in one cluster, and out-of phase behavior in the other.
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Figure 15: Characteristics of different clusters. (a) Activity characteristics of a particular neuron in the SBEs belonging to the three different clusters display clearly different profiles. (b) Profiles of two neurons show different relative phases depending on the clusters. 4.2.6



Relations between spatial and spatio-temporal data



From what has been demonstrated in sections 4.1.2 (page 13) and 4.2.2 (page 15), it is clear that the two representations yield different divisions of the data, since on the time axis, the bursts are divided differently between the clusters. In order to have a better understanding of this difference, we picked a cluster from the spatial representation, and applied to its spatio-temporal bursts SVD and quantum clustering all over again. We compared two classifications: the original spatio-temporal classification of this cluster (the results from the general run), and the the new spatio-temporal classification (the results from the rerun). We plotted the data twice in the normalized new SVD space (i.e. after the re-run): first tagged by the original classification, and then tagged by the new classification. For each classification we also measured the Pearson correlation matrix (see 4.2.3, page 17 for explanation of Pearson’s correlation) to decide which classification yields better results. In most cases, the decision was inconclusive. Either the two runs created similar division to clusters, or the Pearson correlation matrices were equivalent, or with a small advantage to the new classification. However, in other cases it was clear that the re-run presented the data in new light: sometimes it succeeded in capturing new clusters and yielded finer division, and sometimes it splitted one homogeneous cluster into two identical clusters. In figures 16 and 17 two such examples are shown. Figure 16 shows an 20
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270800, spatial cluster 2, new classification
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Figure 16: In figure (a), cluster 2 of the original classification is clearly composed out of two clusters. Re-running the the data through the SVD and quantum clustering extracts those two clusters, as shown in figure (c). The Pearson’s correlation matrices (figures (b) and (d)) show advantage to the new classification. example of re-run SVD and quantum clustering that yields a better division, while figure 17 shows how re-runnning might unjustifiably split a cluster into two. 4.2.7



Sequential clusters in 231000



As shown in 4.2.2 (page 15), no correlation was found between the cluster a given burst is assigned to, and the burst’s time along the experiment. Interestingly, in one experiment, 231000, correlations between the clusters’ times were discovered. In this experiment, 495 bursts were associated with cluster 1 (the largest cluster), 140 bursts belonged to cluster 2, and 117 bursts were assigned to cluster 3. None of these 117 bursts occurred after a burst from the large cluster 1, while
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231000, spatial cluster 1, original classification
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231000, spatial cluster 1, new classification
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Figure 17: Figure (a): Cluster 1 that was found by quantum clustering after applying SVD, is seemingly composed out of two smaller clusters (circled manually). The re-run splits it into two clusters (figure (c)), but the Pearson correlation matrices (figures (b) and (d)) do not really justify this split. Hence re-running the processing does not necessarily guarantee better results.
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96 came after bursts from cluster 2, only 2 came after bursts from cluster 3, and 19 came after outlier bursts. Looking at the first 90 bursts of cluster 3, the picture looks even more impressive: 83 followed bursts from cluster 2, and only 7 took place after outlier bursts. None were consecutive to bursts from clusters 1 nor 3. We looked further to see which bursts came before the 83 bursts (out of the first 90) that started at cluster 2 and were followed by bursts from cluster 3. 52 of them (63%) followed bursts from cluster 1 (compared to 48% from the total number of bursts from cluster 2 that followed bursts from cluster 1), only 1 and 2 bursts came after bursts from clusters 2 and 3 respectively, and only 28 (34%, compaerd to 44% from the total number) came after outlier bursts. To conclude, out of the first 90 bursts of cluster 3, 52 (58%) were of the sequential type: cluster1 → cluster2 → cluster3. 4.2.8



Correlations in the SVD space



In all experiments, SVD has proved itself to be a useful tool for dimensions reduction. But after truncating the dimensions of higher order, one may ask oneself, what information was lost, if any? Are important properties of the data lost in the process, or maybe SVD reduces noise in these examples, thus making clustering much easier? We measured Pearson’s correlation (for details see 4.2.3, page 17) of the normalized three dimensions of the matrix U. Two main properties were discovered. First, the data in the truncated space (the projected data on U ) emphasizes the clusters. The differences between the on-diagonal correlations and the offdiagonal correlations were significantly larger in the truncated space than in the original space. Thus it is easier to distinguish between clusters in the truncated space. For an example, see figure 18. But nevertheless, this does not necessarily mean that the lost information is all noise. In some of the experiments, the correlations between different clusters (i.e. off-diagonal boxes in the Pearson matrix) were not equal one to the other. High correlations between clusters may indicate a similarity between clusters. On the other hand, low correlations lead us to think that the clusters are significantly different from one another. Again in figure 18 there is an example of an experiment where this information, about the similarity between clusters, was lost in the SVD space.
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Figure 18: SVD truncation enables to distinguish between bursts, as shown by the Pearson correlation measured in SVD space (figure (b)) compared to the original space (figure (a)), since the differences between on-diagonal and off-diagonal are significantly larger in the truncated space. Nevertheless, in original space one can see the high correlation between clusters 1 and 3, and the low correlation between cluster 2 and other clusters. On the other hand, in SVD space clusters 1 and 2 are highly-correlated, whereas cluster 3 is the exceptional one. While SVD emphasizes the clusters, the amount of similarity between different clusters is lost.
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5



Discussion



Previous work [1] showed correlation between the spatial cluster a given burst was associated with, and its time of occurrence in the experiment. We have redone the analysis on more experiments. In four out of eight experiments we discovered such a correlation. In two experiments all the bursts were concentrated in one cluster to begin with, and in another two experiments no temporal correlation was found. Our check rules out the notion that the observed correlation [1] is generally true. In some cases we did not find groups in the spatial representation, and in others we did, but the groups were spread uniformly along the experiment. The spatio-temporal presentation revealed new features of the data. First, the classification of the spatial presentation and the spatio-temporal presentation were different, as the temporal distributions along the experiment proved. Experiment 091002 is an exception, as the two representation yielded similar classifications. Second, Pearson’s correlation showed real structures in the data. Similarity between bursts which belonged to the same cluster was bigger than the similarity between bursts from different clusters. This means that the clusters we found were biologically meaningful. Since all clusters were usually spread along the whole time axis, we conclude that the firing pattern in the network is not a property that changes slowly along the experiment. We could not find any statistical property that would predict to which cluster a given burst should be assigned, except for experiment 231000, where a specific sequence of clusters appeared relatively many times. The differences between the spatial and the spatio-temporal classifications imply that they do not hold the same information. While the spatial representation regards only the dominant neurons in the burst, the spatio-temporal representation takes into consideration the pattern of firing within the burst. Apparently, those two are not linearly correlated. This may imply that the network’s activity is not determined by one simple mechanism. We showed two examples of characteristics that were significantly different in different clusters. Either a specific neuron’s profile within the burst changes, or two neurons keep their profiles but replace places (temporally). We also found that re-running SVD and quantum clustering on a specific spatial cluster does not necessarily reveal new features and structures in the data. In some cases, rerunning may unjustifiably split a cluster into two smaller clusters. Re-running the algorithms on a spatio-temporal cluster was found to be totally ineffective: only rarely new sub-structures in the data were found, and most of the times the Pearson correlation matrices before and after the re-run looked very much the same. In general, SVD and quantum clustering were found to be useful tools for handling this kind of data. SVD enabled us to reduce dimensions, and also emphasized the clusters by dimensional reduction, though the amount of sim-
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ilarity between clusters was lost. The first three dimensions were found to be the most important ones. Quantum clustering captured the clusters correctly. The potential plots showed valleys in the correct places, and choosing from each valley the half of the points with the lowest potential helped us to focus on the clusters’ cores.
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