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Introduction Surprising dynamics Systems composed by a large number of elements connected by an irregular pattern of interactions are often the scenario of surprising phenomena. Examples can be found both in natural and in man-made systems. By 1911, sea otters had almost disappeared from the coast of California, because of excessive hunting for its pelts [17]. That year, the US federal government forbade further hunting and this resulted in a dramatic comeback of otters. Shortly after, the urchin population went down, since otters feed on urchins. As a consequence, the number of kelps, a favorite food of urchins, increased dramatically. This increased the supply of food for fish, and even protected the coast from erosion. Thus, the interactions within the Californian coastal ecosystem brought the results of the reintroduction of otters to unexpected consequences. In that occasion, it was possible to reconstruct the full foodchain involved in the process, but often this is not the case. During the eighties, the cod population in the northwestern Atlantic shrinked dramatically, generating an economic crisis in the Canadian fishery industry [50]. In the following years, the Canadian government financed expeditions to hunt seals in Greenland, claiming that these cod’s predators were responsible for the decrease. Nearly half a million seals were exterminated during the nineties, but the cod population continued to fall. Figures show that more than 10 millions different chains connect seals to cods [263]. Moreover, between the about 150 species preyed on by seals, there are several cod’s predators, suggesting that a reduction in the population of seals can result in an increased pressure on cods (Fig. 1). Similar surprising and often unpredictable phenomena appear as well in man-made systems. In September 2003, a power cut left the whole Italian peninsula without electricity during several hours. According to the final report on the incident [247], this was the result of the interruption of a single high-voltage transmission line in Switzerland, produced by the fall of a tree. Sudden, large-scale effects triggered by small perturbations can appear as well in social and economical systems. In 1996 the 9



e-mail server Hotmail had no more than 1 million users [17]. One year and a half later this number had jumped to 12 millions. One of the keys of this success was the automatic introduction in all hotmail messages of a link that receivers could use to open a free hotmail account.



The Network Theory approach All these examples share one common feature: they are phenomena developing in an environment that can be modeled as a network. An ecosystem can be seen as a web of species connected by predator-prey relations. The power grid is a network of generators, transformers and substations connected by high-voltage lines. Social interactions between individuals are partially encoded in the network of e-mail messages exchanged. Many other examples of networked systems could be mentioned (see Chap. 1). In the biological domain: genetic regulatory networks, neural networks, etc.; in the technological domain: Internet, the World-Wide Web, etc.; in the social domain: the web of collaborative interactions between scientists, the sexual interaction network, and many others. The widespread diffusion of information technologies has boosted the accumulation of a large amount of information about these structures in large digital databases, providing unexpected possibilities to the analysis of their properties. Traditionally, studies of such systems have focused on describing the specific properties of given elements or analyzing some specific interaction. Thus, for example, biology has described the behavior of almost every single known species and has tried to draw the food chain it takes part into. On the other hand, computer science has focused on the features of each different machine and on the protocols of communication between each pair of them. Psychology and sociology have described the different behavior of individual social actors and how it is influenced by their relations. These approaches give very important insights on how these systems work and are essential for their comprehension. However, they rarely provide a global description of the system as a whole: indeed, it is very difficult to include in a unitary model the special properties of each constituent of a tightly knit system. More importantly, they often fail in explaining the collective phenomena that cannot be directly extrapolated from the features and behaviors of the single element and interaction [140]. For example, the dynamics of the different populations of an ecosystem, the resilience of Internet to attacks and traffic peaks or the spreading of infections in a human group cannot be explained in terms of the features of a single element or interaction, and result to be emergent properties of the whole system. In the last few years, some advances in understanding these phenomena have been 10



Figure 1: An ecological network. A partial food web for the Scotian Shelf in the Northwest Atlantic off eastern Canada. Arrows go from the predator species to the prey species. Species enclosed in rectangles are also exploited by humans. This food web is incomplete because the feeding habits of all components have not been fully described. Further, all species do not spend the entire year in the area. Reprinted with permission from Lavigne (2003) [159]. 11



achieved by a modelization approach based on a drastic simplification of the considered systems, the so-called “complex network theory” [256, 241, 7, 95, 96, 196, 45, 207, 33, 197, 35, 53, 54]. The new approach proceeds by ignoring the specific features of the constituents and their relations and by mapping the overall system into a much simpler topological structure, a graph, made of a collection of dots connected by lines. While this approach eliminates many of the features that make each system unique, it still maintains the information about the architecture of the interactions between the elements of the system (i.e. the specific pattern of connections). The philosophy underlying this approach is directly drawn from statistical mechanics: this branch of physics has successfully interpreted collective phenomena (like a large variety of phase transitions) by ignoring the specific features of each system and focusing on a small set of properties (like the dimensionality and the symmetries of the systems), finding this way the universality classes of their behavior [130]. The relation with statistical mechanics is further evidenced by the fact that the basic elements of a network (sites and connections) are the same that define an object that is central in that discipline, the lattice. In this sense, complex network theory often results in an extension of studies performed for regular lattices to the case where a disordered pattern of connection between sites is considered. This approach has proved to be surprisingly successful. Statistical measures performed on graphs representing real-world systems have revealed features that are common to different systems and clearly deviate from both a regular pattern of interaction and a completely random one. One basic feature that differentiates networks from lattices is the average number of links that connects any pair of species, machines, actors, etc. in the network: it results to be extremely small, as compared to the average distance on a lattice with the same size. Both regular lattices and completely random networks have a fixed or very homogeneous number of connections attached to each site. On the contrary, in many real-world networks the number of links is very broadly distributed, in many cases according to a power-law: the most connected species, machines or agents can have a number of links several orders of magnitude larger than the less connected ones, and a whole hierarchy of elements spans from the less to the most connected ones. While in lattices and random networks the average degree provides a characteristic scale for the connectivity of the network, most networks are scale-free (SF). Another interesting feature observed in real-world networks is the presence of correlations between the degree (the number of links) of connected nodes: in many cases, one can detect that nodes with high degree tend to link to other nodes with high degree or, on the contrary, to nodes with low degree (the same happens for low-degree nodes). Finally, in many real world networks, the presence of triangles (“friends” of 12



one that are as well “friends” to each other) is found to be much more frequent than that resulting from purely random connection. It is easy to imagine that the special features of complex networks can play a relevant role in explaining the striking behaviors observed in the dynamics that take place upon them. For example, one can foresee that transport of information, energy or materials will be remarkably enhanced when performed on a network, where every pair of nodes is separated by an extremely short path. The role of a heterogeneous topology and of correlations is not so obvious. Before tackling the study of their influence (see Chap. 2), one should remark that in most real-world systems both the network and the process change in time. However, in many cases the timescale of the first dynamics is extremely larger than that of the second: for example, the Internet is in continuous growth; however, the network of connections can be considered as frozen with respect to the interchange of information. Moreover, it is important to understand the case in which the dynamics develops on a fixed network, before tackling the more complex issue of the coupling between the two processes. For this reason, the interplay between topology and dynamics has been studied in the last few years by means of stochastic processes that take place on top of complex networks with a given topology. The relevance of topology has been highlighted by many models, ranging from epidemic spreading [12, 210, 168], traffic behavior in the Internet [212], searching [4, 152] and many other dynamics [93]. For example, SF networks have been proved [75, 58] to be very resistant to accidental failures (for example, a router disfunction in the Internet), but at the same time extremely weak in front of cleverly designed intentional attacks (say, for example, hacker actions). The general framework we use to study dynamics in complex networks is the theory of reaction-diffusion (RD) processes [173], that encompasses a wide class of dynamics. In very general terms, RD processes are dynamical systems that involve particles of different “species” that diffuse stochastically and interact among them, following a fixed set of reaction rules. RD processes are a paradigm for the wide class of non-equilibrium systems. In regular, homogeneous lattices, these processes can be described in terms of field theories and analyzed by means of renormalization group (RG) techniques. However, when the substrate is a network, the machinery of the RG becomes incapable of solving the problem. A successful approach to tackle this issue is represented by the heterogeneous mean field (MF) theory. This approach is an extension of the standard, homogeneous mean field theory to the case in which the degree heterogeneity of the networked substrate is explicitly taken into account. Homogeneous MF theory applied to lattices is based on the hypothesis that the mixing of particles is homogeneous and independent on space, i.e. on the particular lattice site. On the contrary, in 13



heterogeneous MF theory the mixing is considered homogeneous only within the class of nodes with the same degree, while density fluctuations between different degree classes are taken explicitly into account. The application of this formalism has allowed, for example, to reveal the specific features of epidemic spreading in networks. SF networks turn out to be extremely efficient in maintaining infections in circulation. While in homogeneous networks one can always find a finite threshold in the spreading rate below which the infections decay exponentially, in heterogeneous networks, the threshold in not reached until the spreading rate approaches a null value.



Modeling networked substrates Heterogeneous MF field theory is far from including all the specific details of a network structure (indeed, it only takes into account degree related properties). More detailed information may be obtained by direct numerical simulation, i.e. by introducing in a computer the map of a real-world network and simulating the dynamics on top of it. However, in this case it is usually impossible to disentangle the role of the specific topological features of the underlying network in the resulting evolution of the dynamics and direct comparisons with theoretical predictions can become difficult. In order to overcome these difficulties, it is essential to make use of network models (see Chap. 3). Those models should include the most relevant topological features of real-world networks in a controlled way, allowing to manipulate (or even eliminate) them, in order to discover their effect and their relative importance in the development of the dynamics. Several model have been proposed until now that could possibly fulfill these requirements. We will focus especially on the Static Model, that allows to manipulate the topology by generating SF networks with the desired level of heterogeneity. Although it was proposed without a full description of its main topological features (neither analytic nor numerical), the model has nevertheless been used as a substrate for quite a few dynamical processes [129, 163, 164]. We will carry out the analytic description of the Static Model. This study will throw light on a general issue affecting SF network models: the presence of degree correlations inextricably entangled to the parameters of the models. One can see that by imposing a certain heterogeneity in degree, one is inevitably introducing some level of correlations as well. This implies a problem for the study of dynamical processes. Indeed, it is impossible to disentangle the respective effects of scale-invariance and correlations. Moreover, the analytic solutions of many dynamical processes taking place on top of complex networks are usually available only in the limit of absence of correlations [75, 58, 210, 186] and cannot be directly 14



extrapolated to the correlated case. We will show that spurious correlations are the result of the interplay between the scale-invariant nature of the network and a physical condition that is customarily used in network theory: the absence of self-links connecting one node to itself, and the absence of multiple links between the same pair of nodes. Few real world networks display these structures (for example, self or multiple connections are uncommon in the Internet [212]). Moreover, they are undesirable for the purpose of the study of dynamical processes in networks, since they introduce ambiguities in the definition and simulation of the dynamics. Therefore, in network theory it is customary to ignore them for the sake of analytical simplicity. In order to overcome this problem, we will propose the Uncorrelated Configuration Model (UCM). This network paradigm allows maximal freedom in the manipulation of the degree distribution and still avoids all correlations, by accurately taking into account the effects of the absence of self and multiple links.



Modeling dynamics Having introduced a suitable model for the study of dynamical processes, we will move to the analysis of dynamics themselves, within the RD paradigm. An important issue to be taken into account when studying RD processes is whether some exclusion principle is present in the dynamics (see Chap. 4). For example, when modeling the spreading of a disease in a social interaction network, each individual can stay only in one of a set of possible health states at a given time (for example, an individual cannot be infected and susceptible to infection at the same time). Translated into RD language, this condition is equivalent to saying that each vertex can be occupied at most by one particle at a time, i.e. that the particles have a fermionic nature. Including the exclusion principle has a series of implications for the dynamics and their study. It is impossible to define both numerical models and theoretical approximations on a general basis for every dynamics; on the contrary, they must be defined on a case by case basis, considering the specific rules of the process in study. We will focus on examples of fermionic RD dynamics that yield either a density monotonously decaying in time (namely, the diffusion-annihilation process) or exhibit one or more steady states, with possibly associated phase transitions between different steady states (namely, the branching-annihilating random walk). In all cases, we will find important differences between the dynamics in SF networks and lattices (both below the critical dimension and at mean-field), and strong dependencies from the underlying topology. While some real-world processes include in a natural way an exclusion principle 15



in the occupation of vertices, in general multiple occupation is not forbidden (see Chap. 5). For example, the spreading of an infection at the level of airport networks (for example, SARS) is better modeled by taking into account the multiplicity of the occupation of each node, i.e. the number of infected individuals in each city [77]. In this case, particles (not nodes) represent individuals in different health states and it is typical to have in each node (city) an arbitrary number of particles (individuals) in different states. In other words, in this case particles have a bosonic nature. The bosonic approach to RD processes on networks overcomes some of the drawbacks of the fermionic one, allowing to develop a more general theoretical and numerical framework. Once again, we will develop it both for steady-state and for decay processes, finding important deviations from the results found for lattices below the critical dimension and from the homogeneous mean-field theory, as well as a relevant role for the underlying network topology. When possible, we will perform a comparison between fermionic and bosonic results. Finally, we will consider the effects on dynamics when non-local constraints are imposed to the network structure (see Chap. 6). Several real-world dynamics take place in networks with geometrical constraints. For example, some networks are embedded in a geographical space, like Internet, the Power Grid or the Highway Network. The embedding in a Euclidean space or other intrinsic properties can result in non-local constraints like the absence of link crossing (planarity) or the absence of loops (tree structure). Some examples of the dynamics that take place in networks with geometrical restrictions is car traffic in the highway network and file searching in a directory tree. As we will see, non-local constraints turn out to have a strong impact on dynamics.
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Chapter 1 Complex networks Many natural, technological, and social systems are made of a large amount of elements connected by an irregular pattern of interactions (for example, ecosystems, the Internet, social relations, etc.). In the last few years, some advances in understanding these systems have been made by mapping them into a much simpler geometric structure (a graph) made of a collection of dots connected by lines. Although this mapping eliminates the individual properties of the elements and connections constituting the system, it still maintains the information about the architecture of the interactions. This information has proved to be extraordinarily rich: statistical measures performed on graphs representing real-world systems have revealed features that are common to widely different systems and that clearly deviate from both a regular pattern of interaction and a completely random one. Thus, the network theory approach has proved to be able to give deep insights into the nature of a wide variety of different systems.
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1.1



Chapter 1. Complex networks



Introduction: A network description of natural, technological, and social systems



Many natural, technological, and social systems are made of a large, discrete set of different elements related to each other by a wide variety of interactions disposed according to an irregular pattern. For example, an ecosystem (Fig. 1) is composed by hundreds of species of animals and plants, each one extracting the energy necessary to survive from a subset of the others by means of different relations of predation [214]. Similarly, Internet is composed by hundreds of thousands of machines (computers, routers, exchange points, etc.) connected by various communications lines (telephone lines, fiber optic cables, satellite connections, etc.) [212]. A social system, as well, is the result of a variety of possible interactions within a huge number of actors, each one with its own specific features and roles [255]. In the last few years, some advances in understanding these systems have been made by a modelization approach based on a drastic simplification, the so-called “complex network theory” [256, 241, 7, 95, 96, 196, 45, 207, 33, 197, 35, 53, 54]. The new approach proceeds by ignoring the specific features of the constituents and their relations and by representing the system as a set of equal elements connected by equal interactions, a network (Fig. 1.1). While this approach eliminates many of the features that make each system unique, it still maintains some of its specific properties: namely, the size of the system (i.e. the number of elements it is made of) and the pattern of interaction (i.e. the specific set of connections between elements). As explained in the Introduction, the philosophy underlying this approach is directly drawn from statistical mechanics and often results in an extension of previous studies performed for regular lattices. However, the complex networks approach is not just a simple extrapolation of statistical mechanics. On the one hand, the systems in study are usually mesoscopic (between 102 and 1010 elements) and never reach the size of those studied in statistical mechanics (with sizes of the order of Avogadro’s Number ∼ 1023 ). On the other hand, the irregularity of the pattern of interactions breaks some of the basic properties of a lattice: the coordination number is not fixed, long range connections link subsets of the systems that would be otherwise unrelated, the translational invariance of the lattice is absent. Therefore, it is impossible to define a Euclidean metrics based on the interactions between the elements.
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Figure 1.1: Network theory approach. Left: Many natural, technological and social systems are made of a set of different units (represented in the picture as circles, squares etc.) connected through an irregular pattern of different interactions (represented in the picture by continuous lines, dashed lines, curves, etc.). Right: The network theory approach represents such systems as a set of equal elements (circles), connected by equal interactions (continuous lines), preserving only the pattern of connection.



1.2



Modern Graph Theory Framework



A network can be represented by a collection of dots connected by segments, i.e. a graph. Graphs were originally introduced in 1736 by Leonard Euler in order to solve the K¨oningsberg bridges problem [105] (consisting in finding a round trip that crossed each of the bridges of the Prussian city of K¨oningsberg exactly once). The classical theory of graphs developed since then with the study of small networks. Starting from the 1950s, the modern theory of graphs [69, 42, 40] approached larger networks and random graphs. Here follow some useful definition drawn from modern graph theory that are commonly used in the study of complex networks (see Fig. 1.2 and Fig. 1.3). • An Undirected graph is defined as a pair of sets G = (V, E), where V is a nonempty countable set of elements, called vertices or nodes and E is a set of pairs of unordered vertices, called edges or links. Since V is countable, we can map it into the set of natural numbers, V = {1, 2, 3, 4, ...} and E = {(i, j), (k, l), ...}, where i, j, k, l, ... ∈ V and (i, j) ≡ (j, i) (being the pairs unordered). We denote by N the number of vertices and by E the number of edges. For example, a very basic description of the Internet can be given by assigning a number to each computer belonging to the network and by listing the pair of numbers corresponding to a link between pairs of machines (cables, wireless connections, etc.). The links are naturally undirected, since when a connection is established the communication
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Figure 1.2: Types of graph. a)Undirected graph, b)Directed graph; c)Multigraph; d)Weighted graph; e)Bipartite graph; f)Complete graph; g)Tree; h)Planar network. can be performed from one computer to the other in both directions. • In a Directed graph the edges are ordered, i.e. (i, j) 6= (j, i). The presence of a connection going from i to j does not imply the existence of the reverse edge. Directedness is intrinsic in a set of real world networks: for example, in ecological networks the roles of pray and predator are not interchangeable. However, in some networks, this feature is not relevant, because of high reciprocity [125], and thus it is often ignored in modeling. Only undirected networks will be considered in this work. • A Self-connection is an edge (i, i) that connects a vertex to itself. In ecological networks, cannibalism provide an example of loop connecting one species to itself. • Two vertices i, j are connected by Multiple edges if there is more than one edge between them: (i, j)1 , (i, j)2 , .... This structure can model, for example, the different strategies of predations applied by a single predator to a single prey.
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• A Path is a sequence of adjacent vertices. A Hamiltonian path is a path passing once through all the vertices in a graph. A Eulerian path is a path passing once through all the edges in a graph (as required in the K¨oningsberg bridges problem, see above in this section). • A Cycle or Loop is a path that connects a vertex to itself. If, in a social network, Alice is acquaintance to Bob and Carl, and Bob and Carl are acquaintance to each other, a cycle (Alice-Bob-Carl-Alice) connects Alice to itself. Much longer cycles can be found in real-world networks. • A Multigraph is a graph that admits the presence of self and multiple edges. It is important to notice that the above graph definitions admit this possibility. However, few real world networks display these structures. Moreover, they are undesirable for the purpose of the study of dynamical processes in networks, since they introduce ambiguities in the definition and simulation of the dynamics. Therefore, in network theory it is customary to ignore multigraphs for the sake of analytical simplicity. However, one must notice that a pair of vertices can still be connected by different paths and that it is still possible that a node is connected to itself through a cycle. • A Weighted graph is defined as a triple of sets G = (V, E, W), where V is the set of vertices, E is the set of (directed or undirected) edges and W is a set of real numbers, called weights, each one attached to an edge. Weights are very useful to encode different levels of connections between pairs of nodes. For example, social relations usually encompass a large spectrum of intensity: this is the case of work collaboration or friendship, that can range from occasional contact to continued and profound acquaintance. If these features can be measured in some way, the results of the measure can be encoded into weights associated to the connections representing the pattern of social relations. • A Multipartite graph is a graph where vertices can be divided into different classes such that every edge connects vertices belonging to different classes. If the number of classes is r, the graph is said to be r-partite. A very interesting case is r = 2 (Bipartite graph), that is useful to represent systems where units are classified in groups. For example, company directors form a group (the board of directors) that has the role of leading a given company. Each director can belong to boards of different companies at the same time. This system can be represented as two sets of elements (directors and companies) with edges connecting one director to one company, when he or she sits in the board of that company.
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• A Complete graph (or fully connected network ) is a graph where all possible pairs of vertices are connected by one edge. If N is the number of vertices, then the number of edges of a complete undirected graph without self and multiple  connections is E = N2 . This graph is maximally dense since it has the maximal number of edges per node. However, real world graphs are in general much more sparse. • A Connected graph is a graph where all possible pairs of vertices are connected by at least one path. The Internet as a whole is a connected graph. Historically, it resulted of the interconnection of a set of different local networks [212]. Currently, each new computer is connected to Internet by adding a link to the existing network. Thus, a computer cannot be considered part of the Internet if it is not connected to the overall network. • A Subgraph of the graph G = (V, E) is a graph G′ = (V ′ , E ′) such that all the vertices in V ′ belong to V and all the edges in E ′ belong to E. In an Induced subgraph, the edges of E ′ are all and only those that connect the vertices of V ′ in the original graph. • A Clique is a complete subgraph. Subgroups in social networks use to take the shape of a clique, where everybody is acquaintance to everybody else, with a less tightly knit connection to other subgroups. • A Connected component is a connected subgraph. A graph that is not connected is composed by a set of different connected components. This is indeed the situation that is found in many real-world networks. Excluding some exceptions (like the Internet, as mentioned above), in the majority of networked systems one can find subsets of vertices connected to each other but completely disconnected to the rest of the network. • A Giant connected component (GCC) is a connected subgraph encompassing the majority of the nodes of the graph. Although many real world graphs are separated in several component, usually one of them is overwhelmingly large with respect to the others and contains a sizeable fraction of the system. For example, about 92% of the World-Wide Web is composed by pages connected through directed links and only the small remaining fraction is disconnected from the overall network [212]. In particular, 28% of the network is composed by a set of pages (56 millions, according to an estimation done in 1999 [212]), each of them reachable from each other by means of a path of directed hyperlinks.
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• A Tree is a connected graph in which any possible pair of vertices is connected by only one path and there are no cycles. The deletion of any edge breaks the tree into two different connected components. It is easy to see that for any tree E = N − 1. Directory trees within a computer are typical examples of this structure: each directory contains a set of sub-directories, each of them containing other directories, etc. with connections going only from directories to sub-directories (unless shortcuts between sub-directories are defined). • Leaves is the name given to nodes attached to only one edge (belonging both to tree and to looped networks). The bottom directories of a directory tree or the private computers attached to the Internet are examples of leaves. • A Planar network is a graph that can be embedded in a bidimensional surface in such a way that there are no crossing between links. Usually, transport networks are considered to be planar: for example, in the railway infrastructure it is very uncommon to have crossings between communication lines. • Adjacency matrix. A graph can be mapped into an N × N matrix defined such that ( 1 if (i, j) ∈ E. (1.1) Aij = 0 otherwise. For undirected graphs, the adjacency matrix is symmetric Aij = Aji. While the absence of multiple links is implicit in the definition, the absence of self connections results in a null diagonal Aii = 0. On the other hand, the adjacency matrix representation can be adapted to include weights and multiple connections by introducing in Aij real numbers corresponding to weights or integers counting the number of connections. Finally, a bipartite graph can be represented by an adjacency matrix composed by four blocks, with the two blocks on the principal diagonal empty.



1.3



Network observables



The symmetry of a lattice allows to fully determine its structure by means of a small set of quantities. On the contrary, it is not so easy to define univocally a network by means of a reduced number of measures. For a lattice, it is enough to measure the features of the elementary cell and the overall size to determine without ambiguity the complete structure, that is obtained by a simple replication of the unit cell until
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Figure 1.3: Graph patterns. A self connection connects vertex 1 with itself. Multiple edges connect vertices 1 and 2. Vertices 1 and 6 are connected by the path: 1-3-4-6. Vertex 2 is connected with itself through the cycle: 2-3-4-5-2. Vertices 3, 4, 7 and 8 form a clique. Vertex 6 is a leaf. The overall graph is divided in two components: vertices 1-8 and vertices 9 and 10. reaching the prescribed size. In the case of a network this is impossible, due to the intrinsic irregularities of the pattern of connections. In other words, a lattice can be completely mapped into a reduced set of measures and this mapping is invertible, i.e. given the results of the measures one can rebuild the whole structure. When dealing with a network, there is a virtually unlimited set of possible measurements that can be performed to characterize its structure. Moreover, this procedure is rarely invertible. Indeed, in most cases the only invertible mapping is a complete representation of the network by means of the adjacency matrix. At the opposite of a regular lattice, a completely random network is as well determined by a small number of parameters, as it will be shown later on (Sec. 3.2.1). Given such parameters, an ensemble of equivalent random networks is identified. A whole set of different network realizations are compatible with those parameters; however, any randomization process [177] performed on one element of the ensemble will yield another element of it, in which single nodes may have different properties, but the overall networks have the same statistical features, that can be derived from the given parameters.
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Real-world networks result to be neither regular nor completely random. Therefore, complex network theory has focused on defining a set of measures that quantify the degree of similarity or difference of any given network with these two limiting cases. The resulting measures are almost always of a statistical nature. On one side, they are obtained from some kind of averaging over a connectivity class or over the whole network. On the other, given one measure, a variety of different network realizations are compatible with it. However, the main aim of such measures is not to describe networks in full detail, but rather to give a proper characterization that captures some of their specific features and allows to classify them into major categories. In the following, far from giving a full list of the available network measures [83], the attention is centered in the measures that have proved to be more useful in order to classify networks and characterize their degree of disorder and randomness.



1.3.1



Average distance



One basic feature that differentiates networks (including completely random ones) from lattices is the extremely short average path that connects any pair of vertices. This small-world property [257] results in a close relation (through a very small number of links) between any pair of nodes of the networks (species, machines, actors, etc.) Networks do not have any Euclidean metric, so the distance dij between any two vertices i and j is defined as the number of links forming the shortest path between those that connect the two nodes. ( minimum number of links connecting i and j (shortest path), (1.2) dij = ∞ if i and j belong to disconnected components. The maximum distance between the N(N − 1)/2 possible pairs i, j of vertices is called diameter D of the network D = max{dij , ∀i, j}, (1.3) while the average distance is given by d=



2Σi


(1.4)



This quantity characterizes networks as compared with Euclidean lattices. Indeed, in a l-dimensional lattice 1 (1.5) dL ∼ N l . On the contrary, in networks the distance scales much slower with the size of the network. In particular, in a random graph (Sec. 3.2.1) dR ∼ log N.



(1.6)
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Other network models display different scalings, but one always finds d << N,



(1.7)



both in models and real world networks. The relevance of this property is better understood by considering the strong influence it may have on any communication system making use of a network as its infrastructure. If the underlying structure was a regular, homogeneous lattice, the number of steps to be made in order to send a message between to elements would be much higher (Eq. (1.5)) than in any networked structure (Eq. (1.6)).



1.3.2



Degree and Degree Distribution



The absence of a fixed coordination number is one of the most striking differences between regular lattices and networks. On the other hand, the number of edges attached to any vertex of a random network is not constant, but it comes out to be very homogeneous, with a peaked distribution around a fixed average value (Sec. 3.2.1). On the contrary, in many real-world networks the number of links is very broadly distributed. The most connected species, machines or agents can have a number of links several orders of magnitude larger than the less connected ones. Moreover, these are not just a few exceptions: the number of links is very heterogeneous, with a whole hierarchy of elements spanning from the less to the most connected ones. The degree ki of the vertex i is defined as the number of edges attached to i 1 : ki =



N X



Aij .



(1.10)



j=1



The average degree of a network is given by hki =



2E Σi ki = , N N



(1.11)



1



This definition is valid for undirected network. However, it can be extended to other kinds of graphs. For example, in directed networks one can define the in-degree and out-degree of a node i as follows: P P (1.8) kiin = j Aji , kiout = j Aij .



The equivalent measure in weighted networks, the so called strength of a node i, is derived from the adjacency matrix (modified to include weights in its elements) as kiw =



N X j=1



Aw ij .



(1.9)
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(the number 2 comes from the fact that every edge belongs to two vertices at the same time). The average degree is a quantitative measure of the sparsity of a network. A complete graph has degree ki = N − 1, ∀i, so that hki ∼ N. On the contrary, a graph N →∞ is said to be sparse if hki → constant. In most real-world networks hki << N. The degree distribution P (k) of a network is the probability that any randomly chosen vertex has degree k. The average degree is related to it through X hki = kP (k). (1.12) k



The degree distribution of a regular network with coordination number z is trivially a delta function PL (k) = δ(k − z), (1.13) that of a sparse random graph is found to be a poissonian (Sec. 3.2.1) hkik , k! while in many real-world networks it is a power-law PR (k) = e−hki



P (k) ∼ k −γ ,



(1.14)



(1.15)



being γ a quantity usually between 2 and 3 (Fig. 1.5, upper row). The difference between the three cases is further understood by calculating the relative amplitude of the distribution with respect to the average degree, σ/ hki, where σ is defined by X



 (1.16) (k − hki)2 P (k) = k 2 − hki2 . σ2 = k



In the case of the lattice the amplitude is null σL = 0, hki



and in sparse random graphs it is asymptotically vanishing p hki hki→∞ σR = → 0. hki hki



(1.17)



(1.18)



In networks with power law degree distribution the relative amplitude is dominated by the size dependence of the second moment of the distribution, because the first moment hki is asymptotically constant for γ > 2: both moments can be easily calculated by assuming that degrees are continuous and substituting summations by integrals in their definitions. This calculation yields [95]:  3−γ  for γ < 3  kc (N) 2 hk i ∼ (1.19) ln kc (N) for γ = 3 ,   const. for γ > 3
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where kc (N) is the maximum degree of the network (the cutoff of the degree distribution). It is natural to consider kc (N) as an increasing function of the network size N (the specific functional form of kc on N depends, in general, on the particular network model under consideration), therefore, one finds, for γ < 3 σ N →∞ ∼ kc (N)(3−γ)/2 → ∞. hki



(1.20)



While the fluctuations of the degree around its average value (i.e. the amplitude of the degree distribution) are null in the lattice and bounded (asymptotically vanishing) in sparse random graphs, on the contrary, in networks with power law degree distribution and γ ≤ 3, they are unbounded in the infinite network limit. In any finite network, this translates into a very broad degree distribution, where high degree nodes (hubs or superconnectors) have a number of connections orders of magnitude larger than low degree ones. While in lattices and completely random networks the average degree provides a characteristic scale for the connectivity of the network (a randomly extracted vertex is expected to have a degree equal or not far from hki), networks with power law degree distribution are said to be scale-free (SF). This is better understood by considering that power laws are homogeneous functions [130], i.e. they have the property f (ax) = a−γ f (x). This means that the function is invariant under a change of scale. This is the same property of fractal objects [171], but networks are topological fractal rather than metric ones, since the change of scale is a degree rescaling, not a change of scale in metric space: this is why SF networks are also said to be scale-invariant.



1.3.3



Degree Correlations



In lattices the nearest neighbors of a site are univocally determined by their Euclidean distance from it. On the other hand, in a completely disordered network, the neighbors of a node are chosen at random between all other nodes. In real-world networks, it is possible to detect a non-random pattern of connection. In particular, some level of correlation between the degrees of connected nodes is often found. In order to measure such two-point degree correlations one must consider P (k ′ |k), the conditional probability that an edge attached to a randomly chosen vertex of degree k points to a vertex of degree k ′ or, in other words, the probability that an edge points to a vertex of degree k ′ , conditioned to the fact that it stems from a vertex of degree k. In absence of correlations, this probability depends only on the degree of the destination node k ′ , independently of k. A direct measure of P (k ′ |k) is in all practical cases too fuzzy to provide any useful information. Indeed, for a good sampling of this function of two variables one should have a large enough number of edges connecting almost any pair of degree classes. This is usually not the case, since some degree classes can
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be represented by just a few or even one single node, providing insufficient statistics for the evaluation of P (k ′ |k). In order to overcome these difficulties, P (k ′ |k) is usually averaged over the degree of the destination node [208] knn (k) =



kX max



k ′ P (k ′ |k).



(1.21)



k ′ =1



The resulting quantity is the average degree of the nearest neighbors of a node of degree k (briefly called average nearest neighbors degree). This function depends only on one variable and provides a good statistics even for degree classes with just a few member nodes. Moreover, its interpretation is straightforward (Fig. 1.4). If the function is decreasing, then the larger is the degree of a node, the smaller is the average degree of its nearest neighbors, suggesting the presence of anti-correlation in degree (disassortativity) [194]. The opposite is found in presence of degree positive correlation (assortativity). In absence of correlations one expects a flat function: the average degree of the neighbors is independent of the degree of the central node. In order to calculate this function practically, one can measure the average nearest neighbor degree of a node i N 1 X knn (i) = Aij kj , (1.22) ki j=1 and average it over all nodes u of degree ku = ki . In order to get further insight into degree correlations, it is useful to define as well the joint probability P (k, k ′), that is related to the probability that a randomly chosen edge connects a node of degree k to one of degree k ′ (in particular such probability is equal to (2 − δk,k′ )P (k, k ′ ) [36]). Both P (k ′ |k) and P (k, k ′ ) are related to Ekk′ , the number of edges going from nodes of the degree class k to nodes of the degree class k ′ . The first probability, P (k ′ |k), is equal to the number of edges going from k to k ′ , Ekk′ , divided by the number of edges going from k to any other node: P (k ′ |k) =



Ekk′ , kNk



(1.23)



where Nk is the number of nodes of degree k. The second quantity, P (k, k ′ ), is one half of the probability given by the number of edges going from k to k ′ , Ekk′ , divided by the total number of edges, E: P (k, k ′) =



Ekk′ , hki N



(1.24)
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Figure 1.4: Average nearest neighbors degree. This quantity measures the average degree of the nearest neighbors of nodes of degree k. If it is increasing, the network has positive degree correlations and is said to be assortative. On the contrary, a decreasing trend indicates anti-correlations, yielding a disassortative network. Finally, if the quantity is flat, the network is uncorrelated. where the denominator is equal to 2E (Eq. (1.11)). Eq. (1.23) can be rewritten in a form that will be useful later on: X X 1 Ekk′ Aij , (1.25) = kP (k ′ |k) = Nk NP (k) ′ i∈V(k) j∈V(k )



being Nk = NP (k) and expressing Ekk′ in terms of adjacency matrix (V(k) is the set of vertices of degree k). Degree detailed balance condition. This condition [36] stems from the physical fact that the number Ekk′ of edges going from all nodes of degree k to all nodes of degree k ′ must be equal to the number Ek′ k of those going from k ′ to k (provided the absence of self-links) (1.26) Ekk′ = Ek′ k . This translates into kP (k)P (k ′|k) = hki P (k ′, k)



(1.27)



by using Eq. (1.23) and (1.24), dividing both sides of the equation by N and considering that Nk /N = P (k). By definition P (k ′, k) = P (k, k ′), so the above equation can be rewritten as the degree detailed balance condition: kP (k)P (k ′|k) = k ′ P (k ′)P (k|k ′ ).



(1.28)
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In the case of uncorrelated networks, the degree detailed balance condition allows to 0 calculate analytically the average nearest neighbors degree knn (k). By summing over P ′ k on both sides of Eq. (1.28) one obtains on the r.h.s. kP (k) (because k′ P (k ′ |k) = 1 by definition) and on the l.h.s. P 0 (k ′ |k) hki (because in absence of correlations P 0 (k ′ |k) P is independent of the origin node degree, and in general k′ k ′ P (k ′ ) = hki. Therefore, for uncorrelated networks k ′ P (k ′ ) . (1.29) P 0 (k ′ |k) = hki This expression can be intuitively interpreted considering that, in absence of correlations, the probability that an edge from a vertex of degree k points to a node of degree k ′ is proportional to the fraction of nodes of that degree (P (k ′ )) and increases with the number of edges attached to each one of those nodes (k ′ ), being hki a normalization factor. Introducing this expression into Eq. (1.21), one obtains 0 knn (k) =



hk 2 i , hki



(1.30)



P being hk 2 i = k′ k ′2 P (k ′) the second moment of the degree distribution. Real-world networks display a wide variety of correlation spectra (Fig. 1.5, central row) and some of them may even show an average nearest neighbors degree increasing in one degree range and decreasing in another. Therefore, in order to give a rough estimate of the nature of correlations in the overall network, it is customary to use the assortativity coefficient [194, 57]: hkk ′ ie − hki2e . r= hk 2 ie − hki2e



(1.31)



This quantity is the Pearson correlation coefficient of the degree of the vertices at the end of edges: hkk ′ ie is the average of the product of the degrees at the end points of all edges and hk 2 ie is the average of the square of the degree at the end of any edge. The resulting coefficient is contained between −1 and 1, being positive for assortative networks, negative for disassortative ones, and null for uncorrelated networks.



1.3.4



Clustering



In lattices, the nearest neighbors of a node are not usually nearest neighbors to each other. In completely random networks, the connection between two nearest neighbors of a node is as random as the connection between any two nodes. In many real world networks, on the contrary, the presence of triangles or transitive triples (“friends” of



32



Chapter 1. Complex networks



one that are as well “friends” of each other) is found to be much more frequent than that resulting from purely random connection. Such three-point degree correlations (or clustering) are encoded in the probabilities P (k ′ , k ′′ |k) and Pk′ ,k′′ . The three vertex conditional probability P (k ′ , k ′′ |k) is the probability that a pair of edges attached to a randomly chosen vertex of degree k point to two vertices of degree k ′ and k ′′ or, in other words, the probability that two edges point to two vertices of degree k ′ and k ′′ conditioned to the fact that they both stem from a node of degree k. On the other hand, the connection probability Pk′ ,k′′ is the probability that two vertices of degree k and k ′ are connected to each other, provided that they have a common neighbor. In general, there is not enough statistics to measure directly these quantities, and it is much more informative to measure the clustering associated to a degree class [250, 220, 226] X (1.32) P (k ′, k ′′ |k)Pk′,k′′ , k > 1, c(k) = k ′ ,k ′′



that is, the probability that any two nearest neighbors of a vertex of degree k are nearest neighbors to each other. The overall clustering of a network. i.e. the probability that any two nearest neighbors are connected to each other, is then given by X c= P (k)c(k). (1.33) k



In order to compute c(k) in practice, one can calculate the local clustering for a vertex i 2Ti Σj,u Aij Aju Aui ci = = , (1.34) ki (ki − 1) ki (ki − 1) where Ti is the number of triangles passing through the vertex i, and average it over all nodes i belonging to degree glass k. In uncorrelated networks, the three vertex conditional probability can be written as P 0 (k ′′ , k ′ |k) = P 0 (k ′′ |k)P 0 (k ′ |k), for k > 1. The connection probability can also be computed in this case as Pk0′ ,k′′ = (k ′ − 1)(k ′′ − 1)/hkiN, where the term −1 comes from the fact that one of the connections of each vertex has already been used. From the above relations, the clustering coefficient becomes c0 (k) =



[hk 2 i − hki]2 . N hki3



(1.35)



Thus, for uncorrelated networks, the function c0 (k) is constant and independent of k. Therefore, any non trivial dependence of the function c(k) on the degree is a signature of the presence of three point correlations. This is indeed the case of the majority of real world networks, that usually display a power-law behavior c(k) ∼ k −α ,



(1.36)



1.4. Real-world networks
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with 0 ≤ α ≤ 1 (Fig. 1.5, lower row).



1.4 1.4.1



Real-world networks General properties



In the following, a sample of the various real-world networks that have been analyzed until now is reviewed. For the sake of clarity, they are divided in three large domains: natural, technological, and social networks. Each network is characterized by its size and density (average degree) and by a set of basic topological properties: average distance, degree distribution, correlations and clustering. In Table 1.1 the properties of some of the most studied networks are summarized. In general, networks are mesoscopic objects, with sizes ranging from N ∼ 103 to N ∼ 106 . There are some notable exceptions, like food webs (N ∼ 102 ) or the WWW (N ∼ 108 ), but complex network theory rarely approaches too small systems (like reduced social circles), that would be impossible to tackle with a statistical approach, or really macroscopic systems (with sizes comparable to Avogadro’s Number ∼ 1023 ). While most networks are undirected, some have intrinsic directedness. However statistical properties of the latter are usually calculated making all links undirected (this is tacitly assumed in the following when not otherwise specified). Indeed, some properties like clustering are not well defined in directed networks. Although most real world networks are usually far from being dense (their average degree is of the order 100 − 101 ), almost always a GCC (Sec. 1.2) is observed, encompassing the large majority of the nodes. All networks are small-worlds, with d << N. A remarkable subgroup of network shares the feature of having a power-law degree distribution (Fig. 1.5) with 2 ≤ γ ≤ 3. However on should stress that scale-invariance is not such a general feature as the small-world property, and bounded degree distributions are found as well (all networks listed below are SF unless explicitly specified). The k-spectra of correlations and clustering have a wide variety of shapes (Fig. 1.5). Therefore, we restrict ourselves to a characterization of this feature by means of the assortativity coefficient (Eq. (1.31)). With respect to the clustering, we report the value c averaged over all k. Real-world networks result to be highly clustered, i.e. c is usually larger than the value c0 (Eq. (1.35)), calculated with the parameters of the considered network (i.e. most networks display higher clustering than their uncorrelated counterparts [195]).



1.4.2



Natural networks



• Metabolic pathways network. [149, 215, 109, 254, 239] Living organism are
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overwhelmingly complex systems. Each cell is an intricate system comprising millions of molecules acting in a coherent manner and interchanging matter, energy and information with the environment. The system of interactions within the cell is often divided into three domains: the metabolome, the genome, and the proteome. The first one is the sum of the enzyme-catalyzed chemical reactions taking place inside the cell with the aim of transforming molecules according to the requirement of the organism. A precise chain of reactions linking metabolic substrates and products (such as ATP, ADP, H2 O, etc.) is usually called a metabolic pathway. However, reactions in cells rarely follow the pattern of an ordered sequence. On the contrary, metabolic pathways are interwoven in an intricate network with feedback loops and other complex interactions. The metabolic pathways network represents the metabolic substrates and products of a given cell, with edges joining them if a known reaction exists that acts on a given substrate and produces a given product. Since most reactions are not reversible, this network is directed, with a power-law in-degree distribution. • Protein interaction network.[246, 146, 148, 176, 234] The functionality of the cell crucially depends on the proteome, the set of proteins interacting within it. One can build a network of proteins by linking each of them to the others that have a mechanistic physical interactions with it (different from chemical reactions among metabolites). For example, two proteins can be considered as interacting if they participate in the same complex (i.e. a macromolecule composed by several proteins). • Genetic regulatory network.[135, 229, 108] The expression of a gene, i.e., the production by transcription and translation of the protein which the gene encodes, can be controlled by the presence of other proteins, both activators and inhibitors, so that the genome itself forms a switching network. This network is different from the metabolic one, which describes reactions not involving gene expression and whose main purpose is the production of energy. Since gene expression is made possible by RNA and proteins, some authors consider genes, RNA and proteins as vertices of the network. According to others, vertices represent genes and directed edges represent chains of reactions that causally connect the expression of a gene with the expression of another one. • Protein folding network.[11] Each single protein experiences changes in its geometrical structure because of its dynamics. During its folding, a protein takes up consecutive conformations. Representing with a node each distinct state, two conformations are linked if they can be obtained from each other by an
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elementary move. The study of the network formed by the conformations of a 2D lattice polymer yield a degree distribution consistent with a Gaussian.



• Neural network.[11, 257, 260, 237, 236, 102] At a very basic level, the brain is constituted by neurons connected by synapses or gap junctions. Measuring the topology of such neural networks is extremely difficult, but has been done successfully in a few cases. The best known example is the reconstruction of the 282-neuron neural network of the nematode C. elegans. The degree distribution of this network has a peak at an intermediate k after which it decays following an exponential. In order to tackle the study of more complex organisms, other approaches have focused on structures at a larger scale than individual neurons, like functional areas and pathways.



• Food webs.[15, 175, 131, 145, 214, 233, 262, 184, 59, 98, 99, 59, 123, 183] Living organisms within an ecosystem depend on each other for their survival, since they extract energy and resources from other organisms by means of predation. Thus, animal species are connected by food chains. Each chain starts with basal species, like plants or bacteria, that do not prey on any other species and take energy directly from the environment by transforming light, minerals and water. This energy is transferred into the food chain by successive predations: intermediate species are organisms that are both predators and prey. The chain ends with top species, those that are not preyed on by any other organism. While useful to grasp the basic functioning of energy transfer in an ecosystem, the food chain paradigm is not fully realistic. Indeed, a natural environment is better described by a set of interconnected food chains with each species belonging to different chains at a time, cycles, etc. In a food web, vertices represent species in an ecosystem and a directed edge from species A to species B indicates that A preys on B. Sometimes the relationship is drawn the other way around, because ecologists tend to think in terms of energy or carbon flows through food webs: a predator-prey interaction is thus drawn as an arrow pointing from prey to predator, indicating energy flow from prey to predator when the prey is eaten. Construction of complete food webs is extremely laborious, but a number of extensive data sets have become available in recent years. The small size of these webs does give room, however, for some ambiguity in P (k). However, while most food webs seem to display a bounded degree distribution, it has been found that some of them have a distribution consistent with a power-law with exponential truncation.
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Technological networks



• Internet.[106, 49, 70, 212] The Internet is the network of the physical links between computers and other telecommunication devices. Since there is a large and ever-changing number of computers on the Internet, the structure of the network is usually examined at a coarse-grained level. One representation is at the level of routers, special-purpose devices on the network that control the movement of data packets: at this level, nodes are routers and edges are physical connections between them. A more coarse-grained representation is at the level of autonomous systems, groups of routers within which networking is handled locally, but between which data flows over the public Internet: the computers at a single company or university would probably form a single autonomous system—autonomous systems often correspond roughly with domain names or Internet service providers. At the inter-domain (or autonomous system) level each domain, composed of hundreds of routers and computers, is represented by a single node, and an edge is drawn between two domains if there is at least one route that connects them. • World-Wide Web.[8, 19, 153, 48, 2, 158, 114, 143] The World-Wide Web (WWW) represents one of the largest networks for which topological information is currently available: it is a network of Web pages containing information, linked together by hyperlinks, directed from one page to another. The Web should not be confused with the Internet, which is a network of computers linked together by physical connections. Being the WWW a directed network, one can differentiate an in-degree distribution from an out-degree one, counting respectively only links pointing to a page or coming out from that page. While the first distribution is clearly a power-law, the second one exhibits a bending. • Power grid.[11, 257] The frequency of large-scale black-outs in the last few years has remarked the fragility and the long range correlations of the infrastructure providing power to entire countries. The high-voltage transmission lines that span a region or a state (as opposed to the local low-voltage a.c. power delivery lines that span individual neighborhoods) are the edges of a crucial energy transport network, where vertices are generators, transformers and substations. The analysis of power grids yields degree distributions that are consistent with exponentials. • World airport network.[137, 23] National and private flight companies usually have maps of the flight connections they are able to provide to their clients. The merging of these maps provide a general picture of the global airline traffic. Flight



38



Chapter 1. Complex networks



control authorities dispose of databases containing this information, that can be mapped into a network structure. Single airports are the vertices of this graph and a link is drown between two vertices if a flight connects them. This modeling naturally yields a weighted network: the weight of each link is given by the number of passengers that are transported along that specific flight connection. • Phone-call and E-mail network.[5, 100, 198, 139, 138] Technological communication instruments like the telephone and, more recently, the e-mail have enormously enhanced the flux of information between individuals. Long distance telephone calls performed during a relatively short period of time (for example, one day) establish an extremely large and interwoven network where nodes are phone numbers and every completed phone call is an edge. A similar structure can be built by analyzing logs maintained by e-mail servers. In this case, the vertices represent e-mail addresses and directed edges represent a message passing from one address to another. Both networks are directed, since calls or messages go from a sender to a receiver. These structures could be classified as well as social networks (Sec. 1.4.4), since communication by phone or by e-mail can be considered as a sampling of the network of the social relations of the individuals that communicate.



1.4.4



Social Networks



• Human sexual contacts.[155, 187, 167, 216, 29] Many diseases, including AIDS, can spread through the sexual transmission channel. In order to understand the dynamics of such infections it is crucial to have a picture of the global transmission structure where they spread. Such a structure can be modeled as a network, where vertices are individuals and edges are drawn between two vertices when they have a sexual relation. • Company directors network.[172, 88, 55] In Sec. 1.2, we have used the graph of company directors and companies as an example of bipartite network. A director is linked to a company if he or she belongs to its board of directors. Sitting in multiple boards is nothing but uncommon, therefore the resulting network is not broken into small components, each one corresponding to a company: on the contrary, shared directors provide connectivity between companies, called interlocks in economic jargon. On the other hand, sitting in the same board is definitely an indicator of a social (business) relation between two directors. Therefore, the bipartite companies-directors graph can be projected into a network where vertices are only directors and an edge is drawn between two of them if they sit in the
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same board. Thus, directors belonging to more than one company are connected to all the members of their boards. • Collaboration networks.[257, 11, 3, 199, 133, 179, 89, 44, 28, 193, 191, 192, 20, 52] Professional collaboration between individuals is one of the most clearly defined social relation. One of the first studies of the large-scale structure of these interactions was the analysis of the Internet Movie Database (http://www.imdb.com), that contains all movies and their casts since the 1890’s. One can extract from this database the list of actors that have collaborated by appearing in the same movie. By representing each actor with a vertex and drawing an edge when two of them have collaborated, one obtains a complex, interwoven social network. The same procedure have been applied to databases of scientific papers. Co-authoring a paper is a signal of a collaboration between two scientists. Thus, one can extract a picture of the professional interactions within the scientific community from article repositories. As in the case of the directors network, these graphs can be considered as a projection of a bipartite network made of individuals connected to the outcome of their collaborative relations (for example, movies or papers). • Citations network.[101, 217] Most technical and scientific articles cite previous work made by others on related topics. This procedure is crucial for the transmission of well grounded information and trust in scientific activity. By iterating it, papers get entangled into a complex web of reciprocal references. In this network, the vertices are articles and a directed edge from article A to article B indicates that A cites B. One should notice that linking has an important constraint: as the network grows, new papers can only cite older ones and old papers cannot cite those that will appear in the future. We remark that this graph is not derived from a projection of a bipartite one: here all vertices belong to the same class (papers) and are connected by citations. The study of this system is extremely interesting for recovering relevant results within the large amount of scientific information. Moreover, it can be useful as well to evaluate the impact of research. • Language networks.[111, 188, 151, 240] The complexity of human languages offers several possibilities to define and study complex networks. It is easy to see semantic relations between one single word and some others, but it is very difficult to define an objective and unambiguous semantic classification of all words. However, one can use the wide variety of written repositories to trace simple relations between words. For example, a network for the English language,
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type nat.



tech.



soc.



network metab. prot. foodweb WWW AS IR actors phys. words



dir. D U D D U U U U U



N hki d γ r c Ref(s). 765 9.64 2.56 2.2* −0.240 0.67 [149] 2 115 2.12 6.80 2.4 −0.156 0.071 [148] 92 10.84 1.90 – −0.326 0.087 [175] ∼ 108 10.46 16.18 2.1* −0.053 0.107 [48, 212] 11174 4.19 3.62 2.1 −0.195 0.3 [212] 228263 2.80 9.5 2.1 −0.009 0.03 [212] 449913 113.43 3.48 2.3 0.208 0.78 [257, 11] 52909 9.27 6.19 – 0.363 0.56 [193, 191] 460902 70.13 2.67 2.7 – 0.437 [111]



Table 1.1: Topological features of some of the most studied networks. They are grouped in domains: natural (a metabolic network, a protein interaction network, a foodweb), technological (a map of the WWW, a map of Internet at the Autonomous Systems (AS) level, and one at the Router (IR) level), and social (a network of movie actors, a network of coauthors of papers in physics, and a network of words cooccurrence). The dir. column indicates whether the network is directed (D) or undirected (U). Size N, average degree hki and average distance d are specified for each network. The exponent of the degree distribution (*=in-degree distribution) γ is given as well, whenever the network is SF. The two-point degree correlations are expressed in terms of the assortativity coefficient r. The three-point degree correlations are measured by the global clustering of the network c. In the last column, the references from where results were taken are specified. based on the British National Corpus, has been drawn by considering words as nodes being linked if they appear next or one word apart from each other in meaningful sentences. A different study linked words based on their meaning, i.e. two words were connected to each other if they were known to be synonyms according to the Merriam-Webster Dictionary.



1.4.5



Data sets and their limitations



Social networks have the longest history of substantial quantitative study [225, 115, 255]. Important early studies, going back to the 1930-1940 decade are Jacob Moreno’s work on friendship patterns [185], the so-called “southern women study” of Davis et al. [87] (which focused on the social circles of women in southern America), the study by Elton Mayo and colleagues of social networks of factory workers in Chicago [222], the
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mathematical models of Anatol Rapoport [218], and the studies of friendship networks of school children by Rapoport and others [219, 107]. Traditional social network studies often suffer from problems of inaccuracy, subjectivity, and small sample size [174]. Data collection is usually carried out by querying participants directly, using questionnaires or interviews. Such methods are laborintensive and therefore limit the size of the network that can be observed. Survey data are, moreover, influenced by subjective biases on the part of respondents. Because of these problems, alternative methods are required to probe social networks. For example, in the case of sexual interaction networks, it is extremely difficult to obtain a map of sexual intercourses by asking and crossing information about the identity of sexual partners. However, one can obtain an estimation of the degree distribution by requiring the number of sexual partners, a piece of information with much minor privacy related issues. One ingenious approach to probe social networks was developed in 1964 by the psychologist Stanley Milgram in the important set of “small-world” experiments [180, 245, 122]. No actual networks were reconstructed in these experiments, but nonetheless they revealed important aspects of the network structure. The experiments probed the distribution of path lengths in an acquaintance network by asking participants to pass a letter to one of their first-name acquaintances in an attempt to get it to an assigned target individual. Most letters were lost in the experiment, but about a quarter reached the target and passed on average through the hands of only about six people in doing so. This experiment was the origin of the popular idea of the “six degrees of separation,” [134], a formulation of the small-world concept. Citation networks have a great advantage as an object of scientific study in the copious and accurate data available for them. The first serious work on citation patterns was conducted in the 1960s as large citation databases became available through the work of Eugene Garfield and other pioneers in the field of bibliometrics. The network formed by citations was discussed in an early paper by Price [217], in which the author pointed out for the first time that both the in- and out-degree distributions of the network follow power laws. Many other studies of citation networks have been performed since then, using the ever better resources available in citation databases. Sampling problems are found as well when the object of study are huge technological networks, like Internet and the WWW. The network of physical connections on the Internet is not easy to discover since the infrastructure is maintained by many separate organizations. Typically therefore, researchers reconstruct the network from large samples of point-to-point data routes. So-called traceroute programs can report the sequence of network nodes that a data packet passes through when traveling between
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two points: in practice, whenever a packet reaches a host, the program elicits a reply to the source. If one assumes an edge in the network between any two consecutive nodes along such a path, then a sufficiently large sample of paths will give a fairly complete picture of the entire network. There may however be some edges that never get sampled, so the reconstruction is typically a good, but not perfect, representation of the true physical structure of the Internet [84, 85, 252]. Similarly, data about the web come from “crawls” of the network, in which Web pages are found by following hyperlinks from other pages [48]. The picture of the network structure of the World Wide Web is therefore necessarily biased. A page will only be found if another page points to it and in a crawl that covers only a part of the Web (as all crawls do at present) pages are more likely to be found the more other pages point to them [160]. Obtaining complete biological network structures is very difficult, too. An ingenious method for mapping protein interaction is the two-hybrid model [71]. This method consists in coupling the interaction of a pair of proteins (that is very difficult to measure) with the activation of a gene (that can be detected by measuring its products). The gene is activated by means of a transcription factor. This transcription factor is divided in two separate pieces and only one of them bounded into the genetic strand. Only when the two of them are present, the activation can take place. The two-hybrid model consists in binding one different protein on each piece. If the two proteins interact, the two pieces of the transcription factor get in contact as well and the gene is activated. Therefore, the activation is a signal of the protein interaction. This clever method can however provide false positives (activation starts because the two pieces of the transcription factor manage to interact even if the two proteins do not) and false negatives (the two proteins interact but binding does not allow to form the complete transcription factor). In absence of a reference set of validated protein interactions it is impossible to assess the quality of the predictions of this method. In the last few years, the widespread diffusion of information technology has boosted the accumulation of a large amount of information on social, technological and natural world in large digital databases. As a result, the sampling problems are progressively reducing their importance and more and more different systems are available to be analyzed from a complex networks perspective.



1.5



Conclusions: A meaningful modeling framework



The network theory approach has proved to be extremely rich and meaningful. Representing widely different systems with a very simplified structure (a graph) could seem an excessive trivialization. However, the graph model preserves the global structure of



1.5. Conclusions: A meaningful modeling framework



43



the interactions of the system in study and allows to identify a rich variety of patterns (Sec. 1.2). Moreover, statistical measures performed on graphs representing real world systems reveal striking features (Sec. 1.3): for example, an extremely short average topological distance between any pair of nodes. Networks are disordered and their connections are far from the regular array of interactions represented by a lattice. On the other hand, they are not completely random, as shown by several network observables. In fact, their degree distribution is extremely broad (often described by a power-law) and allows for the presence of a hierarchy of nodes ranging from high-degree superconnectors to leaves; the degree correlations between neighboring nodes are usually relevant and often reveal an assortative or a disassortative tendency; the clustering is in most cases remarkably high. These results have been found by studying a large variety of real-world systems, ranging from the natural, to the technological, to the social domain (Sec. 1.4). The network theory approach is intrinsically global, in the sense that it aspires to describe complex systems by including all its relevant elements and interactions. This operation is not always easy, when the considered system is especially difficult to sample and measure. However, the increasing size and integration of information databases is providing higher and higher quality datasets to study, and complex network theory is becoming a central instrument for mining this large amount of data.



44



Chapter 1. Complex networks



Chapter 2 Dynamical processes in complex networks Natural, technological, and social networks are the scenario of a wide variety of dynamical processes. These dynamics are strongly influenced by the topology of the underlying networks. Indeed, some of their striking properties arise as a result of specific topological features of the networked substrate upon which they take place. A general framework that encompasses a wide class of dynamics is the theory of RD processes. In regular, homogeneous lattices, these processes can be described in terms of field theories and analyzed by means of RG techniques. However, when the substrate is a network, the machinery of the RG becomes incapable of solving the problem. A successful approach to tackle this issue is represented by the heterogeneous MF theory, that allows the solution of several dynamics by explicitly taking into account the degree heterogeneity of the networked substrate. The application of this formalism has allowed, for example, to reveal the specific features of epidemic spreading in networks.
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Chapter 2. Dynamical processes in complex networks



Introduction: Topology and dynamics



Many natural, technological, and social processes take place in environments that can be modeled as networks. For example, nutrients and pollutants in an ecosystem are partially transported through the connections established between species by means of relations of predation. Similarly, the interchange of information packets in Internet is performed through the physical connections between the devices of the network. Social networks as well host a wide variety of dynamical processes, ranging from the diffusion of rumors to the spreading of transmittable diseases, passing from one individual to another through social relations. The examples of dynamics described in the Introduction (unexpected fluctuations in species populations in Canada and California, large scale power-cuts, Hotmail “boom”) show that the dynamical processes that take place in networked environments display some remarkable features. Among others, they acquire macroscopic dimensions in a very short lapse of time and they influence portions of the systems in which they take place that are far apart and often apparently unrelated. Although some of these features may be the outcome of the rules governing the dynamics alone, however it is likely that the topology of the underlying network gives an important contribution, strongly shaping the development of the processes that takes place on top of it. In order to study this issue, in the last few years many processes have been represented in terms of stochastic dynamical processes that take place on top of complex networks. In this way, it has been shown that some of their special dynamical properties are the result of the interplay between a heterogeneous topology and the dynamics, and that they change or disappear when the topology is homogeneous. In order to understand the relation between topology and dynamics, one must consider that in most real-world cases both the network and the process change in time. The overall process is the outcome of the interaction between these two dynamics. However, in many cases there is a clear separation between the timescale of the evolution of the network, τN , and that of the dynamics, τD . The fluctuations in the populations of an ecosystem are usually much slower than the everyday flow of energy in the system. The Internet is in continuous growth, however, the network of connections can be considered as frozen with respect to the interchange of information, that is much faster than the growth. Many social processes, as well, develop much faster than the evolution of the network of relations that supports them. However, one must stress that this is not a general rule. When the time scale of the evolution of the network becomes comparable to that of the dynamics τN ∼ τD , a proper treatment must take into account both processes. In this case, it is possible as well that the two dynamics
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get coupled, i.e. the evolution of the network is guided by the results of the evolution of the dynamics, that on its turn evolves according to the network changes, in a feedback loop between the two processes [124, 156]. However, in the following, we will restrict to the cases where τN >> τD



(2.1)



and consequently we will consider the network as fixed during the whole evolution of the dynamics. Besides the intrinsic interest of this case, it is important to obtain a clear vision of this limit. Indeed, a picture of the separate time scales limit is an essential baseline to understand what happens when they get comparable and when the evolution of structure and dynamics get coupled.



2.2



Resilience of networks to failures and attacks



The relevance of topology in the evolution of dynamics on networks has been highlighted by models of epidemic spreading [12, 210, 168], traffic behavior in the Internet [212], searching [4, 152] and many other dynamics [93]. As an example, one can mention the very interesting results obtained in the study of network resilience to failures and attacks [75, 58]. Resilience measures how robust a network is to accidental or intentional removal of some of its vertices. This is an extremely relevant issue with respect to dynamics taking place on networks. For example, the flow of energy and the dynamics of populations in a food web can be strongly distorted by extinction of species. As well, the propagation of information in the Internet is likely to be affected by router malfunctions or hacker attacks. Similarly, the diffusion of an epidemics in a social network can be contained when a certain fraction of individuals is removed from the network because of vaccination, immunization, or death. Interestingly, heterogeneous networks have been found to be extremely resistant to failure (random deletion of vertices), as compared to their homogeneous counterparts. This is evident by studying the size of the GCC, S, and the average distance, d, in a SF network, as functions of the fraction of nodes randomly removed from it [148]. All nodes must be removed from a SF network to destroy its GCC 1 , while the distance grows slowly as a function of the fraction of nodes removed. On the contrary, in a homogeneous network, the GCC breaks down and the distance peaks for a much smaller fraction of randomly deleted nodes. The analytical treatment of this problem [74] yields a quantitative result for the 1



In [148] the GCC is considered destroyed when the relative size of the largest cluster S as compared to the overall size of the network is S ∼ 0.
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critical fraction fc of nodes necessary to destroy the GCC 2 : fc = 1 −



1 , h i −1 hk0 i k02



(2.2)



where the subscript 0 indicates that the values are evaluated on the degree distribution before any removal of nodes. For a network with power-law degree distribution and γ < 3, the second moment of the distribution (in the denominator of Eq. (2.2)) diverges in the infinite network limit (Sec. 1.3.2). This means that the critical fraction of nodes that must be removed tends to 1, i.e. for large enough SF networks a GCC survives until almost all nodes are removed. On the contrary, the more homogeneous is the network (with bounded degree fluctuation encoded in a finite second moment), the smaller is the fraction of nodes to be removed in order to destroy the GCC. The picture is the opposite when, instead of considering failure, one takes into account a specific strategy of attack i.e. targeted removal of high degree nodes. This strategy consists in deleting nodes choosing at each removal step the surviving node with highest degree. In this case both homogeneous and heterogeneous networks are much more vulnerable than in the case of random deletion [148]. However, SF networks reach the critical point much earlier than homogeneous ones. An analytical expression for the size of the GCC as a function of the fraction of nodes removed by targeted attack was found within a percolation theory framework [58]. The numerical computation of this expression in the case of a power-law degree distribution yield results in good agreement with the numerical studies: for example, for a power-law distribution with an exponent around 2.7, it is enough to delete about 1% of the highest degree vertices to destroy completely the GCC. These results give a deep insight on the structure of SF networks. The study of resilience puts in evidence that the connectivity of SF networks is largely due to their hubs. It is unlikely to delete a hub by removing nodes at random and SF networks appear to be highly resistant to this strategy. On the contrary, hubs removal destroys completely the connectivity. Such a topological structure heavily influences the dynamics taking place on top of it. For example, although a fraction of routers of the Internet (around the 0.3% on average [18]) is regularly malfunctioning, the traffic in the net is not substantially affected: this is largely due to the SF nature of the communication network. On the other hand, these results highlight the Achille’s heel of SF networks: 2



In [74] a more stringent definition is used to estimate the critical fraction of nodes to be removed in order to destroy the GCC: if loops of connected nodes may be neglected, the GCC exists when a node i connected to a node j in the largest cluster is also connected to at least one other node; otherwise, the network is fragmented. This criterion can be shown to be equivalent to the condition



2 k / hki = 2 for the largest cluster.
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they are extremely weak in front of damages that affect their hubs.



2.3



Reaction-diffusion processes



The importance of dynamical process on complex networks justifies the pursuit of common frameworks to describe and analyze them in a general way. One approach that encompasses a large class of dynamics is the theory of RD processes [173]. In very general terms, RD processes are dynamical systems that involve particles of different “species” that diffuse stochastically and interact among them, following a fixed set of reaction rules. Originally, RD processes were introduced as stochastic models for chemical reactions in which particles are transported by thermal diffusion. Usually, a chemical reaction consists of a complex sequence of intermediate steps. In RD models these intermediates temps are ignored and the reaction chain is replaced by simplified probabilistic transition rules. Thus, a RD process is defined by: 1. A set of species Ai , i = 1, . . . n 2. A set of diffusion coefficients: DAi , i = 1, . . . n 3. A set of reaction rules establishing the interactions within species (see examples below). 4. A set of reaction rates associated to each rule. In this kind of processes, the interest is usually focused on the time evolution and steady states of the densities of the different species ρAi (t) and on the possible presence of phase transitions between those states. A RD process is called diffusion-limited if diffusion becomes dominant in the long-time limit, i.e. the diffusive steps become much more frequent than the reactions, while if particle reactions become dominant, the process is said to be reaction-limited. The set of possible reaction rules is virtually infinite as it reproduces the wide spectrum of different particle interactions. Both single species and multispecies reactions are allowed. Unary or Order one reactions represent spontaneous transitions of individual particles, for example: • Disintegration: A → ∅.



(2.3)



This reaction models processes in which particles are destroyed or removed from a system (for example, radioactive decay).
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• De-excitation: A → B.



(2.4)



In this case, B and A represent particles in different excitation states and the reaction represents the change of state. • Branching: A → (n + 1)A.



(2.5)



This rule models processes that imply the production of offsprings. Binary or Order two reactions are more complicated rules that require two particles to meet at the same place (or at neighboring sites), for example: • Annihilation: A + A → ∅ ; A + B → ∅.



(2.6)



This reaction rule is suited for all cases in which the interaction of two particles results in disintegration or in removal from the systems (for example, by evaporation of the resulting product). • Coagulation: A + A → A.



(2.7)



In this case, when two particles interact, they coagulate in a single unity. This reaction represents, for example, the behavior of light excitations in tetramethylammonium manganese trichloride [157]. • Capture: A + B → B.



(2.8)



In this case, one particle is captured by another of a different species. • Catalysis: A + B → C.



(2.9)



This reaction represents the production of a third species by the reaction of two different particles. • Contamination, Infection: A + B → B + B.



(2.10)



By means of this rule, one can represent situations in which the interaction of a particle A with a particle B converts the state of A into B. If each species represents a healthy and an infected individual, respectively, the interaction between them implies the infection of the first one.



2.4. Heterogeneous mean-field theory approach
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One can propose more complicated reaction rules of order three or higher. On the other hand, one can consider as well reactions starting from a vacancy, like: • Spontaneous creation: ∅ → A.



(2.11)



This rule describes, for example, the absorption of a gas molecule at a catalytic surface. More complex phenomena can be represented by coupling two or more of the previous rules. For example: • Auto-catalytic reactions. The competition between proliferation and death of a certain chemical species can be modeled as follows: A→A+A (proliferation), A+A→A ; A→∅ (death),



(2.12)



the so called Schl¨ogl first model [224]. • Heterogeneous catalysis. The catalytic oxidation of poisonous carbon monoxide gas, CO, to harmless carbon dioxide, CO2 (2CO + O2 → 2CO2 ) is represented by the Ziff-Gulari-Barshad model [264]: ∅→A with probability p, ∅→B with probability (1-p), A + B → ∅ when A and B are neighbors,



(2.13)



where A = CO and B = O. The system models a catalytic surface in contact with a gas composed of CO and O2 molecules. The first two reactions represent absorption of CO molecules or O atoms at the surface (O being produced by the dissociation of an O2 pair from the gaseous atmosphere). The third reaction represents the interaction between CO and O at neighboring sites, that produces a CO2 molecule that leaves the surface at once. A wide variety of other phenomena have been studied from a RD perspective, ranging from blood clotting [169], to propagation of running nerve pulses [113] and to morphogenesis [189].



2.4



Heterogeneous mean-field theory approach



RD processes are a paradigm for the wide class of non-equilibrium systems. Both equilibrium and non-equilibrium dynamics can be analyzed by means of RG techniques,
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when they are performed on regular, homogeneous lattices. The situation is not so well established in what respects the possible effects of a heterogeneous connectivity structure. The stationary states of an equilibrium system are distributed according to a Gibbs law characterized by the microscopic Hamiltonian H. Usually, in order to study equilibrium systems, instead of using microscopic models one represents them by means of classical field theoretic models, i.e. by coarse-grained free-energy functionals (Ginzburg-Landau-Wilson Hamiltonians). This representation is then analyzed by means of RG techniques. Having understood the symmetries of the free energy functional and studied its critical behavior -even if only in an expansion near the upper critical dimension dc above which MF theory becomes valid- one can classify many seemingly unrelated microscopic models as having phase transitions described by the same potential, i.e. one can classify them in Universality Classes. In non-equilibrium systems, the distribution of the states is a law depending on time and obeying a Liouville equation that contains the rules of the dynamics [16]. In the stationary state, this law becomes time independent. One can study both time dependent properties and the stationary state. Although such systems do not have free energy functionals, they can often be described on the coarse-grained level by phenomenological Langevin equations, i.e. stochastic partial differential equations [248]. Such equations are non-equilibrium analogues for free-energy functionals, in that their symmetry properties are simple to understand and their critical behavior is usually straightforward to analyze with the RG, at least in certain limits. Thus, they form a natural formalism around which to build a universality class structure analogous to that for equilibrium problems. RD processes belong to the class of non-equilibrium dynamics. Theoretical formalisms have been proposed that allow for general descriptions of RD processes in lattices in terms of field theories [91, 92, 213, 178] which are then susceptible of analysis by means of the RG technique [161]. For example, for the simplest RD process, the diffusion-annihilation process [203] λ



A + A −→ ∅



(2.14)



(where λ is the reaction rate) in regular lattices of Euclidean dimension d, it is well known that the local density of A particles, ρ(x, t), is ruled by a Langevin equation [162], ∂ρ(x, t) = D∇2 ρ(x, t) − 2λρ(x, t)2 + η(x, t), (2.15) ∂t where η(x, t) is a Gaussian white noise, with correlations hη(x, t)η(x′ , t′ )i = −2λρ(x, t)2 δ d (x − x′ )δ(t − t′ ).



(2.16)



2.4. Heterogeneous mean-field theory approach
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The homogeneous MF solution is obtained by setting the diffusion coefficient D and the noise term η(x, t) equal to zero: ρ(t) ∼ t−1 .



(2.17)



On the other hand, dynamical RG arguments [202] show that the average density of A particles, ρ(t) = hρ(x, t)i, behaves in the large time limit as 1 1 − ∼ tα , ρ(t) ρ0



(2.18)



where ρ0 is the initial particle density, and the exponent f takes the values α = d/dc for d ≤ dc and α = 1 for d > dc , where dc = 2 is the critical dimension of the process. For d > dc one thus recovers the homogeneous MF solution. When the substrate is not a regular lattice but a network, the powerful machinery of the RG becomes incapable of solving the dynamics. The reason is rooted in the smallworld property and the lack of a metric structure that renders the very concept of renormalization meaningless. Thus, the study of the interplay of a dynamical system with the heterogeneous topology of a complex network is still impossible on a most general basis. However, a quantitative analysis of some processes in SF networks is still possible by adapting the commonly used MF theory and converting it into a Heterogeneous MF Theory 3 . The basic assumption of the MF theory applied to lattices case is the so-called Homogeneous Mixing Hypothesis: the mixing of particles does not depend on space, i.e. it is independent on the lattice site coordinates. In a network there are not coordinates, so this assumption would be translated saying that the mixing does not depend on the special vertex considered. However, the generalization is not straightforward. Indeed, in the case of networks there is a fundamental difference: vertices of different degree can indeed have different properties. Therefore, the degree must be taken explicitly into account in MF theories. In heterogenous MF theory, the mixing is considered homogeneous only within each degree class, i.e. within a set of nodes with equal degree. We remark that this analytical treatment is far from including all the detailed information included in the adjacency matrix: heterogeneous MF theory disregards most network’s specific details, with the exception of the degreerelated ones. Summarizing, the MF theory for a dynamical process in a complex network is built on the basis of two hypothesis. First, the degree is the only relevant variable that characterizes a vertex. Second, all vertices in the same degree class k have the same 3



From now on, we will refer to the MF theory customarily used in the context of dynamics in Euclidean lattices as the Homogeneous MF theory, in contrast to the Heterogeneous MF theory used for networks.
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Figure 2.1: Diffusion-Annihilation Process. Schematic representation of a diffusionannihilation process. Particles diffuse from their initial positions and annihilate when they meet in the same vertex. properties. The procedure to develop the theory consists in identifying the relevant − → dynamical variables Ψ (t) that characterize a dynamical system. Then, the value of − → the variables is separated in degree classes Ψ k (t). Afterwards, one must write the appropriate dynamical equation for every variable, starting from the dynamical rules that define the process: − → − →− → (2.19) ∂t Ψ k (t) = F ( Ψ k′ (t)). This approach allows to solve a large variety of dynamics, between them RD processes. For example, this method yields the solution of the diffusion-annihilation process in networks (that will be extensively discussed in Chap. 4). In this case, the relevant dynamic variable is the total density of A particles ρ(t). The equation for the partial densities in uncorrelated networks is ∂t ρk = −ρk +



k (1 − 2ρk )ρ, hki



(2.20)



where the reaction rate has been absorbed into a rescaling of time and the terms on the r.h.s. account, respectively, for out-diffusion, in-diffusion and annihilation. The information about the topology of the network is included in this formalism considering that X P (k)ρk . (2.21) ρ= k



Therefore, by calculating ρk and including it into Eq. (2.21), with P (k) ∼ k −γ one obtains:   t γ>3  1 1 (2.22) − ∼ t log(t) γ=3 ρ(t) ρ(0)  1  γ−2 2
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Thus, in homogeneous networks (γ > 3) the dynamics evolves as predicted in the homogeneous MF theory. On the contrary, when the network is heterogeneous, the process is even faster than MF and depends explicitly on the topology of the network through the degree distribution exponent γ.



2.5



The SIS model



A paradigmatic example of the application of heterogeneous MF theory for the solution of dynamics on networks is the study of the susceptible-infected-susceptible (SIS) model [12, 90, 210, 211]. This is the simplest model of epidemic spreading that is capable of sustaining a stationary state, representing the endemic state of the epidemic. It is conceived to represent infections which do not confer permanent immunity, allowing individuals to go through the stochastic cycle susceptible → infected → susceptible by contracting infection over and over again. The model can be implemented on top of a complex network representing the set of social interactions that are capable of transmitting the infection. However, it can also be viewed as a first approximation for modeling the spread of computer viruses through e-mail or similar technological networks [251]. The SIS model can be defined as a discrete interacting particle system, according to the following rules (Fig. 2.2): 1. Vertices (individuals) can be in two possible different states: susceptible (S) and infected (I) 2. When a susceptible individual is connected through an edge to at least one infected individual, he or she gets infected with probability ν. 3. Infected individuals recover with probability δ, becoming susceptible again. In this dynamics, the relevant magnitude is the density of infected individuals in vertices of degree k, ρk (t). The equation for the partial density is given by ∂t ρk (t) = −ρk (t) + λkΘk [1 − ρk (t)],



(2.23)



where the probabilities ν and δ have been absorbed by means of a time rescaling, into the spreading rate ν (2.24) λ= . δ The first term on the r.h.s. of Eq. (2.23) accounts for the reduction of the density because of recovery. The second term accounts for increase due to infection. The quantity 1 −ρk (t) is the density of healthy vertices with k edges, that might be infected
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Figure 2.2: Schematic representation of an SIS process. When a susceptible vertex and an infected one are nearest neighbors, the susceptible gets infected with rate ν. On the other hand, an infected vertex recovers and becomes susceptible again with rate δ. via a neighboring node. The rate of this event is proportional to λ, to the actual number of connections k and to the average density of infected individuals at the end of each connection X Θk = (2.25) P (k ′ |k)ρk′ (t), k′



i.e. the probability that an edge emanating from a node of degree k points to an infected individual. For uncorrelated networks, P (k ′ |k) = k ′ P (k ′)/ hki (Eq. (1.30)) and one obtains 1 X ′ Θ k = Θ0 = (2.26) k P (k ′ )ρk′ (t), hki k′ independent of k. In the stationary state, ∂t ρk (t) = 0. By imposing this condition in Eq. (2.23), one obtains the stationary partial density in uncorrelated networks ρ0k : ρ0k =



kλΘ0 . 1 + kλΘ0



(2.27)
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This expression can be substituted again in the expression of Θ0 (Eq. (2.26)), finding a self-consistent equation for its steady state value Θ0 =



k ′ λΘ0 1 X ′ k P (k ′) . hki k′ 1 + k ′ λΘ0



(2.28)



This expression should be solved analytically, however one can already see that in order to have a non-zero stationary density, ρ0k 6= 0 in Eq. (2.27), (i.e. a stationary endemic state with a non-zero set of infected individuals) one must have Θ0 6= 0 in Eq. (2.28). By means of geometrical arguments4 , one can see that this condition translates into λ > λc =



hki . hk 2 i



(2.30)



For a spreading rate below the critical value, λc , the steady state is characterized by the absence of infected individuals. Thus, the SIS model displays a dynamical phase transition between a set of dynamics leading to an endemic state and another set leading to a complete eradication of the epidemics, with the spreading rate λ acting as the control parameter. Remarkably, the critical value of the control parameter is inversely proportional to the second moment of the degree distribution hk 2 i. This leads to a crucial conclusion: for a SF network with γ < 3 the critical value is null in the infinite network limit. In other words, for a large enough SF network the epidemics is never eradicated, even for very low spreading rates. On the contrary, the more homogeneous is the network, the higher is the critical value, yielding a clear division between the endemic and the epidemic-free state. The heterogeneous MF solution of the SIS model (confirmed by computer simulations [210, 211]) provides an important insight on the influence of topology on dynamics. The presence of scale-invariance in the underlying network is so relevant to the dynamics that is almost completely deletes the epidemic-free state. It is easy to interpret this result by inferring the role of hubs in the spreading dynamics: once a hub is infected, it is able to infect a lot of neighbors, constantly putting the infection in circulation. This picture gives a rationale for some features of epidemics in real-world networks. One of the most important problems in computer virus epidemiology [261] is the ex4



The solution of Eq. (2.28) follows from the intersection of a function y1 (Θ) equal to the l.h.s. and y2 (Θ) equal to the r.h.s. of the equation. The latter is a monotonously increasing and convex function of Θ between y2 (0) = 0 and y2 (1) < 1. If we must have a solution Θ 6= 0, then the slope of y2 at Θ = 0 must be larger than or equal to 1. This translates into the condition



2 k dy2 |Θ=0 ≡ λ ≥ 1, (2.29) dΘ hki from which λc is derived [212].
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 Figure 2.3: SIS Process phase diagram. After [209]. Density of infected nodes ρ as a function of λ in a homogeneous network (full line) and a heterogeneous network (dashed line). tremely long lasting duration of infection. Despite the massive vaccination campaigns that follow-up briefly after the discovery of a new computer virus, most of them still infect a (small) fraction of computers months or years after detection. A widespread anti-virus campaign results in a reduction of the spreading rate of the infection (due to the reduction of the probability of infection ν). However, it is likely that the SF topologies that transmit infections (for example, e-mail networks in the case of worms) play a role in maintaining the epidemics in the endemic state, although the spreading rate is heavily reduced.



2.6



Conclusions: Topology matters



The examples presented in this chapter reveal that topology can strongly shape the evolution of dynamics that take place on networks. For example, heterogeneous networks result to be extremely resilient to random failures and, at the same time, extremely fragile in front of attacks targeted to their hubs, with a clearly different behavior with respect to homogeneous networks (Sec. 2.2). As well, SF networks are an ideal structure for the endemization of an epidemics: while in homogeneous networks one can always find a finite threshold in the spreading rate below which the infection dies ex-
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ponentially, on the contrary, in heterogeneous networks this threshold tends to zero as the network gets larger (Sec. 2.5). A very general theoretical framework that encompasses a large class of dynamics is the theory of RD processes (Sec. 2.3). In this context, dynamics are represented by means of particles diffusing and interacting with each other on a substrate. This modeling approach allows to represent several different processes by including particles of different species, multiparticle reactions, different reaction rules, etc. In lattices, RD and other kinds of dynamics have been studied by means of RG techniques. On the contrary, in networks the same concept of renormalization is difficult to conceive, because of the small-world property. A fruitful approach to treat dynamics is an extension of the standard MF theory applied on lattices to the case in which the heterogeneity of degree is explicitly taken into account (Sec. 2.4). The resulting heterogeneous MF theory has been successfully applied to several particular dynamical systems. In the following, we will generalize it to large classes of dynamics.
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Chapter 3 Networked substrates for dynamical processes In order to study dynamical systems running on complex networks, it is necessary to model the networked substrate where the dynamics takes place. A good model should include the most relevant topological features of real-world networks, allowing in addition to manipulate them, in order to discover their effect and their relative importance for the dynamics. A whole set of models has been proposed until now. We focus especially on the Static Model, that allows to manipulate the topology by generating SF networks with the desired degree distribution exponent. We carry out its analytic solution, revealing the presence of degree correlations inextricably entangled to the model’s parameters. This implies a problem in its use as a substrate for the study of dynamical processes, because it is impossible to disentangle the respective effects of scale-invariance and correlations. In general, we show that all the models that are customarily used have a minimum level of built-in correlations, as a result of the interplay between the scale-invariant nature of the network and the physical condition of absence of self and multiple edges. In order to overcome this problem, we propose the UCM, that allows maximal freedom in the manipulation of the degree distribution and still avoids all correlations. Thus, the UCM provides the ideal substrate for the study of the effects of scale-invariance on dynamical systems developing on complex networks.
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3.1



Chapter 3. Networked substrates for dynamical processes



Introduction: a network model for dynamical processes



The study of dynamical systems running on complex networks requires first of all of a good model of the networked substrate where the dynamics takes place. Indeed, as we have seen in the previous chapter, it is far too difficult to include in the analytical treatment of a dynamics all the detailed information included in the adjacency matrix, and one is forced to disregard some network’s specific details when approaching a heterogeneous MF theory. Some more information can be obtained by direct numerical simulation, i.e. introducing in a computer the map of a real-world network and simulating the dynamics on top of it. However, in this case it is usually impossible to disentangle the role of the specific topological features of the underlying network in the resulting evolution of the dynamics and direct comparisons with theoretical predictions can become difficult. In order to overcome these difficulties, it is essential to make use of a network model. This model should include the most relevant topological features of real-world networks in a controlled way, allowing to manipulate (or even eliminate) them, in order to discover their effect and their relative importance in the development of the dynamics. In this chapter, some of the most important network models that have been proposed until now are reviewed. A special attention is drawn on the SM, that allows to manipulate the topology by generating SF networks with the desired degree distribution exponent. Although it was proposed without a full description of its main topological features (neither analytic nor numerical), the model has nevertheless been used as a substrate for quite a few dynamical processes [129, 163, 164]. We have carried out the analytic solution of the Static Model by means of the Hidden Variables (HV) formalism (to be described in Sec. 3.2.5). The calculations reveal the presence of degree correlations inextricably entangled to the degree distribution of the model. In other words, one can see that by imposing a certain degree distribution, one is inevitably introducing some level of correlations as well. This implies a problem in the use of the Static Model as a substrate for the study of dynamical processes. Indeed, when using this network model, it is impossible to disentangle the respective effects of scale-invariance and correlations. Moreover, the analytic solutions of many dynamical processes taking place on top of complex networks are usually available only in the limit of absence of correlations [75, 58, 210, 186] and cannot be directly extrapolated to the correlated case. In general, one can see that all the models that are customarily used as substrates for dynamics have a minimum level of correlations built-in in their definitions. As it will
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be shown, such correlations are the result of the interplay between the scale-invariant nature of the network and the physical condition of absence of self and multiple edges. SF networks host high-degree superconnectors with finite probability, because of the functional form of their degree distribution. In this case, the absence of self and multiple links can be fulfilled only at the price of introducing some correlations in the network to avoid self and multiple connections between hubs. In order to overcome this problem, we have proposed the Uncorrelated Configuration Model (UCM). This network paradigm allows maximal freedom in the manipulation of the degree distribution and still avoids all correlations. While keeping the degree distribution SF, the size of the super-connectors is maintained below a maximum limit that allows fulfilling the absence of self and multiple links, without introducing extracorrelations. In real world SF networks that limit may be (and actually is in most cases) surpassed. However, the main objective of the UCM is not to reproduce the features of real world systems, but to provide an ideal substrate for the study of the effects of scale-invariance on dynamical systems developing in complex networks.



3.2



Paradigmatic network models



´ os-Renyi In this section, some paradigmatic network models are reviewed. The Erd¨ (ER) Model provides the null-model of a maximally random network. On the contrary, the Watts-Strogatz (WS) Model explores the minimal level of randomness one has to introduce in a regular structure in order to observe the basic features of a network (namely, small-world property and high clustering coefficient). Both these models generate homogeneous networks. The B´arab´asi-Albert (BA) Model, on the other hand, is one of the first successful attempts to explain the emergence of scale-invariance in networks. The Linear Preferential Attachment (LPA) Model is a generalization of the BA Model, that allows, in addition, to arbitrarily modify the degree distribution exponent. In both these models, the network is the result of an evolution process, in which new vertices and edges are sequentially added to the system, following a prescribed set of dynamical rules inspired to the preferential attachment paradigm. The scale invariance of the network is the result of this evolution process. On the contrary, the HV Model does not evolve: the structure of connectivity is the result of a set of specific features assigned to each node and related to its probability to gain connections. Depending on the distribution of these properties, a SF network can emerge. Finally, the Configuration Model (CM) is based on an orthogonal approach with respect to the previous models. Instead of establishing a set of rules that leads to the emergence of scale-invariance, the model describes the class of maximally random
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Figure 3.1: The construction of an ER network. The model is built starting from a set of disconnected nodes; all possible pairs of nodes are considered; for each pair (i, j), a link is drawn with probability p. networks that satisfy a pre-established degree distribution.



3.2.1



´ os-Renyi Model Erd¨



The ER model can be defined as the minimal model capable of generating a maximally random network, with the only constraints of having a finite size N and a finite average degree hki. It admits two definitions, which provide however networks with identical properties. • Definitions. Definition 1. [103] One starts with N nodes. They are connected by E edges  chosen at random between the N (N2−1) possible edges. In total there are N (NE−1)/2 graphs with N nodes and E edges, forming a probability space in which every network realization is equiprobable. Definition 2 (Binomial Model). [127] One starts with N nodes. Every pair of nodes are connected with probability p. This construction yields a probability N(N−1) space formed by 2 2 different networks, each one having assigned a probability  N (N −1)  N(N−1) 2 (3.1) pE (1 − p) 2 −E . P (N, E) = E Thus, the probability of having E edges in the Binomial Model corresponds to a binomial distribution with expected value hEi = p N (N2−1) . As a result, the expected value of the average degree is hki = pN, for N >> 1.



(3.2)
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Figure 3.2: The properties of ER and WS networks. Degree distribution P (k), Average nearest neighbor degree knn (k) and clustering spectrum c(k) of the ER (up: N = 105 , E = 4N) and WS (down: N = 105 , m = 2, p = 0.7) models. Continuous lines represent theoretically predicted trends. The deviations observed in the case of the WS model are explained because theoretical predictions are valid only in the limit p → 1. In this sense, the two definitions are equivalent. One can see Def.1 as a microcanonical model, with fixed number of edges, and the Binomial Model as its canonical counterpart, with a fluctuating number of edges that however coincides with the microcanonical number in the infinite network limit. The Binomial Model is not especially suitable for simulation, since it requires extracting a random number for all the o(N 2 ) possible pairs of vertices. Therefore, it is customary to simulate the network as follows 1. Two nodes are chosen at random and connected by an edge. 2. The previous step is iterated until introducing E edges. • Average distance. The ER network has the property [72]: d∼



ln N . ln(hki)



(3.3)



A simple argument to show this is a follows. We will show in the following that in an ER network the degree of the nodes is homogeneous (ki ∼ hki ∀i) and the
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clustering is negligible, provided that the network is sparse and large enough N →∞ (c → 0). As a consequence, the number of neighbors of any given node is ∼ hki. and the number of second nearest neighbors is ∼ hki2 , since each nearest neighbor has about hki nearest neighbors and it is improbable that any of these are nearest neighbors of the first node as well, because of the low clustering. By iterating this reasoning, one finds that with large probability the number of nodes at a distance d from a given node is ∼ hkid . Thus, the maximum possible distance (the diameter D of the network) satisfies the equation hkiD ∼ N. As a consequence D ∼ ln N/ lnhki: the diameter depends logarithmically on the number of nodes. It has been shown as well that the average distance scales in the same way as the diameter, obtaining as a result Eq. (3.3). • Degree distribution. It is a binomial distribution, i.e. it is given by the probability that a vertex connects to k nodes, the probability that it does not connect to N − 1 − k, and the possible destinations of the k edges between the N − 1 nodes:   N −1 k p (1 − p)N −1−k . (3.4) P (k) = k For large sparse networks, the Binomial distribution converges to a Poisson distribution hkik . (3.5) P (k) ≃ e−hki k! Notice that this expression holds only in the infinite N limit and for sparse networks, i.e. provided that the average degree hki = pN is kept constant or, equivalently, with a connection probability p = hki /N decreasing with the network size. As remarked in Sec. 1.3.2, a Poisson distribution implies that the fluctuations around the average degree vanish in the infinite network limit, suggesting for any finite network ki ∼ hki ∀i. The ER network results to be far more homogeneous than any real-world network. • Correlations. Being the connection totally random, the network lacks two-point degree correlations by construction. The conditional probability P (k ′ |k) that a vertex of degree k is connected to a vertex of degree k ′ is derived as follows. Once one knows that the two vertices are connected and given the uncorrelated nature of connections, the conditional probability is equal to the probability that the second vertex becomes connected to other k ′ − 1 vertices, that is  ′ −2 k ′ −1 P (k ′ |k) = N p (1 − p)N −2−(k −1) = k ′ −1  ′ N −1 k ′ k′ p (1 − p)N −1−k = (3.6) ′ (N −1)p k k′ ′ P (k ) hki
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Figure 3.3: The construction of a WS network. After [196]. (a)The model is built starting from a one-dimensional lattice with connections between all vertex pairs separated by m or fewer lattice spacing, with m = 3 in this case; (b)a fraction p of the edges in the graph is chosen at random and one end of each edge is moved to a new location, also chosen uniformly at random. independent from k and equal to Eq. (1.29). From here one obtains (Eq. (1.30)) knn (k) =



hk 2 i . hki



(3.7)



• Clustering. If we consider a node in a random graph and its nearest neighbors, the probability that two of them are connected to each other is equal to the probability that two randomly selected nodes are connected. Consequently the clustering coefficient of a sparse random graph is cr = p =



hki . N



(3.8)



The only way to obtain high clustering is to make the networks very dense, close to a fully connected graph. In any sparse realization, the clustering is very low (vanishing in the infinite network limit). As a result, the network is locally treelike, far from the high levels of clustering observed in real-world networks.



3.2.2



Watts-Strogatz Model



The WS model interpolates between ordered lattices, with high clustering but long average distance, and purely random networks, with the opposite features. Its aim is finding the conditions under which a small-world yet clustered structure can be formed. • Definition.[258] The model is generated as follows



68



Chapter 3. Networked substrates for dynamical processes



Figure 3.4: Distance and clustering in a WS network. After [258]. Characteristic path length ℓ(p) and clustering coefficient C(p) for the WS model. The data is normalized by the values ℓ(0) and C(0) for a regular lattice. A logarithmic horizontal scale resolves the rapid drop in ℓ(p), corresponding to the onset of the small-world phenomenon. During this drop C(p) remains almost constant. . 1. One starts with a ring of N nodes, each one of them connected to 2m nearest neighbors (m links are drawn clockwise and m counterclockwise). 2. For every vertex, each edge connected to a clockwise neighbor is rewired with probability p, i.e. the edge endpoint is connected to a randomly chosen node. The resulting network has average degree hki = 2m



(3.9)



and the probability p tunes the level of randomness of the structure with respect to the original network, tending to a completely random network for p → 1 (the main difference with an ER network being that the minimum degree is fixed and equal to m). • Average distance. For p = 0 the distance scales as in a regular one-dimensional lattice, d ∼ N. It is difficult to calculate an expression for the distance at general p. However, simulations show that as soon as p > 1 the average distance decreases
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abruptly and for p << 1 it reaches the order of magnitude of that of a random graph (Fig. 3.4). A small fraction (p ∼ 1/N) of random, long-range connections, is enough to transform the lattice into a small-world. • Degree distribution. The analytic calculation [26] of the degree distribution yields P (k) =



min(k−m,m) 



X n=0



 (pm)k−m−n −pm m (1 − p)n pm−n e , n (k − m − n)!



(3.10)



which reveals essentially the same features of a random graph, and results in p→1



P (k) →



m(k−m) −m e (k − m)!



(3.11)



• Correlations. The network gets uncorrelated as p → 1. • Clustering. For p = 0, the number of connections among the neighbors of each node is 3m(m − 1)/2 and the number of possible connections is 2m(2m − 1)/2, yielding a clustering coefficient c = 3m(m − 1)/2(2m − 1). For p > 0 this value becomes [26] 3m(m − 1) (1 − p)3 (3.12) c∼ 2m(2m − 1) Although the clustering reaches the small value characteristic of a random network for p → 1, however, there is a wide region of p < 1 where the clustering is still much larger than in a random network, while the average distance is short (Fig. 3.4).



3.2.3



B´ arab´ asi-Albert Model



The BA model was conceived as a possible explanation of the mechanism that can lead to the formation of SF networks in nature, technology, and society. The model focuses on generating a network structure as the result of an evolution process. Indeed, some real-world networks, like the Internet or the WWW, are the product of a growth process. Thus, the observed topological properties are likely to be the byproduct of the rules that govern such dynamic evolution. • Definition. [18] The model is defined as follows 1. One starts with a small core of m0 connected vertices 2. Growth: every time-step t, a new vertex is added, with m edges (m < m0 ) attached to old vertices in the system.
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Figure 3.5: The construction of BA and LPA networks. The model is built starting from a small set of randomly connected nodes; new nodes (like the black one in the picture) are sequentially added with a fixed number of links (m = 2 here); new links are connected to old nodes with a probability Π(k) depending on their degree. If Π(k) is proportional to k the result is a BA model, while if it is proportional to k + const. the result is a LPA model. 3. Preferential attachment: Each one of the m new edges is connected to an old node s with probability proportional to its degree ks , i.e. the normalized connection probability is Π(ks (t)) =



ks . Σj kj



(3.13)



4. The procedure is iterated until reaching the desired size N. The model includes only one dynamical rule governing the growth: the preferential attachment. This rule mimics some behaviors observed in real-world network growth: for example, a new Internet Service Provider will most probably connect its server to a well connected router, enabling its costumers to reach the largest possible number of servers in the minimum number of steps and with the largest bandwidth. Since each new node carries m edges, it is easy to see that in the BA model: hki = 2m.



(3.14)
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Figure 3.6: The properties of BA and LPA networks. Degree distribution, P (k), Average nearest neighbor degree, knn (k), and clustering spectrum, c(k), of the BA (up: N = 105 , m = 2) and LPA (down: N = 105 , m = 2, γ = 2.5) models. Continuous lines represent theoretical values. Although some slight deviations from the theoretically predicted value are visible in the BA case, it is however clear that the correlation spectra are essentially flat. The deviations observed in the case of the LPA can be explained in terms of the approximations made in the theoretical treatment [25]. • Average distance. The network displays the so-called ultra small-world property [76], with an average distance scaling even slower than a logarithm [43, 76] d∼



ln N , ln[ln N]



(3.15)



• Degree distribution. The BA model generates SF networks with γ = 3 just by including the simple preferential attachment rule in its dynamical evolution. Indeed, in the t → ∞ limit, the stationary degree distribution approaches t→∞



P (k) → 2m2 k −3 .



(3.16)



The distribution can be derived exactly within the frame of the continuous k approximation [7].
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• Correlations. The dynamical rules do not induce any degree correlation pattern, so the network is expected to be uncorrelated. The absence of correlations has been confirmed analitically within the study of the BA as a special case of the LPA model [25] (Sec. 3.2.4). • Clustering. The clustering coefficient can be calculated as well within the continuous k approximation [154, 25] and results to be independent of the degree and equal to m(ln N)2 c= . (3.17) 8N Thus, the BA model has a roughly flat clustering spectrum and, like the ER, a low overall coefficient (vanishing in the infinite network limit).



3.2.4



Linear Preferential Attachment Model



The range of possible attachment rules in an evolving network model is virtually infinite. However, a slight modification of the BA rule, the so called LPA, is enough to generate SF networks with an arbitrary degree exponent. • Definition.[97] The LPA model is defined as the BA, but with a connection probability that is a generalized linear function of the degree, namely Π(ks ) =



C1 k s + C2 . Σj (C1 ks + C2 )



(3.18)



• Average distance. The network displays the ultra small-world property [76]   23



(3.19)



where γ in the exponent of the power-law degree distribution (see next point). • Degree distribution. The continuous k approximation yields [97] the degree distribution a P (k) ∼ k −γ , γ = 3 + , (3.20) m being a = C2 /C1 . Thus, for the values −m < a < 0 one obtains SF networks with 2 < γ < 3.
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Figure 3.7: The construction of a HV network. The model is built starting from a set of disconnected nodes; a HV hi is assigned to each node i, according to a given probability distribution, ρ(h); all possible pairs of nodes are considered; a link is drawn between a pair (i, j) with a connection probability r(hi , hj ) depending on the HV of the pair. • Correlations. The correlations can be calculated by means of a rate equation approach [25] that yields, for γ < 3 and large N 1



knn (k) ∼ N 2β−1 k −2+ β ,



(3.21)



where β = m/(2m+a). The network displays a disassortative correlation pattern which is entangled (through parameter a) with the degree distribution exponent. Correlations vanish only in the limit of γ = 3. • Clustering. With the same approach, one can calculate clustering. For γ < 3 and fixed large N 1 c(k) ∼ N 2β−2 k −2+ β . (3.22) The clustering has a non flat degree spectrum, depending on the degree distribution exponent of the resulting network.



3.2.5



Hidden Variables Model



The HV or fitness formalism provides a way of generating networks that is complementary with respect to the BA and LPA perspective. Rather than focusing on network evolution, this model takes into account special features that are attached to a node. It is likely that linking in real networks is not exclusively driven by the degree of the linked nodes. On the contrary, a particular character (HV or fitness) of each node can play a very important role in its ability to gain links. Additionally, the HV formalism
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has the advantage that many topological properties can be expressed analytically in terms of the parameters defining the model. • Definition. [56, 232, 37] The class of network models with HV is defined as follows 1. One starts with a set of N disconnected vertices. 2. To each vertex i, a variable hi is assigned, drawn at random from the probability distribution ρ(h). 3. For each pair of vertices i and j, with HV hi and hj , respectively, an edge is created with probability r(hi , hj ) (the connection probability), where r(h, h′ ) ≥ 0 is a symmetric function of h and h′ . This definition can be considered as a generalization of the ER model, in which the connection probability is not constant, but depends on the vertices’ properties. • Average distance. A general expression for the average distance is unknown. • Degree distribution. In this class of models, the degree distribution is given by P (k) =



X



g(k|h)ρ(h)



(3.23)



h



where the propagator g(k|h) gives the conditional probability that a vertex with HV h ends up connected to k vertices. The propagator is a normalized function, P ˆ(z|h), defined by k g(k|h) = 1, whose generating function g gˆ(z|h) =



X



z k g(k|h),



(3.24)



k



fulfills in the general case the expression [37] ln gˆ(z|h) = N



X



ρ(h′ ) ln [1 − (1 − z)r(h, h′ )] .



(3.25)



h′



Given the probabilities ρ(h) and r(h, h′ ), Eq. (3.25) must be solved and inverted in order to obtain the corresponding propagator and the degree distribution. Without solving this equation, however, one can still obtain some information on the connectivity properties of the network. Noticing that the first moment of g(k|h) is given by the first derivative of gˆ(z|h), evaluated at z = 1, one sees that the average degree of the vertices of HV h, k(h), is given by k(h) =



X k



kg(k|h) = N



X h′



ρ(h′ )r(h, h′ ),



(3.26)
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while the average degree takes the form X X hki = kP (k) = ρ(h)k(h). k



(3.27)



h



Calculations and numerical simulations [37, 56, 228] have shown that a wide variety of functional forms for the probabilities ρ(h) and r(h, h′ ) can yield a powerlaw degree distribution. For example, for ρ(h) = e−h and r(h, h′ ) = Θ(h + h′ − z) (where z is a real number), one obtains [56] a SF network with degree exponent γ = 2. These results suggest the interesting possibility of the emergence of SF networks without preferential attachment. • Correlations. In order to calculate knn (k), one must consider first of all the average degree of the neighbors of the vertices of HV h, knn (h). This quantity can be expressed as X knn (h) = k(h′ )p(h′ |h), (3.28) h′



where p(h′ |h) is the conditional probability that a vertex of HV h is connected to a vertex of HV h′ . To compute this last quantity, one observes that the probability of drawing an edge from h to h′ is proportional to the probability of finding an h′ vertex, times the probability of creating an actual edge. Therefore, Nρ(h′ )r(h, h′ ) ρ(h′ )r(h, h′ ) . = ′′ ′′ k(h) h′′ ρ(h )r(h, h )



p(h′ |h) = P



(3.29)



Thus, one has that



knn (h) =



N X ρ(h′ )k(h′ )r(h, h′ ). k(h) ′



(3.30)



h



Finally, the correlation function knn (k) can be shown to be given by [37] knn (k) = 1 +



1 X ρ(h)g(k|h)knn (h). P (k) h



(3.31)



If r(h, h′ ) factorizes as q(h)q(h′ ), then the network generated with this connection probability is uncorrelated. Indeed, by introducing the factorized probability in Eqs. (3.29) and (3.26), we obtain s N ρ(h′ )q(h′ ). (3.32) p(h′ |h) = hki Therefore, knn (h) = N



X h′



ρ(h′ )[q(h′ )]2 ,



(3.33)
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that yields knn (k) = 1 + N



X



ρ(h′ )[q(h′ )]2 ,



(3.34)



h′



independent of k, a signature of lack of correlations. • Clustering. The clustering is given by p(h′ , h′′ |h) -the conditional probability that a vertex connected with HV h is connected to two vertices with HV h′ and h′′ and by r(h′ , h′′ ) -the probability that the two destination vertices are connected. However, by definition, the model is Markovian in the HV space, i.e. it establishes an explicit correlation between the HV of the nearest neighbors (encoded in the function r(h, h′ )), but higher order HV correlations p(h′ , h′′ |h) can be factorized as the product p(h′ |h)p(h′′ |h). As a result, the clustering of vertices with HV h results in X c(h) = p(h′ |h)r(h′ , h′′ )p(h′′ |h). (3.35) h′ ,h′′



Therefore, the three point degree correlations in the degree space can be derived with the same line of reasoning used for the two points degree correlations. The clustering spectrum results to be c(k) =



3.2.6



1 X ρ(h)g(k|h)c(h). P (k) h



(3.36)



Configuration Model



The approach of this model is orthogonal to that the previous ones. Instead of looking for a set of rules that spontaneously produce the desired topological properties, the CM fixes a pre-established degree distribution and generates a class of networks satisfying it. While the ER model is the maximally random network with fixed size and average degree, the CM is the maximally random network with a fixed degree distribution. • Definition. [30, 34, 181, 182, 195, 41] The algorithm is defined as follows: 1. One starts with N disconnected vertices. 2. To each vertex i, a random degree ki is assigned, drawn from the probability distribution P (k), with m ≤ ki < N (no vertex can have a degree larger than N − 1). This is equivalent to attaching to the node ki stubs, i.e. edges P emerging from it that do not point to any other node. The sum K = i ki must be even in order to close the network (if the condition is not fulfilled, one random edge is deleted as a correction).
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Figure 3.8: The construction of a CM network. The model is built starting from a set of disconnected nodes; a number of links is assigned to each node according to a given probability P (k); one end of each link is attached to the corresponding node, while the other is left free; two free ends are chosen at random and connected; the procedure is repeated until no free end is left. 3. The network is completed by randomly connecting the vertices with K/2 edges, respecting the preassigned degrees. Practically, this is done by choosing at random two free ends of the stubs and by joining them, and then by repeating this procedure until no free ends are available. Random selections of pairs of stubs belonging to the same node or to already connected nodes are rejected in order to avoid self and multiple links. • Average distance. An estimate of the average distance yields [199] ln(N/ hki) ln[(N − 1)(hknn i − hki) + hki2 ] − ln hki2 ∼ + 1, d= ln(hknn i / hki) ln(hknn i / hki)



(3.37)



where hknn i is the average number of second nearest neighbors, and the expression on the r.h.s is valid in the limit N >> hki and hknn i >> hki. Remarkably an estimate of the average distance can be given just by measuring local properties (hki , hknn i), regardless of the functional form of the degree distribution. • Degree distribution. The result of the construction is a random network whose degrees are, by definition, distributed according to P (k).
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• Correlations. Given the random nature of the edge assignment, there are no degree correlations, in principle. However, as we will see in the following of this chapter, in SF networks with γ < 3 some intrinsic disassortative correlations emerge at high degrees, deviating from the theoretical expression of the average nearest neighbor degree for uncorrelated networks, Eq. (1.30). • Clustering. The clustering as well is in principle given by the expression valid for uncorrelated networks Eq. (1.35). However, deviations are visible for SF networks also in this case.



3.3



Analytic solution of the Static Model (SM)



In this section, the detailed analytical study of a paradigmatic SF network model, the SM, is reported [66]. This model yields scale invariance without using a preferential attachment mechanism. Moreover, the degree distribution exponent is arbitrarily tunable by fixing a model parameter. Because of this flexibility, the model has been used to study topological properties [128] and as a substrate for dynamical processes, like sandpile models [129], synchronization dynamics [163] and flow processes [164]. The analytical expressions for its main properties can be derived by using the HV formalism. The model is mapped into a HV one, that represents its canonical counterpart (i.e. a version in which the number of edges is not held fixed, but whose average degree tends to a constant in the infinite network size limit). The good agreement between the theoretical predictions and extensive numerical simulations of the original model suggests that the mapping is exact in the infinite network size limit: the canonical version of the SM is identical to the original version in the thermodynamic limit N → ∞. It is particularly noteworthy that the analytical calculations allow to evaluate the correlations present in the model. The presence of this correlations indicate that the results of dynamical processes running on top of networks generated with the SM should be interpreted with great care, in order to separate the effects due to the SF nature of the networks from those related with the presence of intrinsic degree correlations.



3.3.1



Static Model



The SM was introduced in [128] as an algorithm to generate SF static (i.e. not growing) networks with any desired degree exponent γ larger than or equal to 2. The model is defined as follows:
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Figure 3.9: The construction of a SM network. The model is built starting from a set of disconnected nodes; a probability pi is assigned to each node, being a function of the index of the node i; two vertices i and j are chosen with probability pi , pj and connected; the procedure is iterated until the desired number of links is achieved. 1. We start from N disconnected vertices, each one of them indexed by an integer number i, taking the values i = 1, . . . N. To each vertex, a normalized probability pi is assigned, given as function of the index i by i−α , pi = PN −α j=1 j



(3.38)



where α is a real number in the range α ∈ [0, 1]. 2. Two different vertices i and j are randomly selected from the set of N vertices, with probability pi and pj , respectively. If there exists an edge between these two vertices, they are discarded and a new pair is randomly drawn. Otherwise, an edge is created between vertices i and j. 3. This process is repeated until E = mN edges are created in the network. This algorithm generates networks in which, by construction, there are no self-connections (a vertex joined to itself) nor multiple connections (two vertices connected by more than one edge). The average degree of the resulting network is thus hki = 2E/N = 2m.



(3.39)



In the following section, a complete analytical treatment of the model will be developed. However, already at this stage the corresponding degree distribution can be estimated by means of a simple MF argument [128]. Since edges are connected to vertices with a probability given by the factor pi , we have that the probability that
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any edge belongs to the vertex i, with degree ki , is given by k P i ∼ pi . j kj



(3.40)



In the large N limit, approximating sums by integrals, we have that, for 0 < α < 1, N X



j



−α



P



j



N



j −α dj ∼



1



j=1



Therefore, since



∼



Z



N 1−α . 1−α



(3.41)



kj = hkiN, we have from Eq. (3.40) that k i ∼ pi



X j







i kj ∼ 2m(1 − α) N



−α



.



(3.42)



From this last expression, and using general arguments from network theory1 [96], one can conclude that the degree distribution characterizing these networks has a SF form, P (k) ∼ k −γ , with a degree exponent γ =1+



1 . α



(3.43)



Thus, tuning the parameter α in the range [0, 1] it is possible to generate networks with a degree exponent in the range γ ∈ [2, ∞].



3.3.2



Mapping to a Hidden Variables Model



The analytic solution of the SM can be performed by mapping it into a HV model. An intuitive justification of this mapping is that the two models are “upgrades” of the two different but equivalent definitions of the ER model (Sec. 3.2.1). In Def.1 of the ER, pairs of nodes are extracted at random and connected until reaching the desired number of edges. Correspondingly, in the SM, pairs of nodes are extracted according to the attached probabilities and connected until reaching the desired number of edges. On the other hand, in Def.2 of the ER, all possible pairs of nodes are considered and a link is drawn between each pair with a fixed probability p. Correspondingly, in the HV Model all possible pairs of nodes are considered and a link is drawn between each pair with probability r(h, h′ ), depending on the HV attached to them. Provided that a suitable correspondence is established between the attached probabilities of the SM and the HV (and related probabilities) of the HV Model, one can see the second model 1



Given that k(i) ∼ i−α and that we can consider P (i) = 1/N (i.e. labels are assigned uniformly at random), then, for probability conservation P (k)dk = P (i)di, we have P (k) = P (i(k))[di(k)/dk] ∼ k −(1+1/α) .
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as the canonical version of the first one and expect the two formulations to become equivalent, as it is in the case of the ER Model. Therefore, by using the HV formalism one could make predictions on the SM. In order to map the SM into a HV network model we need to provide a proper definition of the HV h, their probability distribution ρ(h), and the connection probability r(h, h′ ). A natural choice for the HV is the index i associated to each vertex. On its turn, the connection probability r(i, j) can be defined as the probability that vertices i and j end up connected in the final network. With the original definition of the SM, it is difficult to estimate this connection probability. In order to overcome this difficulty, we will consider a small variation of the algorithm defining the model. Within the original definition, in a first step of the model, a potential edge (i, j) is selected, by randomly choosing a pair of vertices i and j, with probabilities pi and pj , respectively, as given by Eq. (3.38). In a second step, the potential edge (i, j) is actually created if it did not exist previously, and this process is repeated until a given number of actual edges E = mN is reached, leading to a constant average degree hki = 2m. Thus, we can consider this as a microcanonical model, since the average degree is held fixed. This fact is in opposition with the spirit of HV network models, in which the average degree is not constant, but tends to an asymptotic value for large network sizes [37]. We can place the SM within this network class by converting it to a canonical model: a fixed number E = mN of potential edges (i, j) are chosen with ptobabilities Pi , pj , and afterwards checked for their actual addition to the network. This canonical version of the SM will lead to a network with a number of edges E ′ ≤ E, and therefore to an average degree hki ≤ 2m. However, we expect that this canonical version of the SM will coincide with the microcanonical original SM in the infinite network size limit, and to observe hki → 2m in the limit N → ∞. The good agreement between theoretical predictions derived from the first and simulations of the second will confirm this claim. Let us look at the edge creation process in the canonical version of the SM. If we allow for the possibility to choose a potential edge with i = j (self-connection), the probability of selecting the potential edge (i, j) is 2pi pj if i 6= j, and p2i if i = j. In a more compact form, the probability of choosing the potential edge (i, j) is



π(i, j) = (2 − δij )pi pj ,



(3.44)



where δij is the Kronecker symbol. This probability is naturally normalized: If we sum π(i, j) over all the N(N + 1)/2 possible potential edges (including self-connections), we
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have X



π(i, j) =



i≤j



X



2pi pj −



=



i


2pi pj +



p2i



i



i≤j



X



X



X i



p2i =



X i



pi



!2



= 1,



(3.45)



since the original distribution pi is normalized. The probability that, in the final network, the vertices i and j are connected is equal to the probability that the potential edge (i, j) has been selected at least once, which is the complementary probability that it has not been selected in the E trials made to generate the network. Therefore, for the canonical version of the SM, we have that the probability that vertices i and j are connected in the network is pc (i, j) = 1 − [1 − π(i, j)]E .



(3.46)



This expression can be further simplified by taking the limit of large N. We have that E = mN and pi ≃ i−α (1 − α)N α−1 . Therefore, we can write  mN pc (i, j) = 1 − 1 − (2 − δij )(1 − α)2 N 2α−2 i−α j −α .



(3.47)



  pc (i, j) = 1 − exp −(2 − δij )m(1 − α)2 N 2α−1 i−α j −α .



(3.48)



  r(i, j) = 1 − exp −2m(1 − α)2 N 2α−1 i−α j −α ,



(3.49)



Thus, in the limit N → ∞, we can approximate this expression by an exponential, that yields the final result



This is the probability that two vertices end up connected in the final network in the canonical version of the SM. Therefore, in the HV version of the model we can set the connection probability



where we have neglected the Kronecker symbol, since in HV models we do no allow for the possibility of self-connections. A first conclusion can be extracted from this connections probability: it does not factorize in two independent functions of i and j. Therefore, degree correlations will be present in the model (Sec. 3.2.5). To complete the mapping, we finally need to give a prescription for the probability ρ(i) of a vertex having HV (index) i. In the original definition of the model, the index is assigned deterministically to each vertex. Here we will assume an approximation already made for other models [37], that consists in considering the HV i randomly assigned from the set {1, 2, . . . , N}, with probability ρ(i) = 1/N. As we will see in the next sections,
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this assumption does not have a strong influence in most of the analytic results, when compared with numerical simulations of the original SM. Indeed, in the following we will check the analytical predictions deriving from this mapping by means of extensive simulations of the original SM. In order to perform numerical calculations, we have generated networks with α variable, m = 3 and size N = 105 . All results are averaged over 103 realizations for each value of the parameter α. Simulation were performed as follows: At each iteration, we extract a pair of real numbers according to a power-law probability distribution with exponent α, normalized between 0.5 and N + 0.5. Numbers are extracted using the Monte Carlo inversion method [47]. Then, we approximate each number to the nearest integer, so that the resulting pair is composed by integers between 1 and N. These are the two candidate vertices to be connected by and edge. If the proposed pair is composed by two identical numbers, or it has been extracted before, the extraction is rejected and repeated until two valid vertices are proposed. We iterate this procedure until a network of E = mN edges is created. This algorithm corresponds exactly to the original SM. The only modification is that the probability distribution according to which we extract the candidate edges is not discrete, but continuous. Anyway, it is possible to see that the results of the proposed procedure are indistinguishable from those obtained from methods that start directly from a discretized distribution, but require more computation time (for example, by using the rejection method [47]).



3.3.3



Analytic Solution



Average degree Let us consider in the first place the behavior of the overall average degree, and the average degree of the vertices with index i. From Eq. (3.26), together with the definition of the probabilities ρ(i) and r(i, j), we have that k(i) = N



N X



ρ(j)r(i, j)



j=1



=



N X j=1



   1 − exp −2m(1 − α)2 N 2α−1 i−α j −α .



(3.50)



Approximating sums by integrals, and performing the change of variables j = Nx, we are led to the expression k(i) = N



Z



1



N −1



   dx 1 − exp −2m(1 − α)2 N α−1 i−α x−α .



(3.51)
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Figure 3.10: Average degree of the vertices with index i in the original SM, for two different values of α. The solid lines represent the theoretical value given by Eq. (3.53). Since α < 1, the argument of the exponential is a decreasing function of N. Therefore, in the limit N → ∞, we can perform a Taylor expansion of the integrand, and approximate Z 1   k(i) = N dx 2m(1 − α)2 N α−1 i−α x−α (3.52) N −1  −α i (1 − N α−1 ). (3.53) = 2m(1 − α) N



For large N, the last term in this expression tends to 1, and we recover the MF result obtained previously for the SM, Eq. (3.42). As for the average degree, we have from Eq. (3.27) hki =



N X



ρ(i)k(i)



i=1



 −α N i 1 X 2m(1 − α) (1 − N α−1 ) = N i=1 N



= 2m(1 − N α−1 )2 ,



(3.54)



where again we have approximated sums by integrals. We observe that, for any finite network size, hki < 2m. However, in the thermodynamic limit N → ∞, we recover the fixed degree exponent hki = 2m imposed by the SM.
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k Figure 3.11: Degree distribution in the SM for two different values of α. The dotted and dashed lines represent the theoretical value given by Eq. (3.61). In the inset: enlargement of the tail of the distribution. Peaks due to the discretization of the degree are visible. Dashed vertical lines represent the theoretical values of the centers of such peaks. In Fig. 3.10 we plot the average degree of the vertices with index i, k(i) for two different values of α, namely α = 0.55 and α = 0.8, which correspond to the degree exponents γ = 2.82 and γ = 2.25, respectively. In both cases, the analytical result, as as given by Eq. (3.53), fits almost perfectly the curves emerging from numerical simulation.



Degree distribution In order to compute the degree distribution, we must first solve Eq. (3.25) for the generating function of the propagator, gˆ(z|i). For the probabilities ρ(i) and r(i, j) we are considering, approximating sums by integrals and performing again the change of variables j = Nx, we have that ln gˆ(z|i) = N



Z



1



dx ln [1 − (1 − z)×



(3.55)



N −1



  × 1 − exp −2m(1 − α)2 N α−1 i−α x−α .



(3.56)
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For α < 1, the argument in the exponential is again decreasing in the large N limit. Therefore, expanding to first order the exponential, and then the logarithm inside the integral, we are led to Z 1 ln gˆ(z|i) = N dx(1 − z)2m(1 − α)2 N α−1 i−α x−α N −1



= (1 − z)k(i).



(3.57)



Given Eq. (3.57), we find that the propagator is finally given by a Poisson form: g(k|i) =



exp[−k(i)]k(i)k . k!



(3.58)



Knowing the form of the propagator, we can derive the degree distribution applying Eq. (3.23), i.e. P (k) =



N X



ρ(i)g(k|i) =



i=1 Nα



×



Z



[2m(1 − α)]k × αΓ(k + 1)



dx exp[−2m(1 − α)x]xk−1−1/α ,



(3.59)



1



where we have approximated i as a continuous variable, performed the change of variables i = Nx−1/α , and expressed k! = Γ(k + 1), where Γ(z) is the standard Gamma function. The only dependence of expression on the network size is through the upper limit in the integral. Therefore, in the thermodynamic limit we can use the result [1] Z ∞ e−By y A dy = B −1−A Γ(1 + A, B), (3.60) 1



where Γ(z, a) is the incomplete Gamma function, to obtain P (k) =



[2m(1 − α)]1/α Γ(k − 1/α, 2m[1 − α]) . α Γ(k + 1)



(3.61)



In order to obtain the asymptotic behavior of the degree distribution for large k, we note that Γ(z, a) → Γ(z) for z → ∞. Therefore, for large k P (k) ≃



[2m(1 − α)]1/α Γ(k − 1/α) ∼ k −1−1/α , α Γ(k + 1)



(3.62)



where we have used the asymptotic expansion Γ(λ + A) λ→∞ A−B → λ . Γ(λ + B)



(3.63)



That is, we recover a SF degree distribution with a degree exponent γ = 1 + 1/α, as derived by MF arguments for the original SM.
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The theoretical prediction for the degree distribution fits almost perfectly the curves emerging from numerical simulation, as shown in Fig. 3.11, for the two values of α considered. As we can see from this Figure, the complete expression calculated in Eq. (3.61) fits exactly the whole distribution, except at very large values of k. This discrepancy, due to the finite size of the networks, is easy to understand. From Eq. (3.53), we can observe that large values of k correspond to small values of the index i. In this region, the continuous i and k approximation made in all calculations is expected to fail, and the index i to show its true discrete nature. Indeed, this fact can be clearly observed in the inset in Fig. 3.11, where we plot a close-up of the tail of the degree distribution obtained for α = 0.8, obtained from averaging over 103 network samples. This plot shows a set of peaks, corresponding to the first values of the index i, from 1 to 8. The centers of the peaks are well approximated by the analytical k(i) function given in Eq. (3.53), and represented by means of vertical dotted lines, except for very small values of i. The width of the peaks is accounted for by the fluctuations in the value of k in the different network samples.



Degree correlations Next, we aim to calculate the average nearest neighbor degree of the vertices with degree k, knn (k), in order to evaluate correlations. To do so, we first compute the average nearest neighbor degree of the vertices with index i, knn (i), that is given by Eq. (3.28). Using the expression for k(i) that we have evaluated in Eq. (3.53) in the large N limit, we have α



knn (i) = i



N X j=1



   j −α 1 − exp −2m(1 − α)2 N 2α−1 i−α j −α .



(3.64)



We can proceed as usual, replacing sums by integrals. In this case, however, it is not possible to Taylor expand the integral after an appropriate change of variables, since the extra factor j −α in the integral causes it to diverge in its lower limit. We must therefore keep the full exponential form. After some formal manipulations, we can write knn (i) =



iα (N 1−α − 1) Z 1−α



 iα ∞ dxx−1/α exp −2m(1 − α)2 N 2α−1 i−α x α 1 Z  iα N 1−α ∞ dxx−1/α exp −2m(1 − α)2 N α−1 i−α x . − α 1



+



88



Chapter 3. Networked substrates for dynamical processes



Figure 3.12: Average nearest neighbor degree of the vertices with index i in the SM for two different values of α. The solid lines represent the theoretical value given by the numerical summation of Eq. (3.64). The dashed lines correspond to the analytical approximation in the Eq. (3.65).



After applying the identity Eq. (3.60), we are led to the solution iα (N 1−α − 1) 1−α α 1−α i N + [2m(1 − α)2 N 2α−1 i−α ]−1+1/α × α  1 × Γ(1 − , 2m(1 − α)2 N 2α−1 i−α ) α  1 2 α−1 −α i ) . − Γ(1 − , 2m(1 − α) N α



knn (i) =



(3.65)



As we will see straight away, the approximation given by Eq. (3.65) is in fact not very good, and a much better agreement with numerical simulations is obtained by performing numerically the summation in the original discrete expression Eq. (3.64). This fact is due to the effects of the continuum approximation in the index i, which are negligible at the level of the degree distribution, but show up at the level of correlations. Finally, for the average degree of the nearest neighbors of the vertices of degree k,
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Figure 3.13: Average nearest neighbor degree of the vertices with degree k, in the SM for two different values of α. The dashed lines correspond to the numerical summation of Eq. (3.66). knn (k), we resort to the expression Eq. (3.31), taking the form for the SM N



X 1 exp[−k(i)]k(i)k knn (i). knn (k) = 1 + NP (k)k! i=1



(3.66)



This expression is far too complex to obtain even an asymptotic expression in the continuous i approximation, so we will compare numerical simulations with a direct numerical evaluation of the summation in Eq. (3.66). In Fig. 3.12 we report the average nearest neighbors degree of the vertices with index i. The dashed line represents the theoretical approximation obtained in Eq. (3.65). We find a percentually small difference between calculation and simulation. This difference can be attributed to the effect of the continuous approximation. Indeed, if we numerically calculate the sum of Eq. (3.64) and report it in the plot (continuous line), we obtain a better fit of the simulation results. A good agreement between theory and simulation is obtained as well in the plot of the average nearest neighbor degree of the vertices with degree k, Fig. 3.13, at least for sufficiently large values of α. Here the theoretical value is obtained directly from numerical summation of Eq. (3.66), that cannot be approximated analytically in a simple way. The correlation function displays an almost constant behavior at low degrees and a decreasing slope at high degrees, i.e.
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a regime without any correlation followed by one characterized by strong disassortative mixing. The emergence of these correlation is connected to the absence of multiple and self-connections. By imposing this condition (as it will be shown in the following section) we bias the natural tendency of high degree vertices to have some connections into each other, favoring their linking to small degree vertices, and, therefore, generating negative correlations in the degree. This phenomenon appears to be extremely relevant for small values of γ. In the case α = 0.8, for example, we can observe in the average neighbor connectivity a decay of more than one decade in about two decades of the degree. On the other hand, the analytical solutions does not behave so well for large values of γ (small α), probably due to the accumulated effect of all the approximations made in obtaining this expression.



3.4



The Uncorrelated Configuration Model



All the models reviewed along this chapter have been used as substrates for the study of dynamics in networks. The ER and WS provide information about the effects of basic network properties like small-world and clustering. Between the models with SF degree distribution, none is capable of providing information about the effect of pure scale-invariance. Indeed, they always carry some amount of intrinsic correlations that could alter the results of the dynamics. The BA model is uncorrelated, but its degree distribution exponent is fixed. The LPA model allows manipulating the exponent, but implies additional correlations for every γ < 3. We have analytically proved that the SM has intrinsic correlations as well. On the other hand, the CM is in principle fully uncorrelated. As well, the HV model can be made in theory uncorrelated, for some special choice of the HV probabilities. For example, if r(h, h′ ) factorizes as the product q(h)q(h′ ), the outcome is an uncorrelated network (Sec. 3.2.5). Another example is a subset of the HV class, the so called Hidden Degrees Model [37], where HV have the same correlation structure of the degrees. Thus, one can work out probability distributions that yield uncorrelated HV, and this will provide uncorrelated degrees as well. However, as it we will shown straight away, the same bias that explains the correlations in the SM, induces intrinsic correlations in the CM and HV as well. The exploration of this bias, however, provides the key to propose a modification of the CM model that allows free manipulation of the degree distribution exponent without generating extra-correlations.
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k Figure 3.14: Geometrical construction of the structural cut-off ks .After [39].



3.4.1



The degree distribution cutoff



In Sec. 3.3.2 it was shown that the SM can be interpreted as a variation of the ER model (Def.1). The latter has been proved to be uncorrelated by means of both theoretical arguments and computer simulations. In both models, the linking procedure does not show any apparent relation with the degrees of the nodes. Indeed, in the ER it is completely random, and in the SM it is based on pre-established, degree-independent probabilities attached to the nodes. Therefore, it is not evident why the first procedure yields uncorrelated network while correlations appear in the second case. In order to clarify the situation, it is useful to investigate the specific feature that differentiates the two resulting classes of networks, i.e. the heterogeneity of the SM, as opposed to the homogeneity of the ER. In other words, it is interesting to focus on the superconnectors that are present in the SM and not in the ER. From a mathematical point of view, this means concentrating on the fat tail of the degree distribution of the SM, and in particular on its cut-off, i.e. the maximum size of the super-connectors contained in the network. The nature of the degree cut-off in finite-size SF networks has been considered in
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several instances in network theory. For example, the cut-off km can be defined as the value of the degree for which we expect to observe at most one vertex [6], that is NP (km ) ∼ 1.



(3.67)



For a SF network, this expression provides a dependence of the cut-off with N as km (N) ∼ N 1/γ .



(3.68)



This definition, however, lacks some mathematical rigor, since it considers the probability of a single point in a probability distribution, which is not completely well-defined in the continuous k limit for large N. A more physical definition of cut-off is obtained by considering the value of the degree kc above which one expects to find at most one vertex [95], Z ∞ P (k)dk ∼ 1. (3.69) N kc



In this case, one obtains kc (N) ∼ N 1/(γ−1) ,



(3.70)



which is known as the natural cut-off of the network. In order to shed some light on the relation between the cutoff and the appearance of correlations, one needs to relate it with some structural aspects of networks [38, 37]. In what follows undirected sparse networks are considered, i.e. networks with a welldefined thermodynamic limit (or, equivalently, constant average degree hki). We define the quantity rkk′ as the ratio between the actual number of edges between vertices of degrees k and k ′ , Ekk′ , and the maximum value for this number, mkk′ . Assuming that multiple edges are not allowed in the network, the maximum number of edges between two degree classes is mkk′ = min{kNk , k ′ Nk′ , Nk Nk′ } and, consequently, the ratio rkk′ can be written as rkk′ =



hki P (k, k ′) Ekk′ = . mkk′ min{kP (k), k ′ P (k ′), NP (k)P (k ′ )}



(3.71)



A key property of this ratio is that it must be smaller than or equal to 1 for any values of k and k ′ , regardless of the type of network. One can use this simple observation to draw some conclusions over the value of the cut-off imposed by the structure of the network. Let us consider, see Fig 3.14, the space k-k ′ in which the joint distribution P (k, k ′) is defined. The curve rkk′ = 1 defines the boundary separating the region in which the pairs (k, k ′ ) take admissible values (rkk′ ≤ 1) from the unphysical region rkk′ > 1. For simplicity, one can assume that this boundary is given by a smoothly decreasing concave function. The same result applies for convex boundaries. More
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complex situations can be considered along the same lines of reasoning. If the structural cut-off ks is defined as the value of the degree delimiting the largest square region of admissible values, one obtains that it is given as the intersection of the curves rkk′ = 1 and k ′ = k. That is, the structural cut-off can be defined as the solution of the implicit equation (3.72) rks ks = 1. It is worth noticing that as soon as k > NP (k ′ ) and k ′ > NP (k) the effects of the restriction on the multiple edges are already being felt, turning the expression for rkk′ to hki P (k, k ′ ) rkk′ = . (3.73) NP (k)P (k ′ ) In the case of interest of SF networks these conditions are fulfilled in the region k, k ′ > (αN)1/(γ+1) (where α is constant depending on the details of the function P (k)), well below the natural cut-off. As a consequence, this scaling behavior provides a lower bound for the structural cut-off of the network, in the sense that, whenever the cutoff of the degree distribution falls below this limit, the condition rkk′ < 1 is always satisfied. In uncorrelated networks, the joint distribution (Sec. 1.3.3) factorizes as Pnc (k, k ′ ) =



kk ′ P (k)P (k ′) hki2



(3.74)



which, in turn, implies that the ratio rkk′ takes the simple form [37] kk ′ . (3.75) hki N In this case, the structural cut-off needed to preserve the physical condition rkk′ ≤ 1 takes the form ks (N) ∼ (hki N)1/2 , (3.76) rkk′ =



independent of the degree distribution, and in particular, of the degree exponent γ in SF networks. This structural cut-off [73, 204, 51] coincides with the natural cut-off when the exponent of the degree distribution is γ = 3 (for instance, the BA network). For γ > 3, the structural cut-off diverges faster than the natural cut-off [51]. For γ < 3, however, the exponent of the natural cut-off is greater than 1/2 and, as a consequence, the cut-off predicted by Eq. (3.70) is diverging faster than the structural one. In other words, this means that uncorrelated SF networks without multiple edges and exponent γ < 3 must possess a cut-off that behaves as the structural cut-off and is thus smaller than the one predicted by Eq. (3.70). If this is not the case, that is, if the actual cut-off is imposed to be larger than the structural cut-off ks , this means that the network is not totally uncorrelated and some negative correlations, must appear in order to fulfill the constraint rkk′ ≤ 1 [204, 177].
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Figure 3.15: Average nearest neighbor degree of the vertices of degree k, knn (k) for the original CM algorithm with different degree exponents γ. Network size is N = 105 .



3.4.2



Structural correlations in scale-free networks



The reasoning exposed in the previous section clearly explains why correlations emerge in the SM. From Eq. (3.42), one observes that the maximum degree, corresponding to the index i = 1, is given by ki=1 ∼ 2m(1 − α)N α . (3.77) This implies that the cut-off (or maximum expected degree) kc (N) in the network [95] scales with the network size as kc (N) ∼ N α . Now, it has been proved that, in order to have no correlations in the absence of multiple and self-connections, a SF networks with size N must have a cut-off scaling at most as ks (N) ∼ N 1/2 (the structural cut-off). Therefore, the SM should yield correlated networks for values α > 1/2, i.e., for degree exponents in the interval 2 < γ < 3, which correspond to those values empirically observed in real SF networks. The presence of these correlations is encoded in the HV formalism, that yields a connection probability that cannot be factorized, Eq. (3.49). In general, structural correlations emerge as well in other in principle uncorrelated SF network models. The prescription for the absence of structural correlations works well for bounded degree distributions, in which hk 2 i is finite. On the contrary, one has to be more careful when dealing with networks with a SF distribution, which, for 2 < γ ≤ 3, yield diverging fluctuations, hk 2 i → ∞, in the infinite network size limit. In fact, it is easy to see that, if the second moment of the degree distribution diverges,
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Figure 3.16: Average clustering coefficient of the vertices of degree k, c(k) for the original CM algorithm with different degree exponents γ. Network size is N = 105 .



a completely random assignment of edges leads to the construction of an uncorrelated network, but in which a non-negligible fraction of self-connections (a vertex joined to itself) and multiple connections (two vertices connected by more than one edge) are present [39]. This situation can be avoided by imposing the additional constraint of forbidding multiple and self-connections. This constraint, however, has the negative side effect of introducing correlations in the network [177, 204].



As an example, we show the emergence of structural correlations in the CM model. In Fig. 3.15 we show the functions knn (k) and c(k) computed from numerical simulations of the CM algorithm with no multiple and self-connections for different γ exponents and fixed network size N = 105 . As we can observe, for γ > 3, which corresponds to an effectively bounded degree distribution with finite hk 2 i, both functions are almost flat, signaling an evident lack of correlations. On the other hand, for values γ ≤ 3 there is a clear presence of correlations. This correlations have a mixed disassortative nature: vertices with many connections tend to be connected to vertices with few connections, while low degree vertices connect equally with vertices of any degree.
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Figure 3.17: Average nearest neighbor degree of the vertices of degree k, knn (k) for the UCM algorithm with different degree exponents γ. Network size is N = 105 .



3.4.3



Uncorrelated Configuration Model



Since it is the maximum possible value of the degrees in the network that rules the presence or absence of correlations in a random network with no multiple or selfconnections, we propose the UCM in order to generate random uncorrelated SF networks: 1. Assign to each vertex i in a set of N initially disconnected vertices a degree ki , extracted from the probability distribution P (k) ∼ k −γ , and subject to the P constraints m ≤ ki ≤ N 1/2 and i ki even. P 2. Construct the network by randomly connecting the vertices with i ki /2 edges, respecting the preassigned degrees and avoiding multiple and self-connections. The constraint on the maximum possible degree of the vertices ensures that kc (N) ∼ N 1/2 , allowing for the possibility to construct uncorrelated networks. As an additional numerical optimization of this algorithm, we also impose the minimum degree m ≥ 2 to generate connected networks with probability one [182, 74]. This condition is desirable in order to use the UCM as a substrate for dynamical processes, as it will be shown in Sec. 4.2.9. In Fig. 3.17 we check for the presence of correlations in the UCM model for SF networks. As we can observe, both correlation functions show an almost flat behavior
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Figure 3.18: Average clustering coefficient c(k) for the UCM algorithm with different degree exponents γ. Network size is N = 105 . for all values of the degree exponent γ, compatible with the lack of correlations at the two and three vertex levels. We have additionally explored the validity of the expression for the average clustering coefficient [258], c, defined as X c= P (k)c(k), (3.78) k



which, for random uncorrelated networks takes the form given by Eq. (1.35) [195]. For SF networks with a general cut-off kc (N), we have that, in the large N limit, hk 2 i ∼ kc (N)3−γ . Therefore, for random networks generated with the classical CM model, in which kc (N) ∼ N 1/(γ−1) , we have that cCM ∼ N (7−3γ)/(γ−1) . This expression is clearly anomalous for γ < 7/3, since it leads to a diverging clustering coefficient for large N, while, by definition, this magnitude, being a probability, must be smaller that one. This anomaly vanishes in the UCM prescription. In this case, we have that kc (N) ∼ N 1/2 for any value of γ, leading to cUCM ∼ N 2−γ , which is a decreasing function of the network size for any γ > 2. In Fig. 3.19 we plot the average clustering coefficient obtained from numerical simulations of the CM and UCM algorithms as a function of the theoretical value, Eq. (1.35), for different values of γ and different network sizes N. We can observe that, while the results for the uncorrelated UCM model nicely collapse into the diagonal
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Figure 3.19: Numerical average clustering coefficient c as a function of the corresponding theoretical value, given by Eq. (3.38), for the CM (hollow symbols) and the UCM (full symbols) algorithms. The different points for each value of γ represent different network sizes N = 103 , 3 × 103 , 104 , 3 × 104 , and 105 .



line in the plot, meaning that the numerical values are almost equal to their theoretical counterparts, noticeable departures are observed for the implicitly correlated CM algorithm. To sum up, the UCM generates uncorrelated random networks with no multiple and self-connections and arbitrary degree distribution. The lack of correlations is especially relevant for the case of SF networks. In this case, the algorithm is capable to generate networks with flat correlation functions and an average clustering coefficient in good agreement with theoretical predictions. While most real networks show indeed the presence of correlations, uncorrelated random networks are nevertheless equally important from a practical point of view, especially as null network models in which to test the behavior of dynamical systems. Indeed, the analytic solution of many dynamical processes taking place on top of complex networks is usually available only in the limit of absence of correlations [75, 58, 210, 186]. Up to now, they lacked a proper benchmark to check the results for degree exponents γ < 3.
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Conclusions: Correlations in networked substrates



A central issue in the study of dynamical processes in complex network is disposing of a model that allows to tune the exponent of the degree distribution (thus fixing the level of heterogeneity in the topology of the network) without generating degree correlations. We present the main network models (Sec. 3.2) and we focus especially on the SM (Sec. 3.3), that has been proposed and used with this scope, without a full description of its features. We map the SM to a HV model, representing a canonical version (i.e. with non fixed number of edges) of the original definition of the SM (Sec. 3.3.2). By using the powerful analytic machinery of the HV theory, we are able to compute the topological features of the canonical model, and by numerical simulations we check that they fit the features of the original one (Sec. 3.3.3). One outstanding finding is that the model has irreducible degree correlations depending on the exponent of the degree distribution and becoming more and more relevant as the degree exponent decreases. We show that the presence of such degree correlations can be attributed to the interplay between the scale invariant nature of the network and the physical condition of absence of self and multiple links (Sec. 3.4.2). In a network with hubs, self and multiple edges can be avoided only at the price of introducing some extra correlation, namely, forcing high degree nodes to connect with lower degree ones, to avoid that each one of them links with itself or gets connected more then one time with another one. This problem appears when the degree of the hubs surpasses the upper bound represented by the structural cutoff (Sec. 3.4.1). In order to overcome this problem, we propose the UCM, that allows to generate networks with the desired degree distribution, maintaining hubs below the structural cutoff, and thus avoiding all correlations (Sec. 3.4.3). These features make of the UCM an ideal substrate for the study of dynamical processes in networks.
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Chapter 4 Fermionic reaction-diffusion processes on complex networks A general framework for modeling dynamical processes in networks is provided by RD processes, where particles diffuse and react with each other on a networked substrate. If an exclusion principle is present in the dynamics, so that multiple occupation of a single network site is forbidden, the processes must be studied within a so-called fermionic approach. We develop the heterogeneous MF theory of two representative dynamics belonging to two classes of RD processes: those yielding a particle density monotonously decaying in time (decay processes) and those exhibiting one or more steady states, with possibly associated phase transitions between different steady states (steady state processes). In particular, we analyze the diffusion-annihilation process and the branching-annihilating random walk (BARW) as examples of each class. In all cases, we find important differences between the dynamics in SF networks and lattices (both below the critical dimension and at MF). In particular, the time evolution in the decay process becomes even faster than the homogeneous MF prediction and spatial patterns disappear, while in the steady state process the slope of the phase boundary becomes steeper. Another general finding is the important role of finite size effects in dynamics on networks, that rapidly brings the processes towards low density, diffusionlimited regimes where the behavior of the dynamics is similar to that described by the homogeneous MF solution.
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4.1



Chapter 4. Fermionic reaction-diffusion processes on complex networks



Introduction: Dynamics with an exclusion principle



An important issue to be taken into account when studying RD processes is whether some exclusion principle is present in the dynamics. For example, when modeling the spreading of a disease in a social interaction network, each individual can stay only in one of a set of possible states at a given time: for example, in an SIS model (Sec. 2.5) being infected (I) excludes the possibility of being at the same time susceptible (S) to infection, and viceversa. Translated into RD language, this condition is equivalent to saying that each vertex can be occupied at most by one particle (S or I) at a time, i.e. that the particles have a fermionic behavior. Throughout this chapter, a theory of RD processes in networks will be developed within a fermionic framework. Including the exclusion principle has a series of implications for the dynamics and their study. First of all, within this framework diffusion and reaction become coupled. Particles perform random jumps between adjacent vertices, but it is forbidden for them to land on an already occupied vertex: in this case, either they instantaneously react with the particle that occupies the vertex, according to the reaction rules, or they are bounced back. It is relatively easy to deal with such a process when there are at most order-two reactions (involving at most two particles), but it becomes more problematic to implement reactions among three or more particles. Thus, for example, a fermionic study of the three particles reaction A + B + C → ∅ [68] requires the introduction of an artificial “intermediate” particle, created from the reaction of two particles, and that reacts with a third, leading to the actual annihilation event. Another possibility would be to allow the simultaneous movement of two or more particles. However, it is easy to figure out situations that would be potentially critical for such schemes (e.g. what happens in a pure diffusive process when one particle tries to move to an occupied vertex, while its starting point has been occupied by another particle?). On the other hand, it would be possible to construct such reaction schemes by involving a particle and two or more of its nearest neighbors, in a reaction step independent of diffusion. Such formalism, although possible in principle, would be nevertheless not general, since the number of reacting particles would be limited by the connectivity of the considered vertex, and it would also be more cumbersome to analyze from a MF perspective. Therefore, there is no systematic framework for the description of fermionic RD processes, and both numerical models and theoretical approximations must be defined on a case by case basis, considering the specific rules of the process under scrutiny. In the following, we will study examples of fermionic RD dynamics being either decay
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or steady state processes. The first group includes processes that yield a particle density monotonously decaying in time: we will focus especially on diffusion-annihilation processes. The second group includes processes exhibiting one or more steady states, with possibly associated phase transitions between different steady states: as an example, we will study the BARW.



4.2



Decay processes: The Diffusion-Annihilation processes



The simplest RD dynamics one can study are diffusion annihilation processes [117, 64, 259] A+A→∅ (4.1) and A + B → ∅.



(4.2)



These are examples of the wide class of decay processes, since it is implicit in their definition that the density of particles is a monotonously decreasing function. Originally introduced to study bimolecular chemical reactions [203], these processes have been heavily studied in the last decades [31]. Indeed, it has been shown that their behavior in lattices deviates from the MF solution. Recalling Sec. 2.4, the general solution for the total density of particles in both processes is 1 1 − ∼ tα . ρ(t) ρ(0)



(4.3)



However, while MF predicts α = 1, renormalization group analysis (see Sec. 2.3 and references therein) yields, in lattices with dimensionality d, α = d/dc , when d is below a critical dimension dc (dcA+A = 2, dcA+B = 4), i.e. α < 1. Other studies have revealed as well the formation of spatial patterns, namely the generation of depletion zones [243, 242] in the A + A → ∅ process and the spatial segregation [244] of reactants in the A + B → ∅ dynamics. In the following, we will explore the behavior of these processes on networks. One of the most remarkable results is that, when the underlying network is scale-free (SF), one has a faster than MF dynamics (α > 1). Thus, the heterogeneity of the degree shapes deeply the evolution of the dynamics. In particular, the process evolves in a hierarchical fashion, with the concentration of particles first decaying at low degree vertices, then at higher degree vertices and so on until the concentration of particles in the vertices with the maximum degree starts decreasing. Another striking difference as compared to lattices is the absence of depletion zones in the A + A → ∅ process



104



Chapter 4. Fermionic reaction-diffusion processes on complex networks



and the lack of segregation between species in the A + B → ∅. Finally, the following study reveals as well the great importance of finite-size effects, that rapidly bring the dynamics towards a low-density, diffusion limited regime, where the homogeneous MF solution holds.



4.2.1



Heterogeneous mean-field theory



Let us consider the most general two species diffusion-annihilation process, given by particles of two species A and B, and that is defined by the reaction rules A+A→∅



with probability paa



A+B →∅



with probability pab



(4.4)



B + B → ∅ with probability pbb . The processes take place on an arbitrary complex network of size N, each vertex of which can host at most one particle. The dynamics of the process is defined as follows. At rate λ, an A particle chooses one of its nearest neighbors. If it is empty, the particle fills it, leaving the first vertex empty. If the nearest neighbor is occupied by another A particle, the two particles annihilate with probability paa , leaving both vertices empty. If the nearest neighbor is occupied by a B particle, both particles annihilate with probability pab . If the annihilation events do not take place, all particles remain in their original positions. The same dynamics applies to B particles if we replace paa by pbb . We also assume that the diffusion rate λ is the same for both types of particles. It is easy to see that, with this formulation, paa = pbb = pab = 1 corresponds to the A + A → ∅ process since, in this case, there is no way to distinguish between A and B particles. On the contrary, setting paa = pbb = 0 and pab = 1, one recovers the A + B → ∅ process. The inherent randomness in the topology of complex networks forces us to describe them using a statistical framework. We consider the simplest statistical description of a network in terms of the properties of single vertices (degrees, in the homogeneous mixing hypothesis, see Sec. 2.4) and correlations between pairs of such vertices (degree-degree correlations). Single vertex statistical properties are encoded in the degree distribution P (k) and degree-degree correlations are described by the conditional probability P (k ′ |k) (Sec. 1.3.3). We should note that all the results presented here are correct for networks maximally random under the constraints of having given functions P (k) and P (k ′ |k). Once this assumption is done, we can get some analytical insights on the behavior of diffusion-annihilation processes by applying the heterogeneous MF theory (Sec. 2.4).
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To study analytically this process within this approximation, we must consider the partial densities (or density spectra) ρak (t) and ρbk (t), representing the density of A and B particles in vertices of degree k, or, in other words, the probabilities that a vertex of degree k contains an A or B particle at time t respectively [210, 209]. From these density spectra, the total densities of A and B particles are recovered from X X P (k)ρbk (t). (4.5) ρa (t) = P (k)ρak (t) and ρb (t) = k



k



While it is possible to obtain rate equations for the densities ρak (t) and ρbk (t) (Eq. (4.17)) by means of intuitive arguments [210, 38], in the following we will pursue a more microscopical approach, which can be generalized to tackle other kind of problems. Let us consider the process defined in Eq. (4.4) on a network of N vertices which is fully defined by its adjacency matrix Aij (Sec. 1.2). Let nai (t) be a dichotomous random variable taking value 1 whenever vertex i is occupied by an A particle and 0 otherwise. Analogously, let nbi (t) be a dichotomous random variable taking value 1 whenever vertex i is occupied by a B particle and 0 otherwise. Notice that with the previous definition, the random variable 1−nai (t)−nbi (t) takes the value 1 when vertex i is empty and is zero in any other situation, so that it defines the complementary event of being occupied by an A or B particle. This property assures the correct fermionic description of the dynamics. The state of the system at time t is completely defined by the state vectors na (t) = {na1 (t), na2 (t), · · · , naN (t)} and nb (t) = {nb1 (t), nb2 (t), · · · , nbN (t)}, denoted for simplicity n(t) ≡ (na (t), nb (t)). Assuming that diffusion and annihilation events of the particles follow independent Poisson processes [248], the evolution of n(t) after a time increment dt can be expressed as nai (t + dt) = nai (t)η(dt) + [1 − nai (t) − nbi (t)]ξ(dt),



(4.6)



with an analogous equation for the occupancy of B particles, nbi . Notice that the two terms in the r. h. s. of Eq. (4.6) cannot be different from zero simultaneously since they represent events that exclude each other –either vertex i holds an A particle (the first term) or it does not (the second one). In this way, the evolution at time t + dt is tied to the state of the system at the previous time t. The variables η(dt) and ξ(dt) in Eq. (4.6) are dichotomous random variables taking values "  X Aij [(1 − paa )naj (t) + (1 − pab )nbj (t)]    0 with prob. λdt 1 −   ki   j  # X Aij [paa naj (t) + pab nbj (t)] , (4.7) η(dt) =  +   kj   j    1 otherwise
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and



 X Aij naj (t)   1 with prob. λdt kj ξ(dt) = , j   0 otherwise



(4.8)



where λ is the jumping rate that, without loss of generality, we set equal to 1. The first term in Eq. (4.6) stands for an event in which vertex i is occupied by an A particle and, during the time interval (t, t + dt), it becomes empty either because the particle in it decides to move to another empty vertex or because it annihilates with one of its nearby A or B particles. The second term corresponds to the case in which vertex i is empty and an A particle in a neighboring vertex of i decides to move to that vertex1 . Taking the average of Eq. (4.6), we obtain hnai (t + dt)|n(t)i = nai (t) "



X Aij [(1 − paa )nai (t)naj (t) + (1 − pab )nai (t)nbj (t)] − − ki j # X Aij [paa nai (t)naj (t) + pab nai (t)nbj (t)] dt + nai (t) + k j j



(4.9)



X Aij naj (t) + [1 − nai (t) − nbi (t)] dt, k j j



equation that describes the average evolution of the system, conditioned to the knowledge of its state at the previous time step. Then, after multiplying Eq. (4.9) by the probability to find the system at state n at time t, and summing for all possible configurations, we are led to ab X Aij [(1 − paa )ρaa dρai (t) ij (t) + (1 − pab )ρij (t)] = −ρai (t) + dt ki j



−



ab X Aij [paa ρaa ij (t) + pab ρij (t)] j



kj



+



ba X Aij [ρaj (t) − ρaa ij (t) − ρij (t)] j



kj



(4.10) ,



where we have introduced the notation 



 ρai (t) ≡ hnai (t)i , ρbi (t) ≡ nbi (t) ,



1 



a  a ρaa ij (t) ≡ ni (t)nj (t)



and 



a  b ρab ij (t) ≡ ni (t)nj (t) .



(4.11) (4.12)



Notice that the random variables η(dt) and ξ(dt) are not independent, since both involve some common random movements. This fact, however, does not affect the MF analysis, which does not involve cross correlations between them.
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ba Notice that ρab ij (t) 6= ρij (t). The derivation presented so far is exact, but difficult to deal with. However, it is possible to obtain useful information if we restrict our analysis to the class of random networks with given degree distribution and degree-degree correlations but maximally random at all other respects. For this class of networks, vertices of the same degree can be considered as statistically equivalent. In mathematical terms, this means that [38]



ρai (t) ≡ ρak (t)



∀i ∈ V(k),



(4.13)



ρbi (t) ≡ ρbk (t)



∀i ∈ V(k),



(4.14)



aa ρaa ij (t) ≡ ρkk ′ (t)



∀i ∈ V(k), j ∈ V(k ′ )



(4.15)



ab ρab ij (t) ≡ ρkk ′ (t)



∀i ∈ V(k), j ∈ V(k ′ ),



(4.16)



where V(k) is the set of vertices of degree k. Besides, the small world property present in this class of networks makes them objects of infinite dimensionality, well described by a MF theory. In such situation, correlations between elements can be neglected and, consequently, we can approximate two point correlations functions as ρkk′ (t) ≃ ρk (t)ρk′ (t). Using these ideas in Eq. (4.10) we can write the following closed equation for the degree-dependent densities X   dρak (t) = − ρak (t) + ρak (t) P (k ′ |k) (1 − paa )ρak′ (t) + (1 − pab )ρbk′ (t) dt k′ X kP (k ′ |k)   b a − ρak (t) p ρ ′ (t) + pab ρk ′ (t) aa k k′ k′ X kP (k ′ |k) + (1 − ρak (t) − ρbk (t)) ρak′ (t), ′ k k′



(4.17)



where we have made use of the identity Eq. (1.25). The equation for the density of B particles can be obtained from Eq. (4.17) by swapping indexes a and b. It is easy to justify this equation by means of intuitive argument, since it accounts for all the possible processes that imply a modification of the density of particles of one species (say A). Indeed, the first and the last term on the r.h.s. account respectively for out-diffusion of an A particle from an occupied node and in-diffusion into an empty node from a neighboring node occupied by an A particle. The second and the third terms, on the other hand, account for the reaction of the A particle with neighboring A or B particles, taking into account the probabilities of reaction. Eq. (4.17) can be simplified if we assume that A and B particles react among them with the same probability, that is, paa = pbb . In this case (and assuming also the same concentration of A and B particles at t = 0), the total density of particles in vertices
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of degree k, ρk (t) = ρak (t) + ρbk (t), can be written as X dρk (t) = −ρk (t) + (1 − µ)ρk (t) P (k ′ |k)ρk′ (t) dt k′ X kP (k ′ |k) ρk′ (t), + [1 − (1 + µ)ρk (t)] ′ k k′ while the total density ρ(t) =



P



k



(4.18)



P (k)ρk (t) fulfills the differential equation



X dρ(t) P (k)ρk (t)Θk (t), = −2µ dt k



(4.19)



where we have used the degree detailed balance condition (Eq. (1.28)). In Eq. (4.19) we have defined X (4.20) P (k ′ |k)ρk′ (t) Θk (t) = k′



as the probability that a randomly chosen edge in a vertex of degree k points to a vertex occupied by an A or B particle, while the parameter µ ∈ [0, 1] is defined as µ = (paa + pab )/2. In this way, by setting µ = 1/2 we recover the equation describing the A + B → ∅ process, whereas µ = 1 describes the A + A → ∅ one. It is interesting that, in this case, the model is described by a single parameter µ, even if, originally, there were two of them, paa and pab . This implies that there is a whole set of different models which are governed by the same dynamical equation.



4.2.2



Finite networks: Diffusion-limited regime



In the case of networks with a general pattern of degree correlations, the solution of Eq. (4.18) depends on the nature of the conditional probability P (k ′ |k) and can be a rather demanding task [36]. General statements on the total density of particles can be made, however, in the limit of very long time and very small particle density, when the concentration of particles is so low that the RD process is driven essentially by diffusion. In this diffusion-limited regime, it is possible to estimate the behavior of ρ(t), which turns out to be independent of the correlation pattern of the network. If we consider Eq. (4.18) in the limit ρk → 0 (i.e. at large times), linear terms dominate, and we can consider the simplified linear equation X kP (k ′ |k) dρk (t) ≃ −ρk (t) + ρk′ (t), ′ dt k k′



(4.21)



that is, the density behaves as in a pure diffusion problem. The time scale for the diffusion of the particles is much smaller than the time scale for two consecutive reaction
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events, so that the dynamics becomes diffusion-limited (Sec. 2.3). Therefore, the density spectrum can relax to the stationary state of Eq. (4.21) and is well approximated by a pure diffusion of particles [201, 170] ρk (t) ≃



k ρ(t), hki



(4.22)



proportional to the degree k and the total instantaneous concentration of particles, and independent of degree correlations. Inserting this quasi-static approximation back into the general Eq. (4.19), we obtain for long times and finite size networks the equation 2µρ(t)2 X ′ dρ(t) k P (k ′ |k)P (k)k. ≃− 2 dt hki ′



(4.23)



kk



Using the degree detailed balance condition, Eq. (1.28), the sum can be rewritten P P as k′ k ′2 P (k ′ ) k P (k|k ′), where the second sum is equal to 1 by definition. As a consequence, the equation results to be



whose solution is



hk 2 i dρ(t) ≃ −2µρ(t)2 2 , dt hki



(4.24)



1 1 hk 2 i − ≃ 2µ 2 t, ρ(t) ρ0 hki



(4.25)



that is, linear in t. Thus, in the diffusion-limited regime, one recovers the linear trend yielded by the homogeneous MF theory, with a prefactor that depends on the fluctuations of the degree. For homogeneous networks with a bounded degree distribution, hk 2 i is finite, and so is the density prefactor. In SF networks, the prefactor depends on the cutoff –or maximum degree in the network– kc (N), Eq. (1.19). For uncorrelated SF networks, such as those created with the uncorrelated configuration model (UCM) (Sec. 3.4), we have kc (N) ∼ N 1/2 , the so-called structural cutoff (Sec. 3.4.1). For correlated networks created with the configuration model (CM) (Sec. 3.2.6), we have instead a natural cutoff kc (N) ∼ N 1/(γ−1) (Sec. 3.4.1). Therefore, the behavior of the particle density in the diffusion-limited regime can be summarized as  (3−γ)/2 N t     (3−γ)/(γ−1) N t 1 ∼ ρ(t)  ln Nt    t



UCM, γ < 3 CM, γ < 3 . γ=3 γ>3



(4.26)



This result implies that, for the CM model, the diffusion-limited regime is reached at lower particle concentrations as compared to the UCM.
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Infinite uncorrelated networks: Continuous degree approximation



As we have mentioned before, the solution of the general Eqs. (4.18) and (4.19) can be very difficult to obtain in networks with general correlations P (k ′ |k). A completely analytical solution in the limit of infinite size networks can, however, be obtained in the case of uncorrelated networks, in which the conditional probability takes the simple form P (k ′ |k) = k ′ P (k ′)/ hki, Eq. (1.29). For this class of networks, the rate equation is dρk (t) k = −ρk (t) + (1 − µ)Θ(t) + [1 − (1 + µ)ρk (t)] ρ(t), (4.27) dt hki and



dρ(t) = −2µρ(t)Θ(t), dt



where we have defined Θ(t) =



(4.28)



1 X kP (k)ρk (t). hki k



(4.29)



In order to solve Eq. (4.27), we perform a quasi-static approximation. From the homogeneous MF solution of the A + A → ∅ and A + B → ∅ processes, we expect ρ(t) to be a decreasing function with a power-law-like behavior. In this case, for large enough times, the time derivative of ρ(t) will be much smaller that the density proper, that is, ∂t ρ(t) ≪ ρ(t). Extending this argument to the density spectrum ρk (t), at long times we can neglect the left-hand-side term in Eq. (4.27), and solve for ρk (t) as a function of the density, obtaining kρ(t) hki ρk (t) = . kρ(t) 1 + (1 + µ) − (1 − µ)Θ(t) hki



(4.30)



Substituting this approximation into the expression for Θ(t), we get Θ(t) =



X P (k)k 2 ρ(t) 1 . kρ(t) 1+µ hki2 [1 − (1 − µ)Θ(t)] k 1 +



(4.31)



1−(1−µ)Θ(t) hki



Solving this self-consistent equation, we can find Θ(t) as a function of ρ(t), and then proceed to solve Eq. (4.28). For heterogeneous networks with a diverging second moment, as in the case of SF networks, we have to consider carefully the solution of Eq. (4.31). If we consider a continuous degree approximation, uncorrelated SF networks in the infinite size limit are completely determined by the normalized degree distribution P (k) = (γ − 1)mγ−1 k −γ , (4.32)
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where m is the minimum degree in the network, and we are approximating k as a continuous variable. The average degree is thus hki = m(γ − 1)/(γ − 2). Within this approximation, Eq. (4.31) can be written as Z ∞ k 2−γ (γ − 1)mγ−1 ρ(t) Θ(t) = dk (4.33) kρ(t) 1+µ hki2 [1 − (1 − µ)Θ(t)] m 1 + 1−(1−µ)Θ(t) hki   1 hki [1 − (1 − µ)Θ(t)] = (4.34) F 1, γ − 2, γ − 1, − 1+µ m(1 + µ)ρ(t) where F [a, b, c, z] is the Gauss hypergeometric function [1]. Assuming both Θ(t) and ρ(t) small (i.e. for sufficiently long times), we can use the asymptotic expansion of the Gauss hypergeometric function  γ−2  γ3



to obtain an expression of Θ(t) as a function of ρ(t). Inserting it into the rate equation for ρ(t) and integrating, we obtain the explicit solutions in the long time limit for infinite size uncorrelated SF networks  1/(γ−2)  γ3 That is, apart from irrelevant prefactors, the leading solution is independent of µ, and therefore the same for both A + A → ∅ and A + B → ∅ processes. It is worth noticing that the linear trend predicted by homogeneous MF theory is recovered in homogeneous networks (γ > 3), implying that although the network is not SF, the onset of the smallworld property is enough to bring the dynamics into the MF regime. When the network has, in addition, unbounded degree fluctuation (γ ≤ 3) the dynamics becomes even faster than MF, with a rate that increases as the degree distribution becomes broader (a feature encoded in the dependence of the exponent of the decay from the exponent of the degree distribution).



4.2.4



Finite size effects



The analytical exponents derived above are exact for infinite size networks. However, they may be difficult to observe in real computer simulations performed on networks of finite size. We can see this fact from the quasi-static approximation Eq. (4.30), in which, for the sake of simplicity, we will focus in the case µ = 1 (A + A → ∅ process).
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Indeed, for a power-law degree distribution, the largest weight in the sum in Eq. (4.31) is carried by the large k values. If the network is composed of a finite number of vertices, N, as it always happens in numerical simulations, it has a cutoff or maximum degree kc (N), Thus, there exists a cross-over time tc , defined by 2kc (N)ρ(tc ) ∼ 1, hki



(4.37)



such that, for t > tc the particle density is so small that we can approximate ρk (t) ≃



k ρ(t), hki



(4.38)



which corresponds to the diffusion-limited regime discussed in Sec. 4.2.2. Therefore, for t > tc , we should expect to observe a linear behavior of 1/ρ(t), instead of the powerlaw predicted in infinite networks for the continuous degree approximation, while the region for the asymptotic infinite size behavior should be observed for t < tc . From Eqs. (4.37) and (4.36) we can predict tc (N) ∼ kc (N)γ−2 ∼ N (γ−2)/2



(4.39)



for uncorrelated networks. This is an increasing function of N for γ < 3 and so one should expect that the region in which the infinite size behavior is observed must be increasing with N. However, the width of this region must be properly compared with the total surviving time of the process in a finite network. Assuming that at long times the process is dominated by the diffusion-limited regime, Eq. (4.26), we can estimate the total duration of the process as the time td at which only two particles remain, that is, 2 (4.40) ρ(td ) ∼ . N From this definition, we can estimate td (N) ∼ N (γ−1)/2 .



(4.41)



The ratio of the crossover time to the total duration of the process is thus tc (N) ∼ N −1/2 , td (N)



(4.42)



that is, a decreasing function of N. Therefore, the RD dynamics is dominated by its diffusion-limited regime. Consequently, even for very large systems, the asymptotic infinite size behavior will be very difficult to observe whereas the diffusion-limited regime will span almost all the observation time.
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4.2.5
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Numerical simulations



For the reasons explained at the beginning of this chapter, numerical simulations of fermionic RD processes must be tailored for the specific interacting particle system chosen to study [117, 64, 259]. As a general rule, simulations are performed following a sequential Monte-Carlo scheme [173]. An initial fraction ρ0 < 1 of vertices in the networks are chosen and randomly occupied by a ρ0 N/2 particles of species A and ρ0 N/2 particles of species B. At time t in the simulation, a vertex is randomly chosen among the n(t) = nA (t) + nB (t) vertices that host an A or B particle at that time. One of its neighbors is selected also at random. If it is empty, the particle moves and occupies it. If it contains a particle, both particles react according to the rules in Eq. (4.4) and the particle numbers nA (t) and nB (t) are updated according to the result of the reaction step. In any case, time is updated as t → t + 1/n(t). RD simulations are run on SF networks generated using the UCM. From the theoretical formalism developed in Sec. 4.2.1, it is easy to see that the second term in the right hand side of Eq. (4.18) describes diffusion events that cannot take place because neighboring vertices are already occupied –when paa and pab are smaller than 1. Therefore, it describes a jamming effect that will be relevant when the concentration of particles is large, that is, at short times. However, for sufficiently long times and low concentration of particles, this jamming effect becomes weak and this term can be neglected [259]. In this situation, the dynamics becomes equivalent to the A + A → ∅ one. For this reason, in the following section we will mainly focus in the numerical results obtained for this particular case.



4.2.6



Density of particles



The main prediction of the heterogeneous MF theory is that the total density of particles should decay with time as predicted by Eq. (4.36) in uncorrelated networks of infinite size and as given by Eq. (4.26) in finite size networks in the diffusion-limited regime. In Fig. 4.1, we represent the inverse particle density from computer simulations in networks with different degree exponent γ in UCM networks. At the initial time regime, the growth of this function is faster for smaller values of the exponent γ, in agreement with the theoretical prediction Eq. (4.36). At longer times, on the other hand, finite size effects take over and one observes the linear regime described by Eq. (4.26). The size dependence of the slope of the linear behavior in the diffusion-limited regime can also be checked using numerical simulations. In Fig. 4.2, one can see that, for a fixed degree exponent γ = 2.5, the curves for increasing values of N show an increase
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Figure 4.1: Fermionic Diffusion-Annihilation Process: Density of particles. Inverse average particle density ρ(t) as a function of time for the A + A → ∅ process in UCM networks with different degree exponents and size N = 106 . The dashed line corresponds to the finite size behavior 1/ρ(t) ∼ t.



of the slope in the final linear region. Linear fits to the final part of each curve give an estimation of the increase of the slope as a function of N. We show this slope in the inset of Fig. 4.2, in very good agreement with the theoretical prediction Eq. (4.26). As we have discussed in Sec. 4.2.4, even for the largest network size considered in our simulations, the diffusion-limited regime takes over so quickly that it is very difficult to perform a direct quantitative check of the predicted infinite size limit regime. Using the simulation results presented in Fig. 4.2, we can give a rough estimate of the size of the network needed to recover the predicted behavior ρ(t) ∼ t−1/(γ−2) . We perform fits of the form ρ(t) ∼ t−αL in the time window from t ≈ 10 to just before the diffusion limited regime for the different network sizes considered. Fig. 4.3 shows the dependence of αL on the size of the network. The growth of αL is extremely slow and can be well fitted by a logarithmic function. Using this fitting, we can extrapolate at which size the observed exponent would attain its theoretical value α = 1/(γ − 2). For γ = 2.5, this method gives as a lower bound N ≈ 6 × 109 far beyond the computing capabilities of modern computers.
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Figure 4.2: Fermionic Diffusion-Annihilation Process: Density of particles. Inverse average particle density ρ(t) as a function of time for the A + A → ∅ process in UCM networks with degree exponent γ = 2.5 for different network sizes. Inset: slope in the linear regime as a function of N, according to the prediction in Eq. (4.26), namely N (3−γ)/2 = N 1/4 .



4.2.7



Degree spectra



The evolution of the dynamics in SF networks is better understood by analyzing its resolution in degree. At the MF level, the expression of the density of particles at vertices of degree k, Eq. (4.30), for the A + A → ∅ process (µ = 1) takes the form, within the quasi-static approximation, ρk (t) =



kρ(t)/ hki , 1 + 2kρ(t)/ hki



(4.43)



which implies that high degree vertices host a constant density while low degree vertices host a density of particles proportional to their degree. In particular, at any given time t the partial density of vertices with degree larger than hki /2ρ(t) is constant and equal to 1/2 up to time t. As the dynamics evolves, the fraction of degrees associated to a constant density shrinks and more and more vertices acquire a density proportional to their degree. For large t, no vertex is left in finite network with degree larger than hki /2ρ(t). Therefore, when the density of particles satisfies ρ(t) << hki/2kc (being kc the maximum degree of the network), then ρk (t) ∼ k in all degree range. Simulations
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N Figure 4.3: Fermionic Diffusion-Annihilation Process: Finite size effect. Local exponent αL as a function of the network size, obtained by fitting a power law function in the time domain before the diffusion-limited regime. Data form Fig. 4.2. confirm this picture, as reported by the plots of the particle density at vertices of degree k for snapshots of the dynamics at various times, Fig. 4.4(top). We can further check the validity of Eq. (4.43) by noticing that, if it holds, then the function hki ρk (t) (4.44) G(k, t) = ρ(t)[1 − 2ρk (t)] should satisfy G(k, t) = k, independently of t. This is confirmed in Fig. 4.4(bottom), where we find a perfect collapse for widely separated time snapshots. To understand this behavior, one has to consider that high degree vertices are likely to have some of their numerous nearest neighbors occupied by particles, given the correlated nature of the process (see Sec. 4.8). Thus, in the high density regime, high degree vertices are always surrounded by a large number of occupied nearest neighbors. Eventually, one of these nearby particles will diffuse into a hub, annihilating the particle in it, if there was one, or filling the hub, if it was empty. This implies that during this phase of the dynamics, hubs spend half of their time occupied and the other half empty, explaining why, on average, the concentration is 1/2. In other words, hubs act as drains through which particles vanish while their density is steadily maintained constant by a continuous replacing of nearby particles. The absence of such replacing mechanism implies the decrease of the density spectrum of low degree vertices. However, as the global density decreases, the replacing mechanism gets more
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k Figure 4.4: Fermionic Diffusion-Annihilation Process: Density spectrum. Degree dependence of A + A → ∅ dynamics on UCM networks with degree exponent γ = 3 and size N = 105 . Top: Particle density at vertices of degree k at different time snapshots. Bottom: data collapse of the density spectrum according to Eq. (4.44). The dashed line represents a linear trend. and more restricted to a shrinking fraction of very high degree vertices. In the end, the mechanism disappears and the only factor determining the density becomes the probability of being visited by a diffusing particle. Thus, the density gets proportional to the degree, ρk (t) ∼ kρ(t)/ hki, similarly to what happens in a pure random walk [201]. This picture is further confirmed by the analysis of the annihilation rates at vertices of different degrees [119]. Let mt (k) be the probability that an annihilation event takes place in a single vertex of degree k during the interval t and t + dt. At the MF level, this rate corresponds to the annihilation term in Eq. (4.18) (for µ = 1) X kP (k ′ |k) mt (k) = 2ρk (t) (4.45) ρk′ (t), k′ ′ k



that, in the uncorrelated case, reads



mt (k) =



2kρk (t)ρ(t) . hki



(4.46)



Therefore, the probability per unit of time of an annihilation event in any vertex increases with the probability that it is occupied and with the number of links pointing
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k Figure 4.5: Fermionic Diffusion-Annihilation Process: Annihilation rate spectrum. Probability per unit of time that an annihilation event takes place in a vertex of degree k, mt (k), at different time snapshots, for the A + A → ∅ dynamics on UCM networks with degree exponent γ = 3 and size N = 105 . to it. As a consequence, for large degrees and moderate times, such that ρk (t) ∼ 1/2, we have mt (k) ∼ k, while for small degrees, for which ρk (t) ∼ k, we expect the behavior mt (k) ∼ k 2 . This picture in confirmed by the numerical simulations reported in Fig. 4.5 for different snapshots of the dynamics. To compute mt (k) numerically, we first compute the quantity Mt (k), defined as the annihilation rate for the class of degree k. This new quantity is computed as the ratio between the number of annihilation events happening at vertices of degree k and the total number of annihilation events during the interval [t, t+δt], for δt small. Finally, the annihilation rate at single vertices is computed as mt (k) = Mt (k)/(δtNP (k)). We consider the time interval δt = 10.



4.2.8



Depletion, segregation, and dynamical correlations



One of the most relevant differences between diffusion-annihilation processes on SF networks as compared to regular lattices or homogeneous networks is that in the first case the dynamics is remarkably faster, with the particle density decaying in time as a power law with an exponent larger than 1. This fact corresponds to the absence of two mechanisms that are spontaneously generated in lattices and have a slowing-down effect on dynamics: namely, depletion [243, 242] and segregation [244] (Fig. 4.6). The first one appears in A + A → ∅ processes: a depletion zone of empty sites is generated
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Figure 4.6: Segregation in a two species diffusion-annihilation process. Positions of particles A (circles) and B (dots) in a bidimensional lattice of size 500×500. Simulation snapshot after [242]. around any occupied site. The second takes place in A + B → ∅ processes: a particle is typically surrounded by particles of the same type, generating an overall segregation between the two species. Since particles have to get in contact or mix in order to react, this phenomena result in a slowing down of the dynamics, characterized by a power-law decrease of the density with an exponent smaller than 1. A measure to detect this phenomenon in complex networks was introduced in Refs. [117, 120]. In the case of the A + A → ∅ process, it was proposed to measure the quantity NAA (t) QAA (t) = (4.47) n(t)[n(t) − 1] that is, the number NAA (t) of close contacts between particles (a close contact is defined by the existence of a link between two occupied vertices), divided by the upper bound of the number of possible contacts between existing particles. A high QAA (t) score (close to 1) corresponds to a case when nearly all particles form one cluster, while a
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Figure 4.7: Fermionic Diffusion-Annihilation Process: Density correlations. (a) A + A → ∅ reaction: Percentage QAA of contacts between A particles over the number of possible contacts. (b) A + B → ∅ reaction: Percentage of AB contacts over (AA+BB) contacts as a function of time. The γ values are as marked. After [117] decrease of this value suggests that particles are placed apart from each other. With the same line of reasoning, for the A + B → ∅ process one can measure [117, 190] QAB (t) =



NAB (t) NAA (t) + NBB (t)



(4.48)



that is, the number of close contacts between unlike particles compared to the number of close contacts between particles of the same type. A high QAB (t) score corresponds to the case when particles of different type are mixed, while a decrease of this value suggests that particles are segregated in homogeneous groups. In Fig. 4.7 we report the results of these measures obtained in [117]. According to the authors, these results suggest that strong accumulation and mixing appear in the dynamics when they are performed on SF networks, while depletion and segregation are recovered when the underlying network is homogeneous. These measures, however, present some inconveniences. In the first one, Eq. (4.47), the denominator does not take into account the specific topology of the network, and
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Figure 4.8: Fermionic Diffusion-Annihilation Process: Density correlations. Normalized density correlations for the A + A → ∅ process as a function of time for different time snapshots. Dynamics run on UCM networks of degree exponent γ = 2.5 and size N = 105 . compares the number of contacts with the upper bound of the number of possible contacts (i.e. the number of possible contacts if all occupied sites were connected to each other). A proper measure should take into account the real possible contacts between particles, which is determined by the special topology of the subgraphs formed by the occupied sites. In the second case, Eq. (4.48), the number of connections NAB is not clearly related to NAA + NBB , yielding a quantity that could occasionally diverge. An alternative measure to quantify depletion and segregation is the explicit calculation of the density correlations [259]. Let us consider for simplicity the A + A → ∅ process. One can define a particle correlation function by measuring at a certain time t the average density of particles in the nearest neighbors of an occupied vertex, * + X X Aij nj (t) 1 , (4.49) ni (t) ρnn (t) = n(t) ki i j where the brackets denote a dynamical average and ni (t) is the occupation number of vertex i at time t. Comparing this quantity with the overall density ρ(t), we can define the normalized correlation function: ρnn (t) χ(t) = . (4.50) ρ(t) When χ(t) is smaller than one, the density in the surroundings of an occupied site is
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smaller than the average density, which implies the presence of depletion, segregation or density anticorrelations. In the opposite case, when χ(t) is larger than one, in the neighborhood of an occupied site the particle density is larger that the average, signaling accumulation, mixing of particles or positive density correlations. The case χ(t) = 1 identifies lack of density correlations, in which particles are homogeneously distributed across the network substrate. Fig. 4.8 shows simulation results of the normalized correlation functions for the A + A → ∅ process in UCM networks. We can see that the function χ(t) is larger than 1 for γ ≤ 3, signaling the presence of positive correlations, or, correspondingly, the absence of depletion zones, being the surviving particles at any given time accumulated in closely connected clusters, a fact that accelerates the annihilation dynamics with respect to Euclidean lattices, in which segregation occurs. The absence of depletion is more marked for smaller values of γ, and depletion is recovered at small time scales for values of γ > 3. Correlation measures can be resolved in degree, in order to yield information on the effects of the topological structure of the network, by restricting the summation in
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Eq. (4.49) to the degree class k: 1 ρnn (t; k) = nk (t)



*



X



ni (t)



i∈V(k)



X Aij nj (t) j



k



+



,



(4.51)



and from which a normalized degree resolved correlation function can be defined, namely ρnn (t; k) χ(t; k) = . (4.52) ρ(t) Fig. 4.9 shows simulation results for this quantity for the A + A → ∅ process. We can see here that the connected clusters of particles evidenced in Fig. 4.8 correspond to the neighborhoods of the vertices with largest degree, which show a largest value of χ(t; k). The increasing values of the function χ(t) as the degree exponent γ decreases can be understood within the MF formalism. The MF approximation assumes lack of dynamical correlations between the concentration of nearby vertices. Under this approach, the density product inside the brackets can be substituted by the product of densities, yielding ρ0nn (t; k) =



X Aij hnj (t)i 1 X hni (t)i nk (t) k j



(4.53)



i∈V(k)



=



X ρk (t) X ρk′ (t) nk (t) ′ k



X Aij X P (k ′|k)ρk′ , = k ′ ′



i∈V(k) j∈V(k )



(4.54)



k



where we have used the identity Eq. (1.25). For uncorrelated networks with P (k ′|k) = k ′ P (k ′)/ hki and assuming that the dynamics at large times is in its asymptotic diffusionlimited regime (in finite networks) ρk ∼ kρ/ hki, Eq. (4.30), the degree resolved correlation function in absence of dynamical correlations takes the form χ0 (t; k) = χ0 =



hk 2 i , hki2



(4.55)



independent of time and degree, and being only a function of the degree fluctuations, which increases as γ decreases, in agreement with numerical simulations. However, the degree resolved correlation function shown in Fig. 4.9 is flat only for degrees larger than 10, whereas it decreases as the degree decreases. Besides, the whole curve is slightly smaller than the MF prediction (dashed line in Fig. 4.9). This is a direct consequence of the fact that, even if the network is small-world, there are some dynamical correlations that still try to place particles apart. Density correlations can be extended to the case of the A + B → ∅ process, –or to the more general process defined in Eq. (4.4)– in order to account for the lack of
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k Figure 4.10: Networks with minimum degree 1: Topological features. Degree distribution (top) and correlations (bottom) for an UCM networks with γ = 2.7, m = 1, and size N = 105 . The difference between the topology of the whole network and the GCC affects low degree vertices, where the GCC distribution deviates from the theoretical one and correlations appear. particle segregation [259, 117] in this RD system. In this case, coupled correlation functions must be defined, starting from the quantity ρα,β nn (t; k), defined as the average density of particles of type β at the nearest neighbors of vertices of degree k filled with α particles (α, β = A, B), namely, * + X X Aij nβj (t) 1 nαi (t) , (4.56) ρα,β nn (t; k) = α nk (t) k j i∈V(k)



the associated normalized density correlation function being given by χα,β (t; k) =



4.2.9



ρα,β nn (t; k) . ρβ (t)



(4.57)



Effects of the minimum degree



It has been recently shown [118] that in networks with minimum degree m = 1, the diffusion-annihilation dynamics deviates from the theoretically predicted behavior. In [118], it was claimed that these deviations can be attributed to some property of the topology related to the presence of leaves (Sec. 1.2) in the network.
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Figure 4.11: Fermionic Diffusion-Annihilation Process: Density of particles. Density of surviving particles in SF networks with γ = 2.5, N = 105 , generated with the UCM algorithm for m = 1 (restricted to the GCC) and m = 2. Inset: degree resolution of the density at times t = 10, 100 and 1000 (from up to down). However, the observed deviations can be simply understood by considering that the dynamics is performed in this case on an effective topology with anomalies in the degree distribution and correlation spectrum. Indeed, it is impossible to generate SF networks both uncorrelated and globally connected when the minimum degree is m = 1 [65, 74]. In this case, a SF network always breaks up into a set of disconnected components –unless we introduce some correlations in order to avoid it. Therefore, the dynamics must be performed on the GCC (Sec. 1.2) of the resulting network, which has a topological structure that deviates from that of the total graph. Fig. 4.10 shows this effect. The degree distribution for low degrees of the GCC does not match the one for the whole network, Fig. 4.10(top). Besides, degree-degree correlations emerge in the GCC at the same range of degrees, Fig. 4.10(bottom). The consequence of this change in the topology of the graph is a slowing down of the initial part of the dynamics. This can be seen in Fig. 4.11, where we plot the inverse of the particle density as a function of time for SF networks generated with the UCM algorithm with m = 1 and m = 2. A deeper insight is gained by looking at the degree resolution of the density, Fig. 4.11 (inset). While in a connected (m > 1) network, low degree vertices immediately
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acquire a density proportional to their degree, this process is much slower on the GCC of a network with m = 1, where low degrees exhibit deviations from the expected degree distribution and correlations. Nevertheless, the global dynamics is dominated in the long term by high degree vertices, whose degree distribution and correlations are coherent with the expected ones. This explains why the density displays for long times the expected linear trend. Moreover, one can see that, after a transient period, the density spectrum behaves as predicted by the MF theory.



4.3



Steady state processes: The Branching-Annihilating Random Walk



The diffusion-annihilation process is an important building block of many different dynamics (Sec. 2.3). However, its long-time evolution is somehow trivial, given that by definition the steady state of the dynamics is an absorbing state [132, 141] without any surviving particle. One of the simplest RD processes leading to a nontrivial steady state is the BARW. This dynamics is defined by the reactions [202] λ



A + A −→ ∅ , µ A −→ (p + 1)A



(4.58)



that is, particles annihilate with a rate λ, and produce a number p of offspring with rate µ. Homogeneous MF theory predicts a continuous phase transition at µc = 0, with a particle density in the active phase ρ ∼ µ.



(4.59)



In lattices, the transition belongs to different universality classes, according to the parity of the number of offsprings p [202]. If p is an odd number, it belongs to the universality class of directed percolation [173]. On the other hand, an even p, for which the parity of the number of particles in conserved, leads to a new, and different, universality class. Note that the diffusion-annihilation process A + A → ∅ can be seen as a particular case of the BARW with µ = 0 (at the critical point). In lattices at MF, the parity of the process is irrelevant. Therefore, we expect it to be irrelevant for the heterogeneous MF theory as well. Moreover, as we have seen in the previous section, the presence of the small-world property usually brings dynamics on networks naturally to a MF behavior. Indeed, we have checked that parity conserving numerical implementations of the BARW yield the same results than non parity conserving ones. In networks, one finds once again a dynamical phase transition of the stationary density from an active phase to an absorbing one when the control
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parameter approaches the null value. However, in SF networks with unbounded degree fluctuations, the stationary density depends on the control parameter with a slope that is a function of the exponent of the degree distribution, and is steeper than MF. The density spectrum is in general algebraic, approaching a simple linear form only in the limit of low stationary densities. As observed in the case of the diffusion-annihilation process, finite-size effects result to be extremely relevant, bringing the dynamics in a regime well described by homogeneous MF theory.



4.3.1



Heterogeneous mean-field theory



The BARW can be implemented within the fermionic approach according to the following rules: • Each vertex can be occupied by at most one particle • With probability f , a particle jumps to a randomly chosen nearest neighbor. – If the neighbor is empty, the particle fills it, leaving the first vertex empty. – If the neighbor is occupied, the two particles annihilate, leaving both vertices empty. • With probability 1 − f , the particle generates p offsprings. To do so: – p different neighbors are randomly chosen – A new offspring is created on every selected vertex, provided this is empty (if it is already occupied, nothing happens). In order to avoid problems with the offspring generation step, the minimum degree of the network is taken to be m ≥ p. We note that this algorithm is not parity conserving but, as explained above, we do not expect this to be relevant in networks at MF level. With this implementation of the fermionic BARW in complex networks, we can see that the corresponding MF theory for the density spectrum takes the form X 1 ∂ρk = −f ρk − f kρk P (k ′ |k)ρk′ ′ ∂t k k′ X 1 + f k(1 − ρk ) P (k ′ |k)ρk′ ′ k k′ X p + (1 − f )k(1 − ρk ) P (k ′ |k)ρk′ , ′ k ′ k



(4.60)
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where p/k ′ is the probability that one offspring of a particle in a vertex of degree k ′ arrives at a given nearest neighbor. This equation can be derived with microscopic arguments similar to those used in the diffusion-annihilation process (Sec. 4.2.1). However, one can easily justify it by means of an intuitive argumentation. The terms on the r.h.s. account for all possible processes leading to a modification of the density. The first one accounts for out-diffusion from an occupied node; the second, for annihilation of the particle of an occupied node due to in-diffusion from an occupied nearest neighbor; the third, for in-diffusion into an empty node from an occupied nearest neighbor; and the fourth, for creation of an offspring particle into an empty node from an occupied nearest neighbor. For the particular case of uncorrelated networks, this equation simplifies to kρ kρ ∂ρk = −ρk − ρk + (1 − ρk )(1 + ν) , ∂t hki hki



(4.61)



where we have rescaled the time and defined ν = (1−f )p/f . The steady-state condition ∂t ρk = 0 yields the expression k(1 + ν)ρ/ hki . 1 + k(2 + ν)ρ/ hki P Application of the self-consistent condition ρ = k P (k)ρk yields ρk =



ρ=



X P (k)k(1 + ν)ρ/ hki k



1 + k(2 + ν)ρ/ hki



≡ Ψ(ρ).



(4.62)



(4.63)



The condition for the existence of a nonzero solution, Ψ′ (0) ≤ 1, yields the threshold for the existence of a steady state ν > νc = 0 ⇒ f < fc = 1.



(4.64)



In order to obtain the asymptotic behavior of ρ as a function of ν in infinite SF networks, we proceed to integrate Eq. (4.63) in the continuous degree approximation, replacing sums by integrals and using the normalized degree distribution P (k) = mγ−1 (γ −1)k −γ , where m is the minimum degree in the network, to obtain ρ=



1+ν hki F [1, γ − 1, γ, − ], 2+ν m(2 + ν)ρ



(4.65)



where F [a, b, c, z] is the Gauss hypergeometric function. Expanding the hypergeometric function in the limit of small ρ, close to the absorbing phase, we find   γ>3  ν , (4.66) ρ∼ ν/ log ν γ = 3   1/(γ−2) ν 2
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that is, an absorbing state transition, given by the control parameter ν, with zero threshold and a critical exponent β = 1 for γ > 3 and β = 1/(γ − 2) for 2 < γ < 3. Thus, in homogeneous networks, one recovers the homogeneous MF solution, while in heterogeneous ones the phase boundary depends on the topology of the underlying substrate by the degree distribution exponent γ.



4.3.2



Finite size effects



In any finite network this behavior is modified by finite size effects. The equation for the total density derived from Eq. (4.61), is ∂ρ = ρ[ν − (2 + ν)Θ], ∂t



(4.67)



P where we have defined Θ = k kP (k)ρk / hki. By imposing stationarity (∂t ρ = 0) and non-zero solution (ρ 6= 0) one obtains Θ=



ν . (2 + ν)



(4.68)



The expression of ρk , Eq. (4.62), can be simplified in the small density regime (ρ ≪ hki /[k(2 + ν)], ∀k) as k(1 + ν)ρ . (4.69) ρk ≃ hki By substituting this expression in the definition of Θ and inserting it into Eq. (4.67) one obtains hki2 ν . (4.70) ρ= 2 hk i (1 + ν)(2 + ν) The prefactor depends on the cutoff of the network kc (N), Eq. (1.19), so that finite size effects in the fermionic BARW lead to a size dependent density scaling as  (3−γ)/2 N ν UCM, γ < 3     N (3−γ)/(γ−1) ν CM, γ < 3 ρ∼ . (4.71)  log Nν γ=3    ν γ>3 One can see that the finite size effect brings the dynamics to a regime where the linear trend is the same as the one found by the homogeneous MF theory



4.3.3



Numerical simulations



To generate the network substrate for the RD processes, we have adopted the UCM. Like in the case of the diffusion-annihilation process, we perform numerical simulations
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Figure 4.12: Fermionic BARW: Density of particles. Average density of the fermionic BARW at the steady state on UCM networks with γ = 2.5. Top: Density at the stationary state as a function of the parameter ν, for different network sizes N. Bottom: Check of the collapse predicted by Eq. (4.71). The dashed line has slope 1. following a sequential Monte-Carlo scheme [173]. At the beginning, Nρ0 particles are randomly distributed on the network, respecting the fermionic constraint that at most one particle can be present on a single vertex, i.e. ρ0 ≤ 1. Then, at time t, a particle is randomly selected, and it undergoes the corresponding stochastic dynamics. The system is then updated according to the actions performed by the selected particle, and finally time is increased as t → t + 1/n(t), where n(t) is the number of particles at the beginning of the simulation step. In the present simulation, we set the branching ratio p = 2.



4.3.4



Density of particles



In our numerical study of the BARW, we first focus in the behavior of the average particle density in the steady state as a function of the branching rate. As already observed in the diffusion-annihilation process (Sec. 4.2.6) and in other dynamical systems in SF networks [63], we find it difficult to observe the infinite size limit behavior, and the dynamics seems to be fully dominated by the finite-size behavior given by Eq. (4.71), for the network sizes available within our computer resources.
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Figure 4.13: Fermionic BARW: Density spectra. Density spectra for the fermionic BARW process at the steady state on UCM networks with γ = 2.5. Network size N = 106 . Top: Density spectra as a function of the degree k for different steady state densities. Different stationary densities have been obtained varying the parameter ν. Center: Data collapse of the density spectra for different steady state densities, as predicted by Eq. (4.72). Bottom: Check of the Taylor expansion of the density spectra, as given by Eq. (4.73).



In Fig. 4.12 we present the results for the fermionic BARW. For small values of N, it is not possible to span a range of small values of ν, due to the fact the the system falls quickly into the absorbing state. Small ν can only be explored using large N. The trend of all plots is, however, correct: Linear in ν and decreasing when increasing the network size. The data collapse with the functional form ρ ∼ νN −(3−γ)/2 , Eq. (4.71), for large systems sizes, with deviations at small N and large ν.



4.3.5



Degree spectra



In Fig. 4.13 we investigate the density spectrum of a fermionic BARW for different values of the total density. As we can observe (top panel), the spectra saturates to a constant value for large values of ρ and k, as expected from the theoretical expression
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Eq. (4.62). On the other hand, this equation implies that the function Gν (ρk ) ≡



hki ρk ρ(t)[(1 + ν) − (2 + ν)ρk ]



(4.72)



should satisfy Gν (ρk ) = k for all f and p. Considering the small density limit, on the other hand, a linear behavior of ρk with k is expected, translated again in the new function hki ρk Tν (ρk ) ≡ (4.73) ρ(t)(1 + ν) being Tν (ρk ) = k. While the collapse with the full shape of Eq. (4.62) (central panel in Fig. 4.13) is almost perfect, it is much worse if only the Taylor expansion in considered (bottom panel), being only approximately correct for very small densities. This observation provides an explanation to the deviations observed in Fig. 4.12 (bottom) from the finite network solution at large ν values.



4.4



Conclusions: A fruitful approach



The study of two fermionic dynamics on networks reveals that the heterogeneous MF theory is an extremely effective approach to study how topology shapes the evolution of dynamical processes. In the case of the diffusion-annihilation process (Sec. 4.2), we derive the rate equation describing the density of particles within a heterogeneous MF theory approach, by means of microscopic arguments and describing the underlying network by its degree distribution and degree correlations (Sec. 4.2.1). We show that in any finite network, the long-time, low-density regime of the dynamics is diffusionlimited, yielding a behavior of the density consistent with the homogeneous MF solution (Sec. 4.2.2). Studying the dynamics in a generic infinite network is a rather demanding task, so we have restricted the analysis to uncorrelated networks, still with an arbitrary degree distribution (Sec. 4.2.3). This approximation yields a density decaying according to the MF solution, in the case of homogeneous networks; on the contrary, in heterogeneous networks the density decays faster than MF, as a power-law with an exponent depending on the topology through the degree distribution exponent (Sec. 4.2.6). This behavior should be observable in finite networks as well, before the onset of the diffusion-limited regime. However, we find that the crossover between the two behaviors happens at extremely short times as compared to the overall duration of the dynamics (Sec. 4.2.4). Although the infinite network regime is impossible to fit in any numerical simulation within the current computing resources, still it is possible to detect a remarkable dependence of the dynamics on the topology of the underlying network (Sec. 4.2.6).
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A deeper insight into the dynamics is obtained by studying the density degree spectrum (Sec. 4.2.7). This reveals a hierarchical evolution. At the beginning, high degree nodes have a constant density, while low degree ones are the first to be depleted. This corresponds to the fact that diffusion brings a constant flux of incoming particles to the hubs of the network, tuning their density to a constant value. Such constant regime shrinks progressively as the dynamics goes on, leaving pace, in the end, to a linear spectrum, equivalent to that found in a purely diffusive process: the onset of this behavior corresponds to the appearance of the diffusion-limited trend in the overall dynamics. The faster evolution observed in SF networks as compared to lattices is better understood by detecting the disappearance of a slowing-down mechanism that plays a crucial role in lattices: the depletion or segregation of particles (Sec. 4.2.8). In a one-species diffusion-annihilation process on a lattice, surviving particles are surrounded by empty sites and in a two-species one, they are surrounded by other particles of the same species. By studying density correlations, we find that this is not true for networks: accumulation and mixing of particles (which results to be relevant especially around high degree nodes) speed up remarkably the dynamics. Some deviations from the theoretically predicted results are found when the dynamics is performed on a SF network with leaves. However, we show that these deviations can be explained by the fact that in this case the network is fragmented in different components and the process must be performed on the GCC, that has different topological features with respect to the overall network (Sec. 4.2.9). The diffusion-annihilation process decays by definition into an absorbing state. One of the simplest processes yielding, on the contrary, a nontrivial steady state is the BARW (Sec. 4.3). Like in the previously studied dynamics, we derive the rate equation describing the density of particles, and solve it for uncorrelated networks. In contrast to what happens in lattices below the critical dimension, the behavior of the dynamics does not change whether the parity is conserved or not. We find that the critical point is the same as in homogeneous MF theory. The critical exponent is consistent with it, as well, for homogeneous networks. However, for heterogeneous network, the critical exponent depends on the topology through the exponent of the degree distribution. Once again, in finite networks it is difficult to fit this dependence, because of the onset of finite size effects (Sec. 4.3.2 and 4.3.4). In this dynamics, we find an algebraic density spectrum, approaching a linear trend only in the case of low-density stationary states (Sec. 4.3.5). To summarize, both the diffusion-annihilation process and the BARW display a remarkably different behavior when performed on networks as compared to lattices. While in homogeneous network the resulting trends usually correspond to the homo-
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geneous MF theory description, on the contrary in SF networks we find a completely new scenario. The heterogeneous MF theory turns out to be an ideal instrument to capture this new behavior and to provide a direct connection between the parameters describing the dynamics and those describing the underlying network.



Chapter 5 Bosonic reaction-diffusion processes on complex networks Many relevant RD processes include reactions involving three or more particles interacting simultaneously. The most general way to consider such reactions consists in rejecting the fermionic exclusion rule and allowing for multiple occupancy of vertices. In absence of the exclusion principle, one can develop a general bosonic approach for wide classes of processes. We develop the heterogeneous MF theory to study the whole classes of bosonic steady state and decay RD processes. Although the theoretical framework is general, here we restrict the detailed study to single-species RD processes. The bosonic approach, like the fermionic one, yields important differences between the dynamics in SF networks and lattices (both below the critical dimension and at MF). We study from a bosonic perspective the same dynamics analyzed within the fermionic approach (diffusion-annihilation processes and BARW) and compare the results, by focusing on bosonic reactions involving at most two particles. The two approaches render equivalent results for the global density of particles. However, the density spectra are different, indicating a different distribution of particles in hubs in the bosonic dynamics with respect to the fermionic one. Finite size effects are found to play an important role in bosonic processes on networks, like in fermionic ones, bringing rapidly the dynamics towards low density, diffusion-limited regimes, where the behaviour of the dynamics is similar to that described by the homogeneous MF solution. One interesting result is that the regime γ < 3, usually considered the range in which dynamical systems show complex behaviour on SF network, plays this frontier role only for reactions involving at most two particles. In the general case, the frontier is γ < qm + 1 (being qm the reaction’s lowest order qm > 1). The bosonic approach allows as well to gain another insight: one-species dynamics with a phase transition between an absorbing state and a set of nontrivial steady states are possible only in reactions where creation of par135
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ticles from a single particle is allowed; and the critical threshold for such dynamics becomes topology independent (coinciding with the homogeneous MF result) in the limit of reactions including only one species.



5.1. Introduction: Dynamics without an exclusion principle



5.1
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Introduction: Dynamics without an exclusion principle



While some real-world processes include in a natural way an exclusion principle in the occupation of vertices, in general multiple occupation is not forbidden. For example, while the disease spreading in a social network usually imply that each vertex can be occupied by at most one particle (representing one health state), on the contrary, the spreading of an infection at the level of airport networks (for example, SARS) is better modeled by taking into account the multiplicity of the occupation of each node, i.e. the number of infected individuals in each city [77], given that a full fermionic description taking into account also the contact networks inside each city is in general out of reach due to both a lack of data and appropriate computational resources. In this case, particles (not nodes) represent individuals in different health states and it is typical to have in each node (city) a high number of particles (individuals) in different states. In other words, in this case particles have a bosonic behavior. The bosonic approach to RD processes on networks (so far applied in few specific cases [78, 79, 80, 126]) overcomes some of the drawbacks of the fermionic one. First of all, in this framework, reaction and diffusion are decoupled: reactions take place inside the vertices, with no restrictions regarding their order (i.e. the number of particles involved in one reaction), and the interaction between vertices is mediated exclusively by diffusion. Secondly, higher than order-two interactions are easy to implement, since an arbitrary number of particles are allowed to occupy simultaneously the same vertex. These features allow to develop a more general theoretical and numerical framework for bosonic RD processes with respect to fermionic ones, that have to be defined on a case by case setting. The difference between steady-state and decay processes emerges spontaneously within such framework: we will study both of them in general, and then focus especially on the BARW and on the diffusion-annihilation process, in order to perform a comparison with the fermionic results.



5.2



Bosonic processes in networks



RD processes are defined as dynamical systems involving particles of S different species Aα , α = 1, . . . , S, that diffuse stochastically on the vertices of the network and interact among them upon contact on the same vertex, following a predefined set of R reaction rules. In a bosonic scheme, there is no limitation in the number of particles that a vertex can hold, therefore the occupation numbers nαi (t), denoting the number of particles of species Aα in vertex i at time t, can take any value between 0 and ∞. We
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will assume that diffusion in the network is homogeneous and takes place by means of random jumps between nearest neighbors vertices. Therefore, an Aα particle with a diffusion coefficient Dα at vertex i will jump with a probability per unit time Dα /ki to a vertex j adjacent to i, where ki is the degree of the first vertex. The reaction rules that particles experience upon contact, on the other hand, can be defined in the most general way by the corresponding stoichiometric equations [136] S X α=1



qαr Aα



λr



−→



S X



(qαr + prα )Aα ,



r = 1, . . . , R,



(5.1)



α=1



where qαr > 0 (we do not consider reactions involving the spontaneous creation of particles) and prα ≥ −qαr . The coefficients qαr and prα define the r-th reaction process, while λr is the probability per unit time that the reaction takes place. Given that the reactions take place inside the vertices, the only variation between a RD process in a complex network and a regular lattice lies in the diffusion step. As we will see, however, this variation alone can induce important differences between processes in these two reaction substrates. Previous approaches to the numerical simulation of bosonic RD processes on complex networks [78] relied on a parallel updating rule in which reaction and diffusion steps alternate: after all vertices have been updated for reaction, particles diffuse. This approach, while feasible, must again be tailored in a case by case basis, and strongly depends on the specific reactions of the process under consideration. In order to overcome this and other difficulties [21] we have opted instead for a sequential algorithm, which not only is absolutely general, but is in addition closer to the spirit of the continuous time rate equations that we will develop later on in this chapter to describe heterogeneous MF theory. The algorithm implemented is based on that proposed in Refs. [205, 206] for the case of regular lattices. For one-species RD processes, the algorithm is described as follows. In networks of size N, initial conditions for simulations are usually a number ρ0 N of particles randomly distributed on the network vertices, with no limitation on the occupation number of single vertices. To perform the dynamics, we consider the microscopic configuration {C} of the bosonic system, which is specified by the occupation number ni at each vertex i. A standard master equation approach [248] implies that, for RD processes described by Eq. (5.1), the average number of events in an infinitesimal time dt is  X δ(q r , 1) r ω(ni, q r ) (5.2) q ! λr + P E(dt, {C}) = dt r ′ , 1) δ(q ′ r i,r where



ω(ni , q r ) =



ni qr



!



(5.3)
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is the number of non-ordered q r tuples of particles at vertex i and δ(x, y) is the Kronecker symbol. Since the algorithm considers all reacting q−tuples as equivalent, it is convenient focusing on reaction orders q rather than on specific reactions r. In general, a particular RD process defines a finite set Q of allowed reaction orders q, that can be formally indicated as Q = ({q}| ∃r : q r = q). At each time step one has to: (i) select a vertex i (ii) select the order q of the candidate reaction (iii) determine which reaction r occurs. In details: P (i) A vertex i is selected with probability Wi /M, where Wi = q∈Q ω(ni , q) and P M = i Wi ; (ii) A particular q = q ∗ (with q ∗ ∈ Q) is selected with probability ω(ni , q ∗ )/Wi ; (iii) A particular reaction r of order q r = q ∗ occurs with probability q r ! λr ∆t, where ∆t is a configuration-independent time constant. In case q ∗ = 1, in addition to reaction processes, the particle has the diffusion option, which is chosen with probability ∆t (since we set the diffusion coefficient D = 1). Time is updated as t → t+∆t/M. It is clear [205] that, in order to have valid transition probabilities, ∆t must be chosen so that the condition ! X δ(q, 1) + q! λr ∆t ≤ 1 (5.4) r:q r =q



holds for all values of q. With this prescription an average of E(∆t, {C}) events occur in a time interval ∆t.



5.3



Heterogeneous mean-field theory



In order to develop the heterogeneous MF theory (Sec. 2.4) for bosonic RD processes on complex networks, we introduce the density spectra ρα,k (t), representing the partial density of Aα particles in vertices of degree k, and that is defined as ρα,k (t) =



n ¯ α,k (t) , Nk



(5.5)



where n ¯ α,k (t) is the average occupation number of particles Aα in the class of vertices of degree k and Nk = NP (k) is the number of vertices of degree k in a network of size N. From the density spectra, the total density of Aα particles is given by X P (k)ρα,k (t). (5.6) ρα (t) = k
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Heterogeneous MF theory is given in terms of rate equations for the variation of the partial densities ρα,k (t), which in this case are composed by two terms: one dealing with the (linear) diffusion and another with the reactions, so we can write ∂ρα,k (t) = Dα + Rα . ∂t



(5.7)



The diffusion term is easy to obtain by considering the diffusion dynamics at the vertex level. The total change of Aα particles at vertex i is due to the outflow of particles jumping out at rate Dα , plus the inflow corresponding to jumps of particles from nearest neighbors. Therefore, the diffusive component at the single vertex level satisfies the rate equation [64] X Aij ∂nα,i (t) nα,j (t). = −Dα nα,i (t) + Dα ∂t k j j Considering the density spectrum as the average P nα,i ρα,k (t) = i∈k Nk



(5.8)



(5.9)



and assuming that nα,i (t) ≃ n ¯ α,k (t), ∀i ∈ k (Sec. 2.4), we obtain Dα = −Dα ρα,k (t) + Dα k



X P (k ′ |k) k′



k′



ρα,k′ (t).



(5.10)



The reaction term can be directly derived from the law of mass action, according to which the rate of any (chemical) reaction is proportional to the product of the concentrations (or densities) of the reactants [121]. Considering the set of all allowed processes Eq. (5.1), we obtain: X Y r (5.11) Rα = prα λr [ρβ,k (t)]qβ . r



β



Collecting all terms, the rate equations for the density spectra can be written in the most general case as X P (k ′ |k) ∂ρα,k (t) = −Dα ρα,k (t) + Dα k ρα,k′ (t) ∂t k′ ′ k X Y qβr r + pα λr [ρβ,k (t)] , r



(5.12)



β



while the total densities satisfy the equations Y ∂ρα (t) X r X r P (k) [ρβ,k (t)]qβ , = pα λ r ∂t r β k



(5.13)
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where we have used the degree detailed balance condition, Eq. (1.28). It is noteworthy that Eq. (5.13) is explicitly independent of the particular form of the network’s degree correlations, which only appear implicitly through the form of the density spectra ρα,k . In the following, we will focus in the analysis of one-species RD processes, in which a single class of particles diffuse and react in the system, i.e. S = 1. In this case, reactions of the same order can be grouped, and Eqs. (5.12) and (5.13) take the simpler forms, omitting the α index, X X P (k ′ |k) ∂ρk (t) ′ (t) + Γq [ρk (t)]q , = k ρ k ′ ∂t k ′ q>0



(5.14)



k



X X ∂ρ(t) P (k)[ρk (t)]q , = ρ(t) + Γq ∂t q>0 k



(5.15)



where Γq = −δ(q, 1) +



X



pr λr δ(q r , q),



(5.16)



r



and we have absorbed the diffusion rate D into a redefinition of the time scale and the reaction rates λr . RD processes with non diverging solutions for Eqs. (5.14) and (5.15) can be generally grouped in the two classes of decay and steady state processes. We analyze both of them in the following.



5.4



Steady state processes



RD processes with steady states possess nonzero solutions for the long time limit of Eq. (5.14). In particular, imposing ∂t ρk = 0, the steady states correspond to the solutions of the algebraic equation ρk = −



X Γq k X P (k ′ |k) ′ (t) − ρ [ρk ]q , k Γ1 ′ k′ Γ q>1 1



(5.17)



k



where we assume Γ1 6= 0. Since we do not consider the spontaneous creation of particles from void (Γ0 = 0), ρk = 0 is a solution of Eq. (5.17). This equation is extremely difficult to solve for a general correlation pattern P (k ′|k), in order to find nonzero solutions. The condition for this nonzero solution to exist, however, can be obtained for any correlation pattern by performing a linear stability analysis [36] in Eq. (5.14). Neglecting higher order terms, Eq. (5.14) becomes ∂ρk (t) X ≃ Lkk′ ρk′ (t), ∂t ′ k



(5.18)
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where we have defined the Jacobian matrix Lkk′ = Γ1 δ(k ′ , k) +



kP (k ′ |k) . k′



(5.19)



It is easy to see that this matrix has a unique eigenvector vk = k and a unique eigenvalue ˜ 1 = Γ1 + 1 ≡ Λ = Γ1 + 1 (as shown by numerical simulations). Therefore, defining Γ P r r ˜ r p λr δ(q , 1), a nonzero steady state is only possible when Γ1 > 0, which translates in the presence of reaction processes with particle creation starting from a single particle. A phase transition from a zero density absorbing state [173] can thus take place when ˜ 1 changes sign. It is worth noting that the transition threshold takes the same form Γ as in homogeneous MF theory, and it is thus independent of the network topology, contrary to what is found in the bosonic SIS model [78], and similar to the case of the fermionic contact process (CP) [62]. This is due to the fact that the SIS model must be represented in terms of a two-species RD process (one for infected and the other for healthy individuals) in which, moreover, a conservation rule (total number of particles) is imposed. This conservation rule, coupled to the diffusive nature of both species, is at the core of the zero threshold observed in the SIS on SF networks in the thermodynamic limit [78]. The CP, on the other hand, belongs (in Euclidean lattices) to the same universality class as the one-species Schl¨ogl RD process [147], hence the topology-independent threshold in the fermionic CP in networks can be understood in view of the general result just derived in the bosonic framework. To make further progress we restrict our attention to the case of uncorrelated networks, in which P (k ′ |k) = k ′ P (k ′ )/hki. In this case, Eq. (5.17) can be rewritten as ρk = −



X Γq kρ − [ρk ]q . hkiΓ1 q>1 Γ1



(5.20)



For sufficiently high kρ, Eq. (5.20) is dominated by the highest order term, corresponding to the highest order of reaction qM . In this regime, the density spectrum goes as the power 1 (5.21) ρk ∼ k qM . In general, by solving Eq. (5.20), we find an expression ρk (ρ), depending implicitly on the particle density. Inserting this solution into Eq. (5.6), we obtain a self-consistent equation for ρ, X ρ= P (k)ρk (ρ), (5.22) k



to be solved in order to obtain ρ as a function of the RD parameters. An approximate solution of Eq. (5.20) can be obtained in the limit of a very small particle density, that is, very close to the threshold. In this case, we can neglect the
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higher order terms in Eq. (5.20) and obtain ρk ≃ −



k ρ, hkiΓ1



(5.23)



˜ 1 < 1, close to the phase which makes obviously only sense for Γ1 < 0; i.e. 0 < Γ transition. Inserting this expression into the self-consistent equation (5.22) yields no information. We must use, instead, the self-consistent relation coming from the steadystate condition of Eq. (5.15), namely ρ=−



1 X X P (k)[ρk ]q . Γq ˜ Γ1 q>1 k



(5.24)



Inserting (5.23) into Eq. (5.24), and keeping only the term corresponding to the reactions of lowest order qm > 1, we obtain 1/(qm −1)  (hki|Γ1|)qm ˜ 1/(qm −1) , Γ (5.25) ρ≃ 1 q m hk i |Γqm | where we have assumed Γqm < 0. This solution indicates that, in a finite size uncorrelated network and for sufficiently small densities, all bosonic one species RD systems ˜ c = 0, with an associated density critical with an absorbing state show a critical point Γ 1 exponent β = 1/(qm − 1), coinciding with the homogeneous MF solution. For SF networks with degree exponent γ ≤ qm + 1, the particle density is additionally suppressed by a diverging factor hk qm i−1/(qm −1) , signaling the presence of very strong size effects. For γ > qm + 1, the particle density is size independent, and we recover the standard MF solution for homogeneous systems. The value γ = 3 is usually considered as the boudary between regular and “complex” behaviour in dynamics on networks (see for example Eqs. (4.26) and (4.71)). However, we can readily see from the previous result that this value emerges from considering dynamical processes involving at most two particle interactions. For general interactions, one will expect instead to obtain unusual results for γ < qm + 1.



5.5



Steady state processes: The Branching-Annihilating Random Walk



One of the simplest RD processes leading to a nontrivial steady state is the generalized BARW, defined by the reactions [202] λ



qA −→ ∅ , µ A −→ (p + 1)A



(5.26)
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that is, particles annihilate in q-tuples with a rate λ, and produce a number p of offspring with rate µ. Homogeneous MF theory predicts a continuous phase transition at µc = 0, with a particle density in the active phase ρ ∼ µ1/(q−1) .



(5.27)



In lattices, for the particular case q = 2, the transition belongs to different universality classes, according to the parity of the number of offsprings p (as explained in Sec. 4.3). In networks one finds, like in the fermionic case, that the parity conservation is not relevant and that the phase diagram depends on the topology of the underlying networks. However, the density spectrum behaves differently, displaying a root square trend at low stationary density. In the particular case of the BARW, one can check the general results obtained in the previous section, i.e. that the critical point does not depend on the possible heterogeneity of the network, as a result of the single species nature of the process; and that unusual results emerge for γ < qm + 1. A bosonic formalism imposes no practical restriction to the maximum order that the reaction steps may have. Thus, the general BARW defined by the reactions Eq. (5.26) ˜ 1 = pµ yields, within the bosonic MF formalism, to a rate equation Eq. (5.14) with Γ and Γq = −qλ, and Γq′ = 0, for q ′ 6= {1, q}, corresponding to an absorbing state phase transition at a critical particle creation rate µc = 0. The full analysis of this equation for any q can be cumbersome, but we can immediately predict the behavior at large times in finite networks, which will be given by Eq. (5.25), namely ρ ≃







[hkip(1 − pµ)]q hk q i qλ q+1−γ



1/(q−1)



µ1/(q−1)



∼ N − 2(q−1) µ1/(q−1) ,



(5.28)



for uncorrelated networks. In order to compare the bosonic results with the fermionic ones, we consider the case q = 2 (where the dynamics is defined as the fermionic one, Sec. 4.3). In this case, the density spectrum fulfills the equation |Γ2 |ρ2k − Γ1 ρk −



kρ = 0, hki



(5.29)



yielding the solution |Γ1 | ρk = 2|Γ2|



−1 +



s



4|Γ2 |ρk 1+ hki|Γ1 |2



!



,



(5.30)



where, in order to ensure the existence of the absorbing state, we must impose the condition Γ1 < 0. In the large kρ regime, we observe here a distinctively square root
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dependence, ρk ≃



s



kρ , |Γ2 |hki



(5.31)



corresponding to the trend of Eq. (5.21) in the case qM = 2, and different from the limiting constant behavior observed in the corresponding fermionic formulation, Eq. (4.62). In the low density regime, on the other hand, we can Taylor expand Eq. (5.30) and recover, for the particular case of the BARW, the general relation Eq. (5.23). Thus, for particle densities smaller than the crossover density ρ× , with 4|Γ2 |ρ× kc = 1, (5.32) hki|Γ1 |2 we recover, for uncorrelated SF networks, the asymptotic finite size solution for qm = 2, given by Eq. (5.28). For networks in the infinite size limit, introducing the density spectrum of Eq. (5.30) into the self-consistent equation Eq. (5.22), we obtain s ! X |Γ1 | 4|Γ2 |ρk −1 + 1 + . (5.33) ρ= P (k) 2|Γ2 | hki(Γ1 )2 k



In the continuous degree approximation, we have |Γ1 | 2|Γ2 |



s



4|Γ2 |mρ × hki|Γ1 |2  3 1 hki|Γ1|2 1 ] . × F [− , γ − , γ − , − 2 2 2 4|Γ2 |mρ



ρ =



−1 +



2(γ − 1) 2γ − 3



Expanding F [a, b, c, z] in the limit of small ρ,  ˜   Γ1 ∼ pµ ρ∼ pµ/ log(pµ)   (pµ)1/(γ−2)



(5.34)



at the lowest order we obtain γ>3 , γ=3 2


(5.35)



Thus, for γ > 3, we recover the homogeneous MF solution. On the other hand, for 2 < γ < 3, the nonzero solution of this equation corresponds to an absorbing state phase transition, given by the control parameter µ, with zero threshold and a critical exponent β = 1/(γ − 2), in full agreement with the results for the corresponding fermionic version of the model. We can use this last result to estimate the crossover density to the finite size solution Eq. (5.28). Inserting Eq. (5.35) into Eq. (5.32), and considering Γ2 as a constant, we obtain that the finite size solution should be observed for a control parameter k 2−γ (5.36) µ < µ× = c . p Therefore, for uncorrelated SF networks, finite size effects in the bosonic BARW should appear for a particle creation rate smaller that µ× ∼ N −(γ−2)/2 .



146



Chapter 5. Bosonic reaction-diffusion processes on complex networks



Figure 5.1: Bosonic BARW: Density of particles. Average density of the bosonic BARW with q = p = 2 at the steady state on UCM networks with γ = 2.5. The annihilation rate is kept fixed at λ = 0.1. Top: Density at the stationary state as a function of µ, for different network sizes N. At any value of µ, larger network sizes corresponds to smaller densities. Bottom: Check of the collapse predicted by Eq. (5.28). The dashed line has slope 1.



5.5.1



Density of particles



In our numerical study of the BARW, we first focus in the behavior of the average particle density in the steady state as a function of the branching rate. As observed in Chap. 4 for fermionic simulations, as well for bosonic ones we find it difficult to observe the infinite size limit behavior, for the network sizes available within our computer resources. Therefore, we report the results for the finite size behavior, expected in finite networks, Eq. (5.28). In Fig. 5.1 we plot the average density in the active phase of the bosonic BARW with q = p = 2 as a function of the branching rate µ. In the parameter range shown in this Figure (top panel), we observe that the density follows a linear behavior as a function of the branching parameter µ. This linear dependence on µ corresponds to the asymptotic finite size solution predicted by Eq. (5.28), which is expected to hold in networks of finite size and for very small steady state densities. We can further check the accuracy of the prediction by noticing that, in SF uncorrelated networks, the prefactor in ρ should scale with the system size as ρ ∼ µN −(3−γ)/2 . Therefore, we should expect that a plot of N (3−γ)/2 ρ as a function of µ would collapse



5.5. Steady state processes: The Branching-Annihilating Random Walk



147



Figure 5.2: Bosonic BARW: Density spectra. Density spectra in the bosonic BARW process with q = p = 2 at the steady state on UCM networks with γ = 2.5. Network size N = 106 . Top: Density spectra as a function of the degree k for different steady state densities. Different stationary densities have been obtained fixing the annihilation parameter λ = 0.05, and varying the branching parameter µ. Center: Data collapse of the density spectra with different average stationary densities as predicted by Eq. (5.37). Bottom: Check of the Taylor expansion of the density spectra, as given by Eq. (5.38). for different network sizes. This is actually what we observe in Fig. 5.1 (bottom panel), where different curves are clearly laid one on top of the other for small values of µ. As the density becomes larger, on the other hand, the collapse becomes less and less precise, in agreement with the fact that Eq. (5.28) is only valid in the very small density regime. Moreover, deviations from the collapse line set in earlier for large system sizes in agreement with Eq. (5.36), according to which finite size effects show up for values of µ smaller than µ× ∼ N −(γ−2)/2 .



5.5.2



Degree spectra



Having checked that the average density takes the same form in both bosonic and fermionic approaches, we focus now in the density spectra, in which differences between the two formalisms are predicted at the MF level. In the case of the bosonic BARW with
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q = 2, the density spectra in the steady state, as given by Eq. (5.30), is characterized by a peculiar square root behavior. To check this form, we observe that, if we define the function # " 2 4λρk (1 − 2µ)2 hki +1 −1 , (5.37) Gµ (ρk ) ≡ 1 − 2µ 8λρ we expect Gµ (ρk ) = k for any values of the reaction parameters. In Fig. 5.2(center panel) we can see that this collapse works well for a wide range of ρ values. Alternatively, we can consider the small density behavior, given by the general Eq. (5.23), which translates in the function Tµ (ρk ) ≡ (1 − 2µ) hki



ρk ρ



(5.38)



being Tµ (ρk ) = k. In Fig. 5.2(bottom panel) we observe a poor collapse of the curves, which is approximately attained only at very low densities, confirming the presence of strong nonlinearities at large ρ.



5.6



Decay processes



As we have seen in Sec. 5.4, a necessary condition for a RD system to have a decaying ˜ 1 < 0. In this case, since no steady states are present, the full density is to have Γ Eq. (5.14) must be solved. One can proceed by using a quasi-static approximation, assuming ∂t ρk (t) ≪ ρk (t), which will be correct at low densities if ρk (t) decays as a power law. Thus, neglecting the left-hand-side of Eq. (5.14), solving the resulting equation and inserting the corresponding expression of ρk back into Eq. (5.15), we have an approximate equation for ρ(t) that can give information about the long time behavior of the RD process. This procedure can be simplified when considering the limit of very large time and very small particle density, where the concentration of particles is so low that the RD process is driven essentially by diffusion. In this diffusion-limited regime, it is possible to estimate the behavior of the particle density, which turns out to be independent of ˜ 1 = 0, that is, in the correlation pattern of the network. Let us consider the limit case Γ the absence of one particle reactions. Then, in the limit ρk → 0, linear terms dominate in Eq. (5.14) and we can write X P (k ′ |k) ∂ρk (t) ≃ −ρk (t) + k ρk′ , ∂t k′ ′



(5.39)



k



that is, the density behaves as in a pure diffusion problem. The situation is thus the following: the time scale for the diffusion of the particles is much smaller than the time
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scale for two consecutive reaction events, therefore at any time the partial density is well approximated by a pure diffusion of particles [170, 201, 22], ρk (t) ≃



kρ(t) , hki



(5.40)



proportional to the degree k and the total concentration of particles, and independent of degree correlations. Inserting this quasi-static approximation back into Eq. (5.15), we obtain ∂ρ(t) X Γq hk q i q ≃ ρ (t). (5.41) ∂t hkiq q>1



For small ρ, this equation is dominated by the reactions of smallest order qm . Therefore, assuming Γqm < 0, we obtain the same decay in time as in the homogeneous MF theory,  −1/(qm −1) (qm − 1)|Γqm | hk qm i ρ(t) ∼ t−1/(qm −1) , (5.42) hkiqm completely independent of the correlation pattern. Once again, as it was observed in the steady state processes (Sec. 5.4) the solution is depressed by a size factor hk qm i−1/(qm −1) for γ < qm + 1.



5.7



Decay processes: The Diffusion-Annihilation process



The simplest case in the class of monotonously decaying bosonic RD processes corresponds to the general diffusion-annihilation process λ



qA −→ ∅.



(5.43)



The homogeneous MF solution predicts a decay of the particle density ρ(t) ∼ t−1/(q−1) .



(5.44)



In Euclidean lattices of dimension d, dynamical renormalization group arguments [162] show that the behavior in Eq. (5.44) is correct for d above the critical dimension dc = 2/(q − 1). Below it, we have instead ρ(t) ∼ t−d/2 , with logarithmic corrections appearing at d = dc . In SF networks with unbounded fluctuation, on the other hand, one finds a power-law decay with an exponent depending on the degree distribution exponent. In the case q = 2, where the comparison is possible with the fermionic version of the dynamics, the decay is the same found in the fermionic approach ρ(t) ∼ t−1/(γ−2) . On the other hand, the density spectrum is remarkable, displaying at low densities a square root behavior in contrast to the linear one found in the fermionic approach.
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Figure 5.3: Bosonic Diffusion-Annihilation Process: Density of particles. Density decay of the bosonic qA → ∅ diffusion-annihilation processes in finite correlated and uncorrelated networks, for different values q = 2 (full lines), q = 3 (dashed lines) and q = 4 (dot-dashed lines). For all values of q, the graphs show a tail of the form t−1/(q−1) , as predicted in Eq. (5.45), both for uncorrelated (UCM) networks (main figure) and correlated (CM) networks (inset). Data obtained from networks of size N = 105 with degree exponent γ = 2.5. For all plots, the annihilation parameter was fixed at λ = 0.04. The general diffusion-annihilation process defined by reaction Eq. (5.43) leads to the ˜ 1 = 0, Γq = −qλ, and Γq′ = 0, for general rate equation Eq. (5.14), with parameters Γ q ′ 6= {1, q}. In finite networks and for large times, the behavior of the particle density will be given by Eq. (5.42), i.e. −1/(q−1)  (q − 1)qλ hk q i t−1/(q−1) ρ(t) ≃ q hki q+1−γ



∼ N − 2(q−1) t−1/(q−1) ,



(5.45)



the last expression holding for uncorrelated SF networks. Let us focus again on the case q = 2, when comparison with the fermionic case can be carried on. The rate equation for the total density in uncorrelated networks takes the form X ∂ρ(t) P (k)ρ2k (t). (5.46) = −|Γ2 | ∂t k
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Applying the quasi-static approximation for the density spectrum, we are led to the second order equation k |Γ2 |ρ2k + ρk − ρ = 0, (5.47) hki whose only positive solution is s ! 1 4|Γ2 |k −1 + 1 + ρ . (5.48) ρk = 2|Γ2 | hki For a finite network with degree cut-off kc , when the density is smaller that ρ× =



hki −1 k , 4|Γ2 | c



(5.49)



we can Taylor expand Eq. (5.48) to obtain the expression ρk ≃ kρ/hki and the asymptotic behavior given by Eq. (5.45). On the other hand, for large k and ρ, we obtain s kρ , (5.50) ρk ≃ 4|Γ2 |hki and we find again the peculiar square root behavior of the density spectrum on k distinctive from the algebraic fermionic prediction for the same process, Eq. (4.43). The general solution in the infinite network limit can be obtained in this case by substituting the quasi-static approximation (5.48) into Eq. (5.46), to obtain s X 1 ∂ρ 4|Γ2 |k P (k) 1 + =− (1 + 2|Γ2 |ρ) + |Γ2 | ρ. (5.51) ∂t |Γ2 | hki k In the continuous degree approximation, and for SF networks, we obtain in the infinite network size limit s 1 γ−1 4|Γ2|mρ ∂ρ = −ρ − + × ∂t 2|Γ2| |Γ2 |(2γ − 3) hki 1 3 1 hki × F [− , γ − , γ − , − ]. 2 2 2 4|Γ2 |mρ



(5.52)



where F [a, b, c, z] is the Gauss hypergeometric function. Considering the limit of large times and small densities, we can expand the hypergeometric function, to obtain  1/(γ−2)  23 that is, for 2 < γ < 3 the density has a power law decay with an exponent 1/(γ − 2), again in agreement with the fermionic implementation of the process. From this
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Figure 5.4: Bosonic Diffusion-Annihilation Process: Density of particles. System size dependence of the density prefactor in the diffusion-annihilation process 3A → ∅. According to Eq. (5.55), we plot the prefactor A(N, γ) as a function of N (1+q−γ)/2 . The good linear behavior confirms the predictions of bosonic heterogeneous MF theory in the diffusion-limited regime. Data obtained from networks with degree exponent γ = 2.5. For all plots, the annihilation parameter was fixed at λ = 0.04. expression we can estimate the time at which the crossover density in Eq. (5.49) is reached in SF network, namely t× ∼ kcγ−2 ∼ N (γ−2)/2 ,



(5.54)



taking the same functional form as the crossover control parameter for BARW in Eq. (5.36).



5.7.1



Density of particles



As in the case of the fermionic diffusion-annihilation process (Sec. 4.2), it turns out that the asymptotic expression for infinite networks of the total particle density, Eq. (5.53), is very difficult to observe numerically, due to the very small range of the extension of the power-law behavior. We have therefore focused again on the general prediction for finite networks, Eq. (5.45), according to which the RD process qA → ∅ shows a decay of the average density at large times of the form ρ(t) ∼ t−1/(q−1) , independently of the
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presence or absence of degree correlations. We present in Fig. 5.3 simulation results for three values of q, namely q = 2, 3, 4, on uncorrelated networks SF generated with the UCM algorithm (main plot), and correlated SF networks generated with the CM prescription (inset). It is clear that the theoretical predictions are in perfect agreement with numerical data. This result is particularly relevant since, for q > 2, it concerns purely bosonic processes, which do not have a fermionic counterpart. The time independent prefactor of Eq. (5.45), moreover, states that the average density should be suppressed by the size term (hk q i / hki)−1/(q−1) . More precisely, we can rewrite Eq. (5.44) as ρ(t) ∼ A(N, γ)−1/(q−1) t−1/(q−1) , with A(N, γ) ∼ N (1+q−γ)/2



(5.55)



in UCM networks, with cutoff kc (N) ∼ N 1/2 . We have estimated the A(N, γ) values by linear fits of the ρ(t)−1 vs t−1/(q−1) curves for the 3A → ∅ process taking place on networks of different sizes (data not shown), and for two values of the degree exponent γ. We report the results in Fig. 5.4, where the scaling relation predicted by Eq. (5.55) is found to be in very good agreement with simulation data.



5.7.2



Degree spectra



For the case q = 2, a peculiar square root behavior for the density spectrum was predicted in Eq. (5.48), which is corroborated in Fig. 5.5 by means of three different graphs. From Eq. (5.48), defining the function G0 (ρk ) ≡ (4λρk + 1)2 − 1



 hki , 8λρ



(5.56)



where λ is the annihilation parameter, we expect that G0 (ρk ) = k for all times. In Fig. 5.5 (center panel) it is clear that the different curves, corresponding to different values of the average density ρ(t), collapse well in agreement with the theoretical prediction. In the bottom panel, we check the general asymptotic expression for large times, Eq. (5.23). In this case, for small values of 8λkρ/ hki, we should expect the function hki ρk T0 (ρk ) ≡ (5.57) ρ(t) to be T0 (ρk ) = k, which holds when the times are large enough, but shows a clear bending at large degrees and large densities, signature (like in the steady state case) of the fact that it is fundamental to take into account the non-linearity of the spectrum.
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Figure 5.5: Bosonic Diffusion-Annihilation Process: Density spectra. Density spectra of the bosonic RD process 2A → ∅ on UCM networks with γ = 2.5. Network size N = 106 . Top: Density spectra as a function of the degree k at different times (densities) from measures performed with fixed parameter λ = 0.1. The curves show a bending in the large k region for short times (large densities). Center: Data collapse of the density spectra at different times as predicted by Eq. (5.56). Bottom: Check of the Taylor expansion of the density spectra, as given by Eq. (5.57). The poor collapse at large k confirms the presence of strong nonlinear terms at short times.



5.8



Conclusions: A general framework for reactiondiffusion processes on networks



The bosonic framework provides a very general approach (both numerical and theoretical) to the study of a large variety of RD processes on networks. From the numerical point of view, we extend to the network case a sequential simulation protocol introduced for lattices, that is valid for all bosonic processes and is closer to the spirit of the continuous time rate equations of the heterogeneous MF theory (Sec. 5.2). From the theoretical point of view, after writing and developing the rate equation describing a generic bosonic dynamics, we carry on this formalism in detail for the particular case of one-species processes (Sec. 5.3). However, the study can be easily generalized to many species systems, opening thus the path to the study of a large variety of processes. A first, important result of this formalism is that a one-species bosonic dynamics
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can have a steady state only in presence of reaction processes with particle creation starting from a single particle. Secondly, if steady states are present, the critical threshold between the zero density absorbing state and the set of non-empty steady states is the same as in homogeneous MF theory (and thus topology independent), if the dynamical process involves particles of only one species. On the contrary, in multiple species processes, the threshold can become topology dependent (Sec. 5.4). For generic steady state processes, we are able to derive the behavior for low stationary density and for uncorrelated, finite size networked substrates (Sec. 5.4). The dependence on the control parameter is equal to that given by homogeneous MF solution. However, for SF networks with γ < qm + 1 (where qm is the the reaction’s lowest order qm > 1), the particles density is additionally suppressed by a diverging factor. On the contrary, for γ > qm + 1, the standard homogeneous MF solution is recovered. Thus, the bosonic point of view sheds a different light on the special value γ = 3, usually associated to a frontier between regular (γ > 3) and complex (γ < 3) behavior for dynamical systems on SF networks. Such value emerges simply from considering dynamical processes involving at most q = 2 particle interactions, while the general frontier-value is γ = qm + 1. After these general observations, we focus on a particular steady state process, the BARW (Sec. 5.5). We derive the dependence of the stationary density on the control parameter in the case q = 2. This case (corresponding to a reaction order lower than or equal to 2) is the setting in which bosonic dynamics can be compared with their counterpart defined in the fermionic framework. Interestingly, we find the same behavior of the global density as in the fermionic case. Likewise, we find that finite-size effects are remarkable in the bosonic case as well, so that only the finite size behavior is observable with the current computing capabilities. On the other hand, one important difference we find with the fermionic dynamics is in the density spectrum. The spectrum in bosonic systems goes as the power k 1/qM (where qM is the reaction’s highest order): in the order-two BARW it has a square-root shape, different from the algebraic shape found in its fermionic counterpart. Thus, in the bosonic scheme, hubs become relatively less and less populated as more many-particle reactions are present, provided the average density is sufficiently high. In general terms, the same pattern of results valid for steady state processes is found for decay processes, as well (Sec. 5.6). The finite-size solution coincides with the homogeneous MF theory, with a depressing density factor for γ < qm + 1, and is prevailing in numerical simulations. Once again, we study as an example the q = 2 case, where comparison with the fermionic results is feasible (Sec. 5.7). The behavior of the global density is equivalent to the fermionic case, but the same differences in the
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density spectra found in the BARW appear in this case, as well. In conclusion, the bosonic formalism provides powerful numerical and theoretical instruments for tackling the study of a large set of dynamics. Besides revealing some general features of dynamical processes in networks (like the conditions for the presence of steady states or the boundary for the appearance of anomalous behavior in SF networks), it allows for a complete description of particular dynamics. Moreover, it reveals important differences with the fermionic implementations.



Chapter 6 Dynamical processes in networks with non-local constraints Several real-world dynamics take place in networks with geometrical constraints affecting the global structure of the network, due to embedding in some euclidean space or to intrinsic properties: for example, the absence of loops (tree structure) or the possibility to embed the network in a two-dimensional surface without link crossing (planarity). The dynamics are influenced by the constraints imposed to the underlying topology and deviate from the predictions made for generic networks. In particular, we find that processes developing on trees experience a significant slowing-down. This effect appears already when the process is pure diffusion and is evident in a set of standard random walk measures. RD processes experience this slowing-down effect as well, as shown by the behavior of fermionic diffusion-annihilation processes. When performed on trees, this dynamical process deviates from the theoretical results previously found, both in the behavior of the density and of the density spectrum. We obtain an insight in this timescale shift by analyzing two simpler dynamics, the diffusive trapping and the diffusive capture processes: in both, a slowing-down effect sets on when the dynamics is performed on trees. We show that the diffusive capture process can be seen as the building block of the diffusion-annihilation process. Therefore, the observed slowing-down effect is likely to explain the deviations from theory observed in diffusion-annihilation processes on trees.
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Introduction: Networks with non-local constraints



Many real-world dynamics take place in networks with some kind of geometrical constraint. For example, some networks are embedded in a geographical space [227, 27, 24], like the Internet, the Power Grid or the Highway Network. Such embedding in a space that can be considered Euclidean affects the structure of the network by means of non-local geometrical constraints on the overall topology. For example, the Railway network is planar i.e. there are no crossing between its links (Sec. 1.2). A stronger geometrical constraint is the absence of loops, i.e. the tree structure (Sec. 1.2). Filogenetic trees, cell-division trees, and directory trees in computers belong to this kind of networks. An even stronger constraint has been found in the syntactic dependence trees, whose vertices can be embedded in a one dimensional space without link crossing [110]: this can be seen as an extension of the concept of planarity to the embedding in a one-dimensional space. Finally, the so-called border trees motifs [253] have been recently shown to be significantly present in most real-world networks. These constraints can be considered non-local, in the sense that one cannot deduce their presence from a local sampling of the network structure: their presence can be detected only by a global knowledge of the overall network. Dynamical systems running on top of networked substrates with non-local constraints pop up in a wide range of scientific domains. In the extreme case of tree networks, we can find relevant examples in computer science [165, 60], theoretical physics [142, 14, 230], phylogenetic analysis [67] and cognitive science [112, 231]. Nonlocal constraints turns out to have a strong impact on dynamics [81], especially when the constraint is the absence of loops: relevant differences between looped networks and tree topologies have been already reported in several dynamical models [61, 86, 200]. Our findings suggest that the timescale of dynamical processes performed on networks changes when the underlying topology has some non-local constraint. A change in timescale can make a large difference in many dynamics. For example, in blackouts, the spreading of computer viruses or epidemics, the timescale is crucial for the chances of an effective reaction. Efficient file searching and traffic jams are related to the timescale of dynamical processes in networks with geometrical restrictions. The properties of most dynamical processes on looped network can be reasonably accounted for by heterogeneous MF theories, which rely only on information about the degree distribution and degree correlations. The non MF behavior observed in trees must thus be explained in terms of the non-local constrains imposed to this kind of graphs, which are hard to implement in theoretical approaches. In the following, we
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will try to gain some insight into this issue.



6.2



Random walks on trees



We consider random walks on general networks defined by a walker that, situated on a given vertex of degree k at time t, hops with probability 1/k to any of the k neighbors of that vertex at time t + 1. In [201] it was shown that the asymptotic occupation probability of a vertex i in any undirected network is proportional to the degree of the vertex, ki : ki . (6.1) Pi∞ = hki N According to the definition of the process, if a walker is in a vertex j, then the probability that, after t random jumps, it is in a vertex i is Pji(t) =



X



q1 ,q2 ,...,qt−1



Ajq1 Aq1 q2 Aqt−1 i ... . kj kq 1 kqt−1



(6.2)



By comparing this equation with the equivalent one for Pij (t), one obtains kj Pji = ki Pij ,



(6.3)



where we have used the condition of undirectedness of the network Aqi qj = Aqj qi (Sec. 1.2). The same equation holds for the asymptotic stationary probability Pi∞ = limt→∞ Pji (t), i.e. kj Pi∞ = ki Pj∞ . By summing both members over j one obtains Eq. (6.1). Several works have been devoted in the past to the study of random walks on complex networks, showing in general a good agreement between theory and simulations on looped networks, while differences were reported in tree networks in [200]. Here, we find that the random walk dynamics on trees experiences a general slowing down, as measured by the network coverage and the mean topological displacement (MTD) from the origin. As well, the degree spectrum of the mean first passage time (MFPT) is profoundly altered. We will show that this is due to the fact that the source-target distance is dominating in trees. In order to account for this feature, we will study the mean round trip time versus distance and find an analytic expression of its dependence on degree. These results provide important insights into diffusive processes taking place on top of tree networks [61, 86, 200]. We have measured the properties of random walks on growing SF trees created with the LPA algorithm for m = 1 (Sec. 3.2.4). The CM and UCM algorithms (Sec. 3.2.6 and Sec. 3.4) were used to model looped SF networks. For the sake of comparison, we have taken into account as well homogeneous, non SF networks. In the growing
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exponential network model (EM) algorithm [96], at each time step s a new vertex with m edges is added to the network, and it is connected to m randomly chosen other nodes. In the continuous degree approximation (i.e., considering the degree as a continuous variable and substituting sums by integrals), this models leads to networks with an exponential degree distribution, P (k) = e1−k/m /m. Again, homogeneous trees are generated by selecting m = 1. The random Cayley tree, on the other hand, is generated by adding m neighbors to a randomly selected leaf (i.e. a node whose degree is k = 1) at each time step s (m + 1 neighbors are added to the first node). The resulting tree contains only nodes with degree k = m + 1, and leaves.



6.2.1



Coverage



In order to study random walks on trees, we start by measuring a property of a random walk that quantifies the speed at which it explores its neighborhood in the network: the coverage S(t), defined as the average number of different vertices visited by a walker at time t. For looped networks, the coverage reaches after a short transient the functional form1 [238, 9] SL (t) ∼ t, in accordance with theoretical calculations for the Bethe lattice [144], and eventually saturates to SL (∞) = N, due to finite size effects. A scaling form for the coverage has been proposed [238] to be SL (t) = Nf (t/N), with f (x) ∼ x for x ≪ 1 and f (x) ∼ 1 for x ≫ 1. The origin of the scaling of the coverage with system size can be understood by means of a simple dynamic MF argument. Let us define ρk (t) as the probability that the random walker occupies a vertex of degree k. During the evolution of the random walk, this probability satisfies, in a general network with a correlation pattern given by the conditional probability P (k ′ |k) (Sec. 1.3.3), the MF equation (Sec. 4.2.2 and Sec. 5.6) X P (k ′|k) ∂ρk (t) (6.4) = −ρk (t) + k ρk′ (t). ∂t k′ ′ k



In the steady state, the solution of this equation, for any correlation pattern, is given by the normalized distribution k , (6.5) ρk (t) = hkiN equivalent to Eq. (6.1). Let us now define the coverage spectrum sk (t) as the fraction of vertices of degree k visited by the random walker at least once. Obviously, we have P that S(t) = N k P (k)sk (t). The spectrum sk (t) increases in time as the random walk arrives to vertices that have never been visited. Therefore, at a MF level, it fulfills the 1



In the present chapter, the subscripts L and T indicate looped and tree networks, respectively.
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kt / (N) Figure 6.1: Random Walk on looped networks: Coverage spectrum. Coverage spectrum sk (t) in looped complex networks as a function of kt/hkiN. Top: Curves concerning the same degree (k = 5) for CM networks of different sizes collapse perfectly (γ = 2.5 and m = 4). Bottom: curves for different degrees (k = 5 and k = 15) collapse well. rate equation



X P (k ′ |k) ∂sk (t) = k[1 − sk (t)] ρk′ (t). ∂t k′ ′



(6.6)



∂sk (t) k = [1 − sk (t)] , ∂t hkiN



(6.7)



k



Approximating ρk′ (t) by its steady-state value, we obtain the equation



whose solution, with the initial condition sk (0) = 0 is   kt . sk (t) = 1 − exp − hkiN



We therefore are lead to the general scaling expression   X SL (t) kt . =1− P (k) exp − N hkiN k



(6.8)



(6.9)



In the limit of kt/hkiN ≪ 1, we recover the homogeneous result SL (t) ∼ t. For SF networks, we obtain within the continuous degree approximation   Z ∞ kt SL (t) γ−1 −γ dk = 1 − (γ − 1)m k exp − N hkiN m   mt = 1(γ − 1)Eγ , (6.10) hkiN
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t/N Figure 6.2: Random Walk on looped networks: Coverage. Rescaled coverage for looped complex networks. We plot in full lines the analytical predictions Eqs. (6.10) and (6.11), corresponding to SF and EM networks. In order to the different curves, results for CM and EM are respectively multiplied and divided by a factor 10. where Eγ (z) is the exponential integral function [1]. For EM networks, on the other hand, we find   Z SL (t) e ∞ −k/m kt dk = 1− e exp − N m m hkiN e−mt/hkiN = 1− mt . 1 + hkiN



(6.11)



In Fig. 6.1, we can observe that the scaling predicted by Eq. (6.8) for the coverage spectrum sk (t) is very well satisfied in looped complex networks, independently of their homogeneous or SF nature, and in this last case, of the degree exponent and the presence or absence of correlations. In Fig. 6.2, on the other hand, we plot the total coverage S(t)/N, which can be fitted quite correctly by the analytical expressions Eqs. (6.10) and (6.11) for SF and EM networks. On tree networks, however, we find a different scenario. In Fig. 6.3 we can see that the coverage spectrum does not scale as predicted by our MF argument. While we do not have theoretical predictions for the correct scaling form, a numerical analysis of the total coverage, Fig. 6.5, shows that, at short times, it grows in trees as ST (t) ∼ t/ ln(t),
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preserving an approximate scaling form ST (t) = Nf







t ln(t)N







,



(6.12)



with a scaling function f (x) that depends slightly on degree exponent and correlations. This observation indicates the presence of a general slowing down mechanism in the random walk dynamics in trees: the dynamics turns out to be more recurrent and therefore it is more costly to find new vertices during the walk. It is easy to see that this situation will correspond to a walker deep in the leaves of a subtree that has otherwise completely explored. In order to find new vertices, the walker must first find the exit to the subtree. This difficulty in finding new vertices can be directly measured by the time lag ∆t between the discovery of two new vertices. In Fig. 6.4 we plot the probability distribution of time lags, P (∆t), computed for the discovery of the first 1% of the network, for looped and tree structures. We observe that, in looped networks, this distribution takes an exponential form, compatible with an almost constant time lag between the discovery of two new vertices. In tree networks, this distribution shows instead long tails, that can be fitted to a lognormal form, indicating that, in some events (i.e. when the walker is trapped in one leaf in a subtree) the discovery of a new vertex can take an unusually large time.



6.2.2



Mean topological displacement



¯ More acute signature of slowing down can be found in the analysis of the MTD d(t) of the walker from its origin at time t, defined as the shortest path length from the vertex of origin of the random walk, to the vertex it occupies at time t, averaged over different source vertices, and different random walk realizations. In other works, the mean square topological displacement d¯2 (t) [9, 116] was instead considered. In complex networks, and since the shortest path length is a positive definite quantity, both quantities yield the same scaling result 2 In looped networks, see Fig. 6.6, the MTD grows very quickly with time, and reaches ¯ ¯ due to finite size effects. In previous works a plateau at large times, d(∞) = hdi [116], the growth of the average distance (there measured instead as the mean square ¯ ∼ tα at early times in SF topological displacement) was found to be a power law, d(t) networks, with the exponent α depending on the average degree. In our simulations on looped networks generated with different algorithms, we do not find a clear signature for a power law behavior, which can only be approximately found in a tiny range of 2



Differences can however appear in networks with and underlying metric space, such as the WattsStrogatz network (Sec. 3.2.2), see [9].
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X k ′ P (k ′ ) k′



hki



dk,k′ .



(6.13)



A further average over all possibles sources, leads to an average distance of the walker, for any source vertex, given by ¯ = hdi



X k



¯k = P (k)hdi



X kP (k) k



hki



dk ,



(6.14)



P where dk = k′ P (k ′ )dk,k′ is the mean topological distance from any vertex to a given ¯ with system size can be easily predicted vertex of degree k [94]. The scaling of hdi



165



6.2. Random walks on trees



P(ln(∆t))



10 10



0



LPA γ=2.5 LPA γ=3.0 RC EM tree



-2 -4



10



-6



10



-8



P(∆t)



10 0 0 10 10



2



4 ln(∆t) 6



8



10



CM γ=2.5 UCM γ=3.0 EM



-2



-4



10



-6



10 0



5



10



15



∆t



20



Figure 6.4: Random Walk on trees: Distribution of lag times. Distribution of lag times in tree (top) and looped (bottom) networks can be fitted, respectively, by a log-normal (full lines) and an exponential (dashed line) distribution. Data refer to graphs of size N = 105 . assuming the expressions of dk in [94]   N dk ≃ A ln (SF networks) k (γ−1)/2 dk ≃ A ln N − Bk (exponential networks),



(6.15) (6.16)



which yield in both cases ¯ ≃ ln N. hdi



(6.17)



Turning to the numerical data for looped networks in Fig. 6.7, we observe that it is compatible with a scaling behavior of the form ¯ d¯L (t) = hdif







 t ¯ . hdi



(6.18)



This scaling indicates that, after a short characteristic time tc ∼ d ∼ ln N, the walker can freely explore the whole network. In trees, Fig. 6.8, on the other hand, we observe a much slower growth of the MTD at early times, which can be approximately fitted with the form d¯T (t) ∼ (ln t)α ,



(6.19)
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6.2.3



Mean first-passage time



More information about the dynamics of random walks can be extracted from the analysis of the MFPT [221] τ (i → j), defined as the average time that it takes to a random walker starting at vertex i to arrive for the first time to vertex j. In networks with no translation symmetry, the MFPT from a source i to a target j needs not be equal to the MFTP from source j to target i. Therefore, different reduced MFPTs can be considered. We can thus define the direct MFTP τ → (k) as the MFPT to a target vertex of degree k, starting from a randomly chosen source vertex, and the inverse
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and τ ← (k) =



1 X X τ (i → j) . N j Nk



(6.22)



i∈V(k)



Simple MF arguments predict the form of the MFPTs for random uncorrelated networks. In this case, the probability for the walker to arrive at a vertex i, in a hop following a randomly chosen edge, is given by q(i) = q(ki ) = ki /hkiN [195]. Therefore, the probability of arriving at vertex i for the first time after t hops is Pa (i; t) = [1 − q(i)]t−1 q(i). The direct MFTP to vertex i can thus be estimated as the average X hkiN . (6.23) τ → (ki ) = tPa (i; t) = k i t For the inverse MFPT, we notice that, in a random network, after the first hop, the walker loses completely the memory of its source degree, therefore we can approximate τ ← (k) =



X k



P (k)τ → (k) = hkihk −1iN.



(6.24)
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(6.25)



where C1 , C2 and C3 fitting parameters. The N ln N dependence can be directly observed by plotting τT→ (1) for different system sizes, as shown in Fig. 6.12. For
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(6.26)



see inset in Fig. 6.11. The scaling of τT→ (1) is checked in Fig. 6.12. With respect to the inverse MFTP, it is again constant, but now scales with system size as τT← (k) ∼ N ln N for all kinds of trees (inset in Fig. 6.12). The topological structure of the trees can explain why the MF behavior breaks down. While in looped networks the number of access paths to the target vertex is related to its degree, on the tree the path is unique, and is given by the one-dimensional set of links and nodes connecting the starting node to the target. In this case, the degree of the target is much less important from the point of view of the walker, since finding the target corresponds to finding a particular leaf (i.e. a k = 1 vertex) of the sub-tree the random walker is exploring. This observation suggests that while in looped networks the MFPT into a node is dominated by its degree (because the latter is related the multiplicity of the entry paths to the node), in trees the distance between the source and the target can be much more relevant. We therefore consider the MFPT as a function of the topological distance dij between the starting vertex i and the target j [22, 81]. Since the distance between two nodes is by definition a symmetric quantity, it seems natural to re-define the MFPT in terms
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(6.27)



i.e. the average time to go from i to j and back or vice-versa. It has been recently proved [81] that, for complex networks, the MRTT averaged for all vertices at the same distance scales as τ¯(d) ≃ NdDw −Db , (6.28) where Db is the box dimension of the network, and Dw its walk exponent [235]. For a particular scale-invariant network model [235] corresponding to a tree structure, the authors in [81] obtained a lineal scaling τ¯T (d) ≃ Nd, which indicates, according to their theory Dw −Db = 1. We have confirmed this linear form for SF, EM and Random Cayley trees, see Fig. 6.13, result that lead us to conjecture that, for any complex tree, Dw − Db = 1. We can use the result in Eq. (6.28) to gain insight on the behavior of the anomalous reduced MFPTs in tree networks. Considering an average over all vertices with the same degree, we have that τ¯(dkk′ ) = τ (k → k ′ ) + τ (k ′ → k). Averaging now over k ′ , we can consider the reduced MRTT X τ¯(k) = P (k ′ )[τ (k → k ′ ) + τ (k ′ → k)] = τ → (k) + τ ← (k), (6.29) k′
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Assuming the scaling of dk as given by Eqs. (6.15) and (6.16), we obtain   N τ¯T (k) ≃ NA ln k (γ−1)/2



(6.31)



for SF networks and τ¯T (k) ≃ N ln (A ln N − Bk)



(6.32)



for EM networks. The unknown constant in Eq. (6.31) can be reabsorbed in the the value of τ¯T (1), to obtain scaling form with system size for SF networks that reads   τ¯T (k) 1 N ∼ ln . (6.33) τ¯T (1) ln N k (γ−1)/2 In Fig. 6.14 we show that this scaling form is very well satisfied by the MRTT in SF trees, independently of the degree exponent and correlation patterns, at least for
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(6.34)



Writing τT← (k) ∼ CN ln N, from Eq. (6.31) we obtain, for SF networks, τT→ (k) ∼ (A − C)N ln N −



A(γ − 1) N ln k 2



(6.35)



while for homogeneous EM networks, we have τT→ (k) ∼ (A′ − C)N ln N − B ′ Nk, in agreement with the empirical fitting found in Eqs. (6.55) and (6.26).



(6.36)
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6.3



(6.37)



Reaction-diffusion dynamics on trees



In this section, we show that the effects of a tree topology on dynamics found in the case of the random walk are observed as well for other dynamics. In particular, we find that a fermionic diffusion-annihilation process on a SF tree experiences a slowing down, deviating from the general theoretical MF prediction for SF networks. The deviations involve not only the global density, but affect as well the shape of the density spectrum. In order to get some insight into this behavior, we focus on simpler dynamics, namely a diffusive trapping and a diffusive capture process. We find that both experience a slowing-down effect when performed on trees, i.e. their characteristic timescales increase in time. We show that this timescale shift can be used to interpret the slowing-down observed in the diffusion-annihilation process. From a practical point of view, one must stress an important aspect of the numerical study of dynamical processes on trees. In order to model SF trees one can use the BA
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Figure 6.14: Random Walk on trees: MRTT. Rescaled MRTT τ¯T (t) as a function of the source degree k and for randomly chosen targets in SF trees. Predictions of Eq. (6.33), i.e. N τ (k)/τ (1)−1) ∼ k (1−γ)/2 , are plotted as dashed lines. model, that is capable of generating uncorrelated trees [25]. However, the exponent of their degree distribution is fixed, γ = 3. Trees with different exponent can be generated by means of the LPA model, however, they display degree correlations impossible to disentangle for any γ < 3. Therefore, we must restrict ourselves to uncorrelated substrates, since in all the dynamics we have studied (except the random walk) we have found that correlations can give a contribution to the result that is not included in the theoretical analysis. Some tree models with variable γ < 3 have also been proposed in the past (see for example [166]); however, no checks were made for correlations, and therefore we will not consider them, since no theoretical MF predictions are available for the correlated case.



6.3.1



Slowing-down in diffusion-annihilation on trees



The behavior of the density of particles in a diffusion-annihilation process performed on a tree is represented in Fig. 6.15 and compared to the equivalent result obtained in a looped structure. The picture shows that the dynamics on a looped network asymptotically tends to the theoretically predicted diffusion-limited linear behavior (Sec. 4.2.4), as evidenced by the plateau observed in the inset for the BA network with m = 2. On the contrary, the dynamics on a tree is systematically slower. A direct fit
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Figure 6.15: Fermionic diffusion-annihilation process: Density of particles. Inverse density of surviving particles in a tree structured (m = 1) and looped (m = 2) BA networks with size N = 106 . The dashed line represents the linear trend. Inset: plot of the same quantity divided by t, in order to stress the sublinear asymptotic behavior of the dynamics on trees. of the curve to the power law form ρ(t) ∼ t−α yields the exponent αT ∼ 0.9,



(6.38)



which is incompatible with either the linear behavior predicted for finite networks or the transient infinite size behavior ρ(t)−1 ∼ t ln t expected for γ = 3, that would lead to an effective exponent α > 1 (Eq. (4.26)). We therefore conclude the that A + A → ∅ dynamics is slower in SF tree networks that in their looped counterparts with the same degree distribution. Further insight into the slowing down induced by a tree topology can be obtained by analyzing the particle density restricted to vertices of degree k. At the MF level, the quantity ρk (t) is given by Eq. (4.43), which implies that high degree nodes host a constant density while low degree nodes host a density of particles proportional to the degree [64]. Simulations confirm this picture for looped networks, as reported by the plots of the particle density at vertices of degree k for snapshots of the dynamics at different times t∗ , (Fig. 6.16), showing a degree density profile analogous to what happens in a pure random walk [201].
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Figure 6.16: Fermionic diffusion-annihilation process: Density spectra. Particle density at vertices of degree k at different time snapshots for the A + A → ∅ dynamics in BA networks of size N = 105 and m = 2 (looped) However, as it was first observed in [200], deviations from the theoretically predicted behavior appear in dynamics performed on trees, (Fig. 6.17). In this case, the local density ρk (t) tends in a much slower way to the asymptotic linear behavior, which is actually never observed in the allowed simulation times.



6.3.2



Diffusive trapping and capture processes



In order to gain an understanding on the behavior of the diffusion-annihilation process on SF trees, we consider two simpler related models: the diffusive trapping process, in which a chaser walker diffuses randomly until it finds another particle in a fixed target node, whereupon both particles annihilate, and the diffusive capture process [32] (also know as the lamb-and-lion problem [46, 221]), in which two walkers diffuse and annihilate when they meet. The logic under this comparison runs as follows. The diffusion-annihilation process is basically a system of random walkers that annihilate when they meet. At large times t and low densities (in the so-called diffusion limited regime) the walkers should perform a (almost) free random walk and do not feel the presence of each other. In this case, the rate of annihilation of particles should be related to the inverse average time that it takes to two random walkers to meet in the
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Figure 6.17: Fermionic diffusion-annihilation process: Density spectra. Particle density at vertices of degree k at different time snapshots for the A + A → ∅ dynamics in BA networks of size N = 105 and m = 1 (tree). same vertex. Thus, we can hope to understand the complex dynamics of diffusionannihilation in trees by analyzing the behavior of these two simpler processes. We will focus in the case of a single target and single chasing particles. The results can be easily generalized to many chasing particles (many lions) [221]. Both trapping and capture processes can be studied within the theoretical framework of renewal theory [82]. In this formalism, the basic quantity describing the processes is the survival probability, defined as the probability that a walker survives up to time t in a walk to a target site that can be considered as fixed (trapping process) or also diffusing (capture process). In the context of complex networks [166], the degree heterogeneity imposes as usual the necessity to resolve the survival probability according to the degree of the target vertex (Chap. 2). Therefore, we define the restricted survival probability Sk (t) as the probability that a walker survives up to time t in a walk to a target site of degree k. This quantity is related to the probability density Pk (t) for the walker to reach a target site of degree k exactly at time t (the target finding probability) by the equations Z ∞ dS(t) . (6.39) Sk (t) = Pk (t′ )dt′ ⇔ Pk (t) = − dt t The rate at which the walker finds its target is measured by the hazard rate hk (t),
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defined such that hk (t)dt is the probability that the walker finds the target for the first time in the time interval [t, t + dt]. It is easy to see that Pk (t) = Sk (t)hk (t),



(6.40)



i.e. the probability of finding the vertex k equals the probability of not finding it up to time t, times the probability of finding it for the first time at time t. Therefore hk (t) =



Pk (t) d ln Sk (t) =− , Sk (t) dt



(6.41)



expressing Pk (t) in terms of Sk (t) by means of Eq. (6.39). The hazard rate can be generalized, considering the probability density that the target vertex is found at time t + τ , after a waiting time t, i.e. provided that it has not been found at any previous time t′ ≤ t. This can be expressed in terms of the conditional probability pk (τ |t), defined such pk (τ |t)dτ is the probability that the walker finds the target at time [t + τ, t + τ + dτ ], not having found it at any time t′ < t. Analogously to Eq. (6.40), we have now pk (τ |t) =



Pk (t + τ ) . Sk (t)



(6.42)



The time scale of the process can be defined as a generalized mean first-passage time to the target of degree k, conditioned to not having found it at times t′ < t, namely Z ∞ Z ∞ 1 dS(y) ′ ′ ′ ′ τk (t) = dτ ′ (6.43) τ p(τ |t)dτ = − τ S(t) dy τ ′ +t 0 0



where we have use Eq. (6.39) and (6.42). The quantity τk (t) can be thus be interpreted as a measure of the slowing-down of the trapping or capture process, giving the average excess time to find the target, after a waiting time during which capture or trapping has not taken place. If hk (t) and τk (t) are independent of t, it means that the process has reached a steady state state, in which the capture or trapping is independent of the previous history of the process. It is easy to see that the condition for the hazard rate to be constant, namely dhk (t) = 0, (6.44) dt implies, from Eq. (6.41), d ln Sk (t) = const, (6.45) dt which translates in an exponential form for the survival probability [82], −( σt )β



Sk (t) = e



k



,



(6.46)
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with β = 1. By substituting this functional form into the definitions of hk (t) and τk (t), we obtain 1 1 hk (t) = = , (6.47) τk (t) σk both quantities being constant and depending only on the time scale σk of the survival probability. In a general situation, the quantities hk (t) and τk (t) will depend on the time t. In this case we can assume that the survival probability is given by a stretched exponential, that is, by Eq. (6.46) with β 6= 1. For this analytic form, by substituting it in Eq. (6.41), one finds for the hazard rate  β−1 t β (6.48) hk (t) = σk σk while ( σt )β



τk (t) = σk e



k



"



1 Γ 1+ , β







t σk



β #



− t,



(6.49)



where Γ[x, y] is the incomplete Gamma function [1]. For large times, using the asympz→∞ totic expansion Γ[a, z] ∼ e−z z a−1 [1], this last expression reduces to σk τk (t) ∼ β







t σk



1−β



.



(6.50)



This result confirms the relation, obtained exactly for a exponential survival probability, τk (t) ∼



1 , hk (t)



(6.51)



which now becomes asymptotically valid in the general case. Now, we consider the behavior of diffusive trapping on SF networks with tree and looped structure. We generate the substrate network and select at random an origin site and a fixed target site (the latter with fixed degree k). We place the chaser walker in the origin and we let the random walk evolve until the target site is reached. We then measure the survival probability Sk (t), averaging over different origin and target vertices with fixed degree k, and different network realizations. From this data, we can estimate the value of the exponent β and the time scale σk . Our numerical results show that, for looped networks, the survival probability decays as a pure exponential, i.e. βL = 1.0, independently of the degree exponent γ. For tree BA networks, a stretched exponential is instead recovered, with an exponent βT ≃ 0.9. The parameter σk in Eq. (6.46), on the other hand, reveals an overall size dependence of the form σk ∼ ck N λ , (6.52)



181



6.3. Reaction-diffusion dynamics on trees



1



10



0



(-logSk(t))



(1/β)



10



-1



10



-2



10



-3



BA m=1, β=0.9, λ=1.1 BA m=2, β=1.0, λ=1.0 UCM, γ=2.5, β=1.0, λ=1.0



10



-4



10



-4



10



-3



10



-2



10



-1



10



0



10



λ



1



10



2



10



t/N



Figure 6.18: Diffusive trapping process: Survival probability. Data collapse of the survival probability Sk (τ ) for the diffusive trapping process in looped and tree BA networks. Data for k = 3. Analogous results are obtained for larger k values. Network sizes ranging from N = 100 to N = 10000. where ck depends only on the degree value. For tree BA networks we find λT ≃ 1.1, while for looped networks λL ≃ 1.0, independently of γ. A summary of results is presented in Table 6.1. The fact that βT < βL implies that the survival probability decays slower on a tree than on a looped network, allowing for longer searches until the target in found. In the same sense, the characteristic time σk of the search is larger for trees, scaling superlinealy with the network size. These results suggest that the survival probability must scale with the network size as Sk (t) ∼ e−(t/ck N



λ )β



,



(6.53)



which implies that a plot of [− ln Sk (t)]1/β as a function of t/N λ should collapse for different networks sizes. This rescaling in checked in Fig. 6.18, for both looped and tree BA networks, using the exponents reported in Table 6.1. We have numerically estimated the function τk (t) in looped and tree BA networks for different target degrees and network sizes. This study of this easy measurable function provides an intuitive interpretation for the behavior of the dynamics in different substrates, allows to double-check the obtained values of λ and β and to extrapolate the results to the hazard rate by means of Eq. 6.51. Fig. 6.19(upper plots) shows that,
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in looped networks (right), τk (t) is practically independent of t, confirming the value βL = 1.0. In tree BA networks (left), on the other hand, we observe that, for fixed target degree the hazard rate decreases and the excess capture time increases with t, in a way compatible with the value βT ≃ 0.9, and that indicates that the rate of trapping decreases with time, being always more difficult to find the target when more time has passed without finding it. In trees, no large differences are observed with respect to the same quantity averaged over different target degree values. On the contrary, special attention should be drawn on the excess capture time averaged over all degrees for looped networks (Fig. 6.19, upper left plot, continuous line corresponding to BA with m = 2): one can appreciate a slight increase of this function in time. This is a spurious effect associated with the accumulation of different degrees, which disappears by fixing the degree of the target node. We have additionally checked the scaling forms in Eqs. (6.47)and (6.49) by performing the corresponding data collapse plot, Fig. 6.19(lower plots). The data collapse confirms the predicted scaling, and shows additionally that the collapse graphs are practically independent of the degree k. This observation indicates that the prefactor ck in Eq. (6.52) is practically constant: this fact will be used to validate some approximation made in Sec. 6.3.3. We focus now in the more interesting diffusive capture process. Here, instead of searching for a static target site, the chaser random walker searches another random walker. In other words, we exchange the fixed target with a diffusing one. Some care must be taken when performing simulations of this process. In practice, we generate the substrate network and select at random two origin sites. We seed the walkers in the origins and let the dynamics evolve with sequential update. At every simulation step i: we choose a walker; we randomly choose a neighbor of the node where the walker is; if the neighbor is occupied, we annihilate the two walkers and the dynamics stops; if the neighbor is empty, the walker diffuses into it; the time increases like t(i + 1) = t(i) + 1/2. Then we repeat the dynamics for the other walker. Thus, in a unitary timestep (i.e. during the simulation steps necessary to move from t to t + 1), each of the two particles makes one diffusion step. Sequential update allows to consider all initial conditions when performing simulations on trees. On the contrary, with a parallel dynamics scheme on a tree, the only initial conditions that allow for an eventual capture are those where particles are on nodes separated by an even distance [166]. The plots resulting from the simulations are quite similar to those derived in the case od the diffusive trapping process, therefore we don’t present them and report directly the results. The analysis of the survival probability indicates again a form as in Eq. (6.46), with
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Figure 6.19: Diffusive trapping process: Excess capture time. Excess capture time for diffusive trapping in tree and looped BA networks. Upper panel: Raw data for k = 3 (dashed line), k = 5 (dotted line) and averaged over k (continuous line). Network sizes N = 10000. Lower panel: Data collapse according to the scaling forms in Eqs. (6.47) and (6.49). System sizes ranging from from N = 100 to N = 10000.



βL = 1.0, independent of the degree exponent for looped networks (pure exponential decay) [166]. The time scale σk scales again as in Eq. (6.52), but the exponent λ depends now on the degree exponent, see Table 6.1. On tree BA networks, on the other hand, the survival probability is compatible with an stretched exponential with βT ≃ 0.9 at large times, with a time scale exponent λT ≃ 1.1. dependence can be expected when γ = 3. Once again, the fact that βT < βL and λL < λT implies that on trees the particles survive longer than in looped networks. Finally, we perform the corresponding analysis of the excess capture time for diffusive capture. We recover the scaling forms given in Eqs. (6.47) and (6.49), with the exponents quoted in Table 6.1.
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Table 6.1: Summary of exponents β and λ for the diffusive trapping and diffusive capture processes on tree BA and looped networks. In this last case, results for different γ values are reported. In the last column (values of λ for the diffusive capture process in looped BA networks), the theoretical values are reported in parenthesis (Eq. (6.67)), for comparison.



γ 2.5 2.6 2.7 2.8 2.9 3.0



6.3.3



DIFFUSIVE TRAPPING TREE LOOP. β λ β λ − − 1.0 1.0 − − 1.0 1.0 − − 1.0 1.0 − − 1.0 1.0 − − 1.0 1.0 0.9 1.1 1.0 1.0



DIFFUSIVE CAPTURE TREE LOOP. β λ β λ − − 1.0 0.77(0.75) − − 1.0 0.80(0.80) − − 1.0 0.78(0.85) − − 1.0 0.81(0.90) − − 1.0 0.83(0.95) 0.9 1.1 1.0 0.85(1.00)



Relation with the diffusion-annihilation process



We are now in position to relate the previous results with the diffusion-annihilation process. In the long time, low density regime, we can approximately picture the process as a set of independent random walkers that annihilate when they meet on the same vertex. An annihilation event taking place at time t will thus correspond to two random walkers that have fallen onto the same vertex. Neglecting the correlations between the individual random walks performed by the particles, this situation corresponds to a diffusive capture process of two particles (one lion and one lamb), which takes place at an overall rate h(t). Since there are of the order n(t)2 pairs of particles at time t, where n(t) is the number of surviving particles at that time, we have that, in the asymptotic regime, the total number of particles can be described by the approximate MF equation dn(t) ≃ −2h(t)n(t)2 . (6.54) dt Since the density of particles is given by ρ(t) = n(t)/N, we thus have dρ(t) ≃ −2Nh(t)ρ(t)2 . dt



(6.55)



Here, the rate h(t) will correspond to the averaged hazard rate, h(t) = −



d ln S(t) , dt



(6.56)
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where S(t) is the the global survival probability for one chaser and one target particle. Eq. (6.55) can be also obtained by a slightly different argument. An annihilation event at time t corresponds to one particle that has met with one of the other n(t) − 1 random walkers. Therefore, we can picture it as diffusive-capture process with one lamb and n(t) − 1 lions. Since all n(t) can be considered equally as lambs, now the reaction rate ruling the evolution of the particle density can be written as dn(t) ≃ −2hn(t)−1 (t)n(t), dt



(6.57)



where hn (t) is the hazard rate for n lions and one lamb. In high dimensions, at the MF level, we have that the survival probability Sn (t) for n lions scales as [221] Sn (t) ∼ [S(t)]n .



(6.58)



and for the hazard rate hn (t) = −



d ln[S(t)]n d ln Sn (t) ∼− = nh(t). dt dt



(6.59)



Assuming that this is also correct for complex networks, we obtain that for not too small n(t), Eq. (6.57) provides the same result as Eq. (6.54). In order to find the explicit time dependence of the density from Eq. (6.55), we have to plug into the equation the global reaction rate h(t), that is given as the convolution of the partial reaction rates hk (t), each one referring to one specific degree class k. To do so, we consider the survival probabilities restricted to vertices of degree k. Since the target (the lamb) performs a random walk, in the steady state it will be in a vertex of degree class k with probability kP (k)/hki [201]. Therefore, we have that S(t) =



X kP (k) k



hki



Sk (t) =



X kP (k) k



hki



−( σt )β



e



k



,



(6.60)



where we have assumed the general form for the survival probability in Eq. (6.46). This convolution can be difficult to perform, depending on the particular k dependence of σk . Guided by the numerical results in the previous section, we will suppose that this dependence is negligible and substitute σk with σ constant, namely, we will assume t β



S(t) = e−( σ ) .



(6.61)



With this assumption, and using the general form at large times of the hazard rate in Eq. (6.48), we are led to the rate equation for the density 2βN dρ(t) ≃ − β tβ−1 ρ(t)2 , dt σ



(6.62)
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whose solution is



1 2N ≃ β tβ . ρ(t) σ



(6.63)



From this expression we conclude that, for a exponential survival probability (β = 1), the particle density in the diffusion limited regime should decay as ρ(t) ∼ t−1 , while for a stretched exponential form (with β < 1) a slower power-law decay ρ(t) ∼ t−β should be observed. These expressions correspond precisely to the behavior of the particle density in looped and tree networks, respectively. Additionally, we note that, from the MF solution, Eq. (4.26). a size dependent prefactor in ρ(t) is expected in this diffusion-limited regime. Our result Eq. (6.63) can also account for this prefactor, provided that the parameter σ depends on the network size. The numerical results obtained above allow to rationalize the observation made for the diffusion annihilation process on tree and looped structures made in Sec. 6.3.1. First of all, from the analysis in Sec. 6.3.3, we expect 1 ∼ tβ , ρ(t)



(6.64)



with β the stretched exponential exponent in the survival probability in the diffusive capture process. This prediction is in very good agreement with the numerical results βL = 1.0 and βT ≃ 0.9 in looped and tree networks, respectively. On the other hand, for a time scale σ depending on N as in Eq. (6.52), Eq. (6.63) predicts a size dependent prefactor in the density, scaling as 1 ∼ N 1−λβ tβ . ρ(t)



(6.65)



This size prefactor is already present in the diffusion limited MF solution, Eq. 4.26. Comparing both expression, we have N (3−γ)/2 ∼ N 1−λβ ,



(6.66)



which yields a MF prediction for λ, λM F =



γ−1 , 2β



(6.67)



which represent a cross-check of the validity of our results. In Table 6.1 we check that value of λM F in looped networks with different γ values is in quite good agreement with the direct measurement λL , at least for not too large γ values. In particular, for γ = 3 we expect Eq. (6.67) to fail, due to logarithmic corrections. We remark that the arguments developed until now represent the only known pathway to connect RD processes to diffusive processes on complex networks. In lattices,
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the diffusion-annihilation process is connected to the random walk by the relation ρ(t) ∼



1 S(t)



(6.68)



where S(t) stands for the coverage of the lattice, i.e. the number of different sites visited at time t. This relation is based on the consideration that a walker that has survived until time t must have explored S(t) sites without meeting any other walker (otherwise it would have annihilated). Therefore, an estimate of the density of walkers is 1/S(t). This simple relation, however, does not hold in networks, probably due to the non-euclidean nature of the space where the walkers move.
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Non-local constraints imposed to a network structure, like the absence of loops, result in a timescale shift of the dynamics that develop on top of them. We show that this phenomenon already appears when one considers a purely diffusive dynamics (Sec. 6.2). Standard random walk measures, like network coverage (Sec. 6.2.1) and mean topological displacement from the origin (Sec. 6.2.2), reveal the presence of a slowing-down of diffusion on trees with respect to looped networks. Moreover, the degree spectrum of the mean-first passage time is profoundly altered: a logarithmic dependence of the first passage time properties is observed in SF trees (in contrast with the inverse dependence found in looped networks), that imply that large degree vertices are more difficult to find than in the looped case (Sec. 6.2.3). Important differences are found as well when the dynamics performed on a tree is a RD process (Sec. 6.3). For example, the fermionic diffusion-annihilation process experiences a global slowing down and, moreover, its density spectrum is modified with respect to the theoretically predicted one (Sec. 6.3.1). We pursue an insight in this anomalous behavior by studying simpler dynamical processes, namely the diffusive trapping and the diffusive capture process (Sec. 6.3.2). Interestingly, in both cases we find the signature of a slowing-down effect, when the underlying topology is a tree. That is, the mean trapping and capture times increase in function of the time passed without finding the target (trap or companion particle). In other words, the more time passes without reaching the target, the more time will be necessary to reach it. This opposes to the behavior observed in looped networks, where the timescale does not vary in time. The diffusive capture process can be seen as the basic ingredient of the fermionic diffusion-annihilation process (Sec. 6.3.3). Thus, the slowing-down in the RD processes can be interpreted as the result of the slowing-down in its building block. Possibly, this
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result could be further extended to a whole set of dynamics related to the diffusive capture process, including multispecies diffusion-annihilation, branching, trapping, target decay, and others.



Conclusions The results presented in the previous chapters clearly show that, in order to understand dynamics that develop on complex networks, it is essential to take into account the topological features of the networked substrates. This explains why, before entering in the analysis of particular dynamical processes, we have tackled the problem of which network model is more suitable for such a study. With this aim, we have reviewed the most important network models proposed until now, concentrating especially on the SM. This network has been used as a substrate for quite a few dynamical processes, because of its great flexibility in generating SF networks with the desired degree distribution. However, the model lacked a full description (neither analytic nor numerical) of its main topological features. We have carried out the analytic solution of the SM, revealing the presence of degree correlations inextricably entangled to the parameters of the model: one can see that by imposing a certain heterogeneity in degree, one is inevitably introducing some level of correlations as well. This implies a problem in the use of the SM as a substrate for the study of dynamical processes. Indeed, when using this model, it is impossible to disentangle the respective effects of scale-invariance and correlations. Moreover, the analytic solutions of many dynamical processes taking place on top of complex networks are usually available only in the limit of absence of correlations and cannot be directly extrapolated to the correlated case. In general, one can see that all the models that are customarily used as substrates for dynamics have a minimum level of correlations built-in in their definitions. Such correlations are the result of the interplay between the scale-invariant nature of the network and the physical condition of absence of self and multiple links. This is customarily assumed in network theory because it is a feature of many real-world networks and, moreover, because it allows a non-ambiguous definition of dynamical processes. SF networks host high-degree super-connectors with finite probability, because of the functional form of their degree distribution. In this case, the absence of self-and multiple links can be fulfilled only at the price of introducing some correlations in the network to avoid self and multiple connections between hubs. In order to overcome this problem, we have proposed the UCM. This network 189



paradigm allows maximal freedom in the manipulation of the degree distribution and still avoids all correlations. While keeping the degree distribution SF, the size of the super-connectors is maintained below a maximum limit that allows fulfilling the absence of self and multiple links, without introducing extra-correlations. Thus, the UCM provides the ideal substrate for the study of the effects of scale-invariance on dynamical systems developing in complex networks. After tackling the problem of how to model networked structures, we have faced the issue of how to represent dynamics. To this aim, we have used the theory of RD processes, a general framework that encompasses a wide class of dynamics. These processes have been widely studied by means of the homogeneous MF theory and through RG techniques, capable of describing the behavior of many of these dynamics when they are performed on lattices. Previous studies have set the guidelines for analyzing their behavior in networks, by means of the heterogeneous MF theory, that explicitly takes into account the heterogeneity of degree of networks. We have extended and validated this approach to general classes of RD processes. First of all, we have applied it to dynamical processes constrained by an exclusion principle, i.e. in which particles display a fermionic behavior. Including an exclusion principle has a series of implications for the dynamics and their study. Within this framework, diffusion and reaction become coupled. Particles perform random jumps between adjacent vertices, but it is forbidden for them to land on an already occupied vertex. In order to include this and other constraints, fermionic RD processes have to be defined and studied in a case by case setting, considering each dynamics on its own. We have performed this study on the diffusion-annihilation process and on the BARW, representing respectively the class of decay processes (yielding a particle density monotonously decaying in time) and that of steady-state processes (exhibiting one or more steady states, with possibly associated phase transitions between different steady states). In all cases, we have found important differences between the dynamics in SF networks and lattices (both below the critical dimension and at MF). In particular, the time evolution of the decay process on a complex network becomes even faster than the homogeneous MF solution, while in the steady state process the phase boundary becomes steeper. The spatial patterns (depletion and segregation) found in diffusion-annihilation processes on lattices disappear in networks, as a result of the heterogeneity of the degree. Another general finding is the important role of finite size effects in dynamics on networks, that rapidly brings the processes towards a low density, diffusion-limited regime where the behavior of the dynamics is similar to that described by the homogeneous MF solution. We have analyzed as well the degree resolution of the dynamical quantities involved in the process. Degree spectra often reveal 190



deep insights into the mechanism involved in the dynamics. For example, in the case of the diffusion-annihilation process, the density spectrum reveals a hierarchical behavior of the dynamics (density decline starts from lower degree nodes, sequentially involving higher and higher degree classes) and provides a clear signature of the transition to the diffusion-limited regime, where the density spectrum is the same as in a random walk. A more general approach to the study of RD dynamics in complex networks is possible, if we relax the exclusion principle and allow for multiple occupation of a single vertex, i.e. if we consider particles with a bosonic behavior. In this framework, reaction and diffusion are decoupled: reactions take place inside the vertices and the interaction between vertices is mediated exclusively by diffusion. We have developed in depth general theoretical and numerical formalisms for bosonic one-species processes, but they can be easily generalized to many species systems. Within this framework, the division between steady state and decay processes emerges spontaneously: nontrivial steady states appear in one-species dynamics only when reactions with creation of particles from a single particle are allowed. Moreover, the critical threshold becomes topology independent (coinciding with the homogeneous MF result) in the limit of reactions including only one species. Once again, we find both in steady-state and in decay processes important deviations from the results found for lattices below the critical dimension and from the homogeneous MF theory. The bosonic point of view allows to shed a different light on the value γ = 3 usually associated to a frontier between regular (γ > 3) and complex (γ < 3) behavior for dynamical systems on SF networks. We have seen that the value γ = 3 emerges simply from considering dynamical processes involving at most two-particle interactions. For general interactions, one would expect instead to obtain unusual results for γ < qm +1, where qm is the lowest order of reaction (larger than 1). When possible, we have compared the results with the fermionic version of the same problems. Beyond the obvious difference concerning the fact that the average density is bounded in fermionic processes while it is not in their bosonic version, both bosonic and fermionic MF formalisms render equivalent results for the density of particles. However, the fine details of the dynamics, as described by the functional form of the density spectra, are different. In the bosonic scheme, hubs become relatively less and less populated as more many-particle reactions are present, provided the average density is sufficiently high. On the other hand, in the very low density regime the dynamics becomes diffusion-limited, displaying a behavior that coincides with the homogeneous MF result, with a network size correction. As found in fermionic processes, this behavior is dominant in any finite networks, confirming the importance of finite size effects in dynamics on SF networks. 191



After having studied the effect of a general SF topology on dynamics, we have focused on the case in which non-local constraints are applied to the global structure of the network, like the possibility to embed the network into a two-dimensional space without link crossing (planarity) or the absence of loops (tree structure). Some of these properties may arise in real networks that are embedded in geographical space or as a result of some intrinsic properties. The constraints imposed to the topology influence the dynamics performed on top of it. In particular, we find that processes developing on trees experience a significant slowing-down. This effect appears already when the process is pure diffusion and it is evident in a set of standard random walk measures. Reaction-diffusion processes experience this slowing-down effect as well, as shown by the behavior of fermionic diffusion-annihilation processes. When performed on trees, this dynamical process deviates from the theoretical results previously found, both in the behavior of the density and of the density spectrum. We obtain an insight in this timescale shift by analyzing two simpler dynamics, the diffusive trapping and the diffusive capture processes: in both, a slowing-down effect sets on when the dynamics is performed on trees. We show that the diffusive capture process can be seen as the building block of the diffusion-annihilation process. Therefore, the observed slowing-down effect is likely to explain the deviations from theory observed in diffusion-annihilation processes on trees. Several research directions are open to exploration in the study of dynamical processes on complex networks. Here, we have focused on understanding the effects of pure scale-invariance on dynamics. The natural development of this work is to analyze the role of other topological features. The effects of degree correlations (both two-points and higher level ones) should be analyzed in detail, but several other features could play a role: for example, the modular or community structure of networks is likely to play a crucial role in dynamical processes, by offering to dynamics an extremely diversified substrate. A detailed study of the effects of planarity could be relevant as well for several applications. Understanding the relative importance of different topological features is crucial to interpret which network features are determinant in shaping the dynamics that take place on them. An interesting line of research is reversing this logic, and using dynamics to understand networks. This has been already done in the context of the sampling of real world network. However, a deep knowledge of the interaction between topology and dynamics could lead to infer network structures that are extremely difficult to measure by analyzing the outcome of dynamics performed on them. The results obtained in this work are usually valid in the limit of sufficiently large networks. A relevant issue to tackle is that of dynamics in small networks: these is extremely important in processes that involve small groups of individuals, living be192



ings, molecules or machines. The knowledge acquired in the study of simple processes, like those analyzed in this thesis, should be the basis for understanding more complex systems. Appropriate models of realistic dynamics are characterized by complex, multiagent rules. The methods presented in this thesis allow one to study extensively more complex, multiparticle fermionic and bosonic systems. Efforts should be made to analyze these systems, in order to bring theoretical results as close as possible to real-world data on dynamical processes. In this line, the past and ongoing studies on epidemic spreading are a clear example to follow. The number and variety of real-world applications are enormous: making certain real-world dynamics at least partially predictable would have remarkable social benefits. In this line, it is crucial to consider the case in which the timescales of the evolutions of processes and substrates become comparable. Capturing and modeling the ways in which topology and dynamics get coupled and coevolve in a mutual influence feedback is crucial to understand several real world processes. The results presented throughout the thesis reproduce in the language of analytical and numerical models the surprising phenomena observed in real-world dynamics developing in networked environments: domino-effects, long range correlations between apparently unrelated elements, local fluctuations generating global effects, high efficiency in communication, etc. Some of these features seem striking and unpredictable. However, they emerge spontaneously when one properly considers the topological pattern of the substrate that support the dynamics. In order to understand the processes that take place in a connected world, it is crucial to take into account the architecture of its connections.
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