









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













ELSEVIER



Journal of Statistical Planning and Inference 55 (1996) 235 248



journal of statistical planning and inference



E-optimal incomplete block designs with two distinct block sizes Nizam



Uddin *



Department of Mathematics, Tennessee Technological University, Cookeville, TN 38505, USA Received 25 January 1993; revised 17 August 1995



Abstract



Sufficient conditions are derived for the determination of E-optimal designs in the class D(v, bl,b2,kl,k2) of incomplete block designs for v treatments in bl blocks of size kl each and b2 blocks of size k2 each. Some constructions for E-optimal designs that satisfy the sufficient conditions obtained here are given. In particular, it is shown that E-optimal designs in D(v, bl,b:,k~,k2) can be constructed by augmenting b2 blocks, with k2 - k l extra plots each, of a BIBD(v, b bl + b2, kl,)o) and GDD(v, b =- bl + b2,kl, 21,22). It is also shown that equireplicate E-optimal designs in D(v, bl, b2, kl, k2) can be constructed by combining disjoint blocks of BIBD(v, b, kl, 2) and GDD(v, b, k~,,~,)~2) into larger blocks. As applications of the construction techniques, several infinite series of E-optimal designs with small block sizes differing by at most two are given. Lower bounds for the A-efficiency are derived and it is found that A-efficiency exceeds 99% for v>~ 10, and at least 97.5% for 5~


A MS classifications: Primary 62K05; secondary 62K10 Keywords: A-efficiency; Balanced incomplete block design (B1BD); Binary design; Connected design; Eigenroot; E-optimal design; Group divisible designs; Incidence matrix; Information matrix



I. Introduction



A block design is defined as an arrangement o f v treatments in b groups or blocks comprising a total o f n experimental units. Although a common formulation is to take equal block size and equal replication o f treatments, this is not the case always in practice. There are situations where experimental material cannot (or need not) be divided into blocks with equal number o f experimental units, the number o f experimental units may not be divisible by the total number o f treatments, the numbers of blocks as well as the block sizes may not be at the choice o f the experimenter, etc. For example, it may be necessary to use family sizes as blocks in a psychological experiment; in * E-mail: [email protected]; fax: 615-372-6172. 0378-3758/96/$15.00 (~) 1996 Elsevier Science B.V. All rights reserved SSDI 0 3 7 8 - 3 7 5 8 ( 9 5 ) 0 0 1 9 3 - X



236



N. Uddin/Journal of Statistical Planniny and Inference 55 (1996) 235-248



an animal experiment, the blocks are often the litters of animals; in an educational experiment, the class sizes may be used as blocks; in an industrial experiment, batches (blocks) of test material vary in size and on and on. For many other areas of applications of block designs with unequal block sizes, see Tocher (1952), Pearce (1964), Patterson and Thompson (1971), Hedayat and Federer (1974), Patterson and Williams (1976), and Gupta and Jones (1983). It is the optimality and construction of these types of designs that will be considered in this paper. For a given design d, the allocation of treatments to experimental units is usually expressed by a v x b incidence matrix Na = (ndij), where the (i,j)th element, ndij, of the matrix Nd gives the number of times treatment i occurs in block j. The ith row sum of A~ is the replication count of treatment i and is denoted by rai, i = 1 , . . . , v . The jth column sum of Na is kj, the jth block size, j = 1. . . . . b. For the analysis, we assume the fixed effects, linear additive model which specifies that the expectation of an observation on treatment i in block j is equal to the corresponding treatment effect plus block effect, and that the observations are uncorrelated with constant variance tr2. Then the coefficient matrix of the reduced normal equations for the estimation of treatment effects using the design d is Ca = r 6 - N a ( k 6 ) - l Nj.



Here Nff is the transpose of Nd, r 6 and k 6 are, respectively, the diagonal matrices of treatment replications and block sizes. The matrix Ca, for any connected design d, is symmetric, has a zero eigenroot, and v - 1 nonzero eigenroots. We shall let ,//dl ~ ' ' " ~ , / 2 d ( v - - l ) denote the nonzero eigenroots of Ca. Then a design d is called ~poptimal over a class D of competing designs if it minimizes (~z~-~a ~ffiiP) lip o v e r d E D. For p = oo this becomes maximization of/~al and the corresponding optimal design is said to be E-optimal. q~-optimal designs are well known as A-optimal designs. This paper is devoted primarily to E-optimal designs. The determination and construction of E-optimal designs have been considered by Lee and Jacroux (1987a-c), Brzeskwiniewicz (1989), and Gupta and Singh (1990) within various classes of incomplete block designs with unequal specified block sizes. Dey and Das (1989), Gupta and Singh (1989), and Uddin and Morgan (1992) give E-optimal designs within some other classes where only the largest block size is assumed fixed. The assumption of specified block sizes is justified in the sense that the experimenter would anyway fix all block sizes prior to the allocation of treatments to units. However, the homoscedastic error assumption in the least-squares analysis may not be tenable if the block sizes differ widely. With this in mind, we start with the class of competing designs having two distinct block sizes only, and we shall let D = D(v, b l , b z , k l , k 2 ) denote the class of all connected incomplete block designs having v treatments arranged in bl blocks of size kl each and b2 blocks of size k2 each, kl < k2 < v; replications of all treatments are free to vary subject to Fdl +Fd2 + ' ' " +Fdv = b~k~ +b2k2. Also, we shall use [x] to denote the greatest integer not exceeding x, and write r = [(blkl + bzk2)/v]. The determination and construction problems for E-optimal designs are addressed in Sections 2 and 3, respectively.
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Section 4 deals with the A-efficiency of E-optimal designs of Section 3. Note that the sufficient conditions derived below in Section 2 also hold for kl = k2.



2. Determination of E-optimal designs In this section, sufficient conditions are derived for the determination of E-optimal designs within the class D(v, bl,bz,kl,k2). For a design d in the class D(v, bl,b2,kl,k2), let Cdii be the ith diagonal element of Cd. Then it is well known that Flal 



U



min{cdll,cd22 . . . . . ca,,,;}.



(1)



t;--1



Without loss of generality, we assume throughout fdl = min{rdl,rdz,...,ra~}. Note that there may be vl, 1 ~


bl+b2 n21j ral(k2 - 1)



r(k2 - 1) ,



where the equality holds if r ~b2 and treatment 1 appears binarily only in blocks of size k2. This implies that ~< vr(k2 -~2), Vd E D(v, bl,b2,kl,k2 ). Hence if there exists a design d* in D(v, bl,bz,kl,k2) for which the smallest nonzero eigenroot is vr(k2 - 1) rid* 1



-



-



(V - - 1 ) k 2



'



then d* is E-optimal in D(v, bl,b2,kl,k2). In fact, d* is shown to be E-optimal within a larger class of designs; see Dey and Das (1989), Gupta and Singh (1989), and Uddin and Morgan (1992). The design d* must have all its minimally replicated treatments appeared binarily (i.e. a treatment appears at most once in a block) only in blocks of size k2; see condition (1) in Section 2 of Uddin and Morgan (1992) and compare. Obviously, this requirement cannot be fulfilled if (a) the number of minimally replicated treatments is greater than b2k2, and/or (b) r > b2. This section is devoted to the characterization of E-optimal designs in the above situations.



Theorem 2.1. Let D(v, bl,b2,kl,k2) be a class o[" designs such that (i) blkl + b2k2 r v + x , O b2k2. I f there exists a design d* E D(v, bl,b2,kl,k2) =:
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for which vr(kl - 1) (V -- 1)kl '



#d* 1 - -



then d* is E - o p t i m a l in D(v, bl,bz,kl,k2).



Proof. Let d C D(v, b l , b 2 , k l , k 2 ) be arbitrary. Since b2k2 < v - x, there exists at least one treatment which appears only in blocks of size kl. Let WI be the set of treatments of d having all their replications in blocks of size kl, and W2 be the set of the remaining treatments of d. Also, let wl ( ~> 1) be the number of treatments in W1. As blk~ + b2k2 = rv + x, 0 


l)Cdii ~



#al 


1



- - #d* 1.



Hence for d to be E-better than d*, rai must be greater than r for all i E W1. Suppose this is true. But then for some j c W2, it must be that (2)



raj + ra2j 


where ra2j is the replication of treatment j (according to the design d) in blocks of size k2. If (2) does not hold for some j E W2, then raj + ra2j>~r + 1 for all j E W2. This implies that



jCW2



jCWz



jCW2






1)wl + b2k2



+ l)wl +v-x-1



= (1 + r ) ( v - w l ) -



1,



a contradiction. Hence, if rai > r for all i E W1, there exists some j C W2 for which raj + ra2j 


ra2j kz



raj - ra2j kl



(raj + rgej)(kl - 1) kl r(kl - 1) 


z



ra:j(kl + k2(kl - 2))



kl k2
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Case II: ra~j > b2. In this case, write ra~j = ab2 + c, where a~> 1, and 0~


Then c ( a + l)2 + ( b 2 - c ) a Cdjj ~ rdj --



2



rdj--ab2-c



(rclj+abz +c)(kl



kl



k2



1)



kl



abz(akl + kz(kl - 2)) + c(kz(kl - 2) + (2a + 1)kl )



kl k2 



r(kl - 1) kt



In both these cases, we have #al---


x! 


a,i+



?2



iGMjEM, j,~i



"



Theorem 2.2. L e t D(v, b l , b 2 , k l , k 2 ) be a class o f designs such that (v) blkl + b2k2 rv + x , O


kl



then d* is E - o p t i m a l in D(v, bl,b2, kl,k2).



Proof. Let d E D(v, b l , b 2 , k l , k 2 ) be arbitrary. Let W1 be the set of treatments of d having all their replications in blocks of size kl, and We be the set of the remaining treatments of d. Also, let wl be the number of treatments in 1411. Clearly, wl >~l~- b2k2. For some i ~ W1, let rdi ~ < r - 1. Then, using (1), we obtain #dl 


Hence for d to be E-better than d*, we must have rai~>r V i ~ WL. Suppose this is true. Assume without loss of generality that rdi : r for i :- il, i 2 , . . . , if, and rat >~r + I for i f + l , i l + 2 . . . . . iw,. If f ~ < l , then using (v) it is easily seen that (see the proof of (2) in the proof of Theorem 2.1) there exists some j C W2 such that rdj + ru:j 


(3)
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where ra2j is the replication of treatment j (according to the design d) in blocks of size k2. For this j E W2, consider two cases Fd2j ~ b2 and ?'d2j > b: separately. Then using the procedure described in the proof of Theorem 2.1, one may verify that in both these cases /Zal < [r(kl - 1) + ,~,I]/kl #d*l- Hence for d to be E-better that d*, it must be that rai >1r for all i E W1 and that rai = r for f ~>2 treatments. Assume that this is true. Let F C Wl be the subset of W1 such that Fdi : r for all i C F. If 2aij 


/2dl ~



r(kl - 1 ) + k~



I~I = ~td* 1.



If 2dij>~21 + 1 for all i ~ j , i , j E F, then by Lemma l(iv) we obtain



v ffr(~-l) Pal 


f(f-1)(2t+l)} ka



~


where the last inequality follows by (vi). Hence no design d in D(v, bl,b2,kbk2) can be E-better than d* and the proof is completed. []



3. Constructions of E-optimal designs In this section, some methods of constructions for E-optimal designs satisfying the conditions of Theorem 2.1 are given. These methods are developed in such a way that the resulting E-optimal designs are binary and that they give E-optimal designs for many parameter combinations for which no optimal design is available in the literature. For the purposes of constructions, we shall use BIBD(v, b, k, 2), or simply B1BD, to refer to a balanced incomplete block design for v treatments arranged in b blocks of k units each and common treatment concurrence number 2. It is assumed that the reader is familiar to the usual properties of BIBDs. Also, the notations Jm×~, Ore×n, and Im will be used to refer to m × n matrix of l's, m × n matrix of O's, and identity matrix of order m, respectively. The construction methods are described in the following theorems. In the first construction method, a set of b2 disjoint blocks of a BIBD(v,b = b~ + bz,kl,2) are augmented with k 2 - kl extra plots each to obtain an E-optimal design in D(v, bl, b2, kl, k:).



Theorem 3.1. Suppose there exists a BIBD(v,b, kl,2) with m disjoint blocks. Let k2 ( > kl ) and b2 ( < m) be positive integers such that b2 < v/(2k2 - k a ). Then there exists an E-optimal design d* in D(v, bl =- b - b z , b z , k l , k 2 ) . Proof. The existence of d* is shown by construction. Let the blocks of the B1BD be A1,A2 . . . . . A b of which A1,A2 . . . . . Am are disjoint. Without loss of generality, assume that the treatments in the first bz of these m disjoint blocks are as follows:



Ai-= { i k z - k l



+ l,ik2-k~+



2 .... ,ik2}, i = 1,2 . . . . . b2.
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Define B i - {(i - 1)k? + 1 , ( i -



l)k2 + 2 , . . . , ( i



- 1)k2 + k 2 - k i , A i } ,



i = 1,2 . . . . . b:.



The blocks A i ' s and Bi's for i = 1,2,...,b2 c a n be so defined since b2 < m, kl < k2, and b2kz < v - b z ( k 2 - kl). We claim that the design d* having the blocks B I , B 2 . . . . . Bb,, Ab2+l,Ab~+2 . . . . . Ab is E-optimal in D(v, bl = b - b2,bz, k l , k 2 ) . To see this, first observe that each of the following bz(k2 - k l ) treatments: (i - 1)k2 + 1 , ( i - l)k2 + 2 . . . . . (i - 1)k2 + kz - kl),i = 1,2 . . . . . b2 appears r + 1 times and the remaining treatments appear r times each. The block sizes are kl for b - b2 blocks, and k2 for b2 blocks. The incidence matrix of the design d* is



[



I/,~ ,@,Jk~ x 1



]



O(v-b2k2)xb2



where N,,x~,-#,) is the incidence matrix of the blocks Ab~+I,A~,:+2,... ,Ah. Simple matrix multiplication yields the following C-matrix:



[ Cd*ll Cd*12], Cd* = L 6d'21 Cd*22J where Cd*ll = [b2 @ { R - (1/k2)Jk2xk, + ( l / k l ) W R=[(r+l)I(k2-k,) l Oklx(k2_kl)



- ( r / k l ) I k 2 } - ()./kl )(Jb2k~xb,_k~ -- lt,~k,_),



0(k~-k,)xk, ] rllq



'



[ O(k2-kl)x(k2-kl) O(k2-,{'l)Xkl 1 Jlqxkl '



m---~ k0klx(k~ kj)



Cd* 12 =- - ( )~/kl )Jb2k2x(v-b2k2), C~*zl ~- - ( 2/kt )J(~'--h2k:)xb2k2,



and Ca.22 = (r(kl - 1 )/kl )I(,,-b2k:) -- (2/kl)(J(~, b,k:)x(,:-b~k~) -- l(~-b:k2)).



The nonzero eigenroots of Cd* are 2v/kl with multiplicity v - 1 - b2(k2 - kl ), and )w/kl + 1 with multiplicity b z ( k 2 - kl). Hence Pd* l = 2v/kl = vr(kl - 1)/((v - 1 )kt ) and by Theorem 2.1 the design d* is E-optimal.



Example 3.1. The blocks (1,2), (1,3), (1,4), (1,5), (2,3), (2,4), (2,5), (3,4), (3,5), and (4,5) give a BIBD(v = 5,b = 10,k = 2,2 : 1). Augment the block (1,2) with an extra plot containing treatment 3. Then the blocks (1,2,3), (1,3), (l,4), (1,5), (2,3), (2,4), (2,5), (3,4), (3,5), and (4,5) give an E-optimal design in D(v = 5,
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bl = 9,b2 = 1,kl = 2,k2 = 3). The nonzero eigenroots of the resulting C-matrix are 2.5 with multiplicity 3, and 3.5 with multiplicity 1. As applications of Theorem 3.1, we have: Corollary 3.1. There exists an E-optimal design in D(v, bl =- v ( v - 1 ) / 2 - b2,b2,kl = 2, k2 = 3) for every v >~5 and 1 ~~7 and 1 13. Then there exists an E-optimal design in D(v, bl = v ( v - 1 ) / 6 - b2,b2, kl = 3 , k 2 = 4 ) f o r every b2 such that 1 (v- 1)/6 disjoint blocks always exist (see Street and Street 1987, Ch. 5, for example). Theorem 3.1 uses these two BIBDs to give Corollaries 3 and 4. Note that b2 in Corollary 3.4 can be increased if m is strictly greater than ( v - 1)/6. Remark 3.1. In Theorem 3.1 above, first a set of b2 disjoint blocks of the BIBD used are selected and then each block is augmented with (k2 - k l ) plots in such a way that the resulting b2 blocks of size k2 each are also disjoint and binary. This was done simply to facilitate the derivation of all nonzero eigenroots (necessary for the A-efficiency) of the corresponding C-matrix. Examples show that this requirement of disjoint blocks may be relaxed to any set of b2 blocks and any of the v treatments may be assigned to augmented plots. However, we observe that the resulting E-optimal designs are not as high A-efficient as Theorem 3.1 designs. An illustrative example is given below. Example 3.2. Let d be a BIBD(v = 13,b = 26,k = 3,2 = 1) having the following blocks: (1,2, 5),(2,3, 6),(3,4, 7),(4, 5, 8), (5,6,9),(6,7,10), (7, 8, 11), (8, 9,12), (9,10,13), (10,11,1), (11,12,2), (12,13,3), (13,1,4), (1,3,9), (2,4, 10), (3, 5, 11),(4, 6,12), (5, 7, 13), (6,8, 1),(7, 9,2),(8, 10, 3),(9, 11,4),(10, 12, 5), (11, 13, 6),(12, 1,7), (13,2, 8). Let d~, d2, and d3 be three designs obtained from d by augmenting the blocks (1,2,5) & (3,4,7) with an extra plot each as (1,2,5,6) & (3,4,7,8), (1,2,5,3) & (3,4,7,8), and (1,2,5, 1) & (3,4,7,8), respectively. Then each of dl, d2, and d3 is E-optimal in D(v = 13, b~ = 24, b2 = 2,kl = 3,k2 = 4). The A-efficiency (defined in Section 4) of dl, d2 and d3 are 0.9943, 0.9938, and 0.9870, respectively. Observe that the two larger blocks of d~ are disjoint and binary, and for designs d2 and d3 they are binary but not disjoint and nonbinary but disjoint, respectively.
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In the next construction, disjoint blocks of BIBDs are combined into larger blocks to obtain E-optimal designs. The resulting designs are equireplicate and have the same number of plots as the BIBD used. The construction technique is described in the following theorem. Theorem 3.2. Suppose there exists a B I B D ( v , b , k l , 2 ) with m disjoint blocks such that mkl < v. L e t k2 = ukl, where u>~2 is a positive integer. Then there e x i s t s an E - o p t i m a l design d * in D(v, bl = b - ub2, b2, kl, k2 ) f o r ever)., 1 


Proof. The existence of d* is shown by construction. Let the blocks of the BIBD be of which A1,A2 . . . . . Am are disjoint. Without loss of generality, assume that the treatments in these m disjoint blocks are as follows:



A1,A2,...,Ab



Ai = {(i - 1)ki 4- 1 , ( i - 1)kl + 2 .... ikl},



i = 1,2 . . . . . m



Define Bj = {A(j-I)u+l,A(j-1)u+2 . . . . . Aiu}, J = 1,2 . . . . . be. Then following the procedure of Theorem 3.1, one may check that the design d* having the blocks BI,B2 . . . . , Bb::, Aub2+l,Aub2+z . . . . . Ab is E-optimal in D(v, bl = b - ub2,be, kl,k2). The nonzero eigenroots of Ca- are 2v/k1 = vr(kl - 1 )/((v - 1 )kl ) with multiplicity v - l - b2(ke kl )/kl, and 2v/k1 + 1 with multiplicity be(k2 - kl )/kl. L3 Example 3.3. The blocks (1,2), (1,3), (1,4), (l,5), (2,3), (2,4), (2,5), (3,4), (3,5), and (4,5) give a BIBD(v = 5,b = 10,k = 2,). = 1) with m = 2 disjoint blocks. Combine two disjoint blocks (1,2) and (3, 4) into one block ( 1,2, 3, 4). Then the blocks (1,2,3,4), (1,3), (1,4), (1,5), (2,3), (2,4), (2,5), (3,5), and (4,5) give an E-optimal design in D ( v = 5,bl -- 8, b2 = 1,kl =- 2,k2 -- 4). The nonzero eigenroots of the resulting C-matrix are 2.5 with multiplicity 3, and 3.5 with multiplicity 1. As an application of Theorem 3.2, we have: Corollary 3.5. There exists an E - o p t i m a l des/on in D(v, bl -- v(v - 1 )/2 - 2b2, b2, kl -= 2, k2 = 4) f o r every v >~5 and ever), b2 >~ 1 sati,~fying



bz~



(v-



1)/4



tfv-z l(mod4),



(v



2)/4



lfv~2(mod4),



(v-3)/4 ifv~3(mod4), (v-4)/4



/fv~0(mod4).



R e m a r k 3.2. In Theorem 3.2, disjoint blocks are combined into larger blocks in such a way that the resulting b2 blocks are also disjoint. Examples show that the set of blocks combined into larger blocks need not be disjoint but the resulting designs may not be as high A-efficient as Theorem 3.2 designs, The following example illustrate this further. Example 3.4. Take the BIBD(v = 13,b = 26,k = 3,2 = 1) of Example 3.2. Combine four disjoint blocks ( 1 , 2 , 5 ) , ( 3 , 4 , 7 ) , ( 8 , 9 , 12), and (11,13,6) into two disjoint blocks ( 1 , 2 , 5 , 3 , 4 , 7 ) and (8,9,12,11,13,6), and call the resulting design dl. Take
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four non-disjoint blocks (1,2, 5), (3, 4, 7), (4, 5, 8), and (6, 7, 10) and combine them into two blocks (1,2,5,3,4,7) and (4,5,8,6,7, 10), and call the resulting design d2. Then both dl and d2 are E-optimal in D(v = 13,bl = 22, b2 = 2,kl = 3,k2 = 6). However, the A-efficiency of dl is 0.9943 and that of d2 is 0.9940. Theorem 3.3. Let the design d* be composed o f bl blocks o f a BIBD(v, bl,kl,2) and b2 disjoint binary blocks o f size k2 ( > ki ) each on v treatments such that b2k2 < v/2. Then d* is E-optimal in the class D(v, bl,b2,kl,k2), and the nonzero eigenroots of Ca. are vr(kl - 1) / ( ( v - 1)kl ) with multiplicity v - 1 - b 2 ( k 2 - 1 ), and vr(kl - 1) / ( ( v - 1)kl )+ 1 with multiplicity b2(k2 - 1). The above theorem is a special case of Theorem 2.4(ii) of Lee and Jacroux (1987c) where only the smallest nonzero eigenroot of the C-matrix is given. Here disjoint and binary properties of the b2 augmented blocks arc utilized to derive all nonzero eigenroots (necessary for the A-efficiency in Section 4) of the corresponding C-matrix. The construction techniques described in Theorems 3.1-3.3 are fairly simple: start with a BIBD(v,b, kl,2), augment some of its blocks with extra plots (Theorem 3.1); combine disjoint blocks of BIBD(v, b, kl, 2) into larger blocks (Theorem 3.2); and augment the BIBD(v, bl,kl,2) with additional blocks (Theorem 3.3). As applications of these techniques, some corollaries are stated. Many more corollaries are possible. However, it is not practical to list them all. The number of experimental units required for E-optimal designs constructed here is reasonably small; compare, for example, equireplicate E-optimal designs of Theorem 3.2 with those obtained by Lee and Jacroux (1987b), and with the balanced designs obtained by Gupta and Jones (l 983), and Sinha and Jones (1988). An extensive listing of BIBDs required for Theorems 3.1-3.3 can be found in Mathon and Rosa (1985). In Theorems 3.1-3.3, previously known BIBDs are utilized to construct E-optimal designs that satisfy the sufficient condition of Theorem 2.1. In a similar fashion, group divisible designs with 22 = 21 + 1 can be used to construct E-optimal designs of Theorem 2.2. Two such constructions are described below. We shall use GDD(v, b,k, 21,22) to denote a group divisible design for v treatments in b blocks of size k each, and treatment concurrence numbers 21 and 22 for first and second associate treatments, respectively. The reader is referred to Raghavarao (1971) for details on group divisible designs. Theorem 3.4. Let d be a GDD(v,b, k1,21,22 = 2i + 1) with m disjoint blocks. Let k2 ( > kl) and b2 ( < m) be positive integers such that b2(3k2 - kl ) < v - 1. Adjoin k 2 - k l distinct treatments with each o f any b2 disjoint blocks o f d in such a way that the resulting b2 blocks o f size k2 each are also disjoint. Then these b2 blocks and the remaining bl = b - b2 blocks of d together give a design d* which is E-optimal in D(v, bl = b - b2, b2,kl,k2).



Proof. It is known that for the design d, fldl (r(kl - 1 )+21 )/kl. Now let Al ,A2 . . . . . Ab 2 be any set of b2 disjoint blocks of d, and B1, B2 ..... Bb2 be the corresponding augmented =
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blocks each of size k2. Let CA and C8 be the C-matrices o f the set of blocks Ai's and Bi's, respectively. Then it follows that Cd* = Cd-}- C B - - CA.



The matrix (78 - C,~ is positive semidefinite and hence #d* 1 >~#dl = (r(kl - 1 ) + )q )/kl. By Lemma l(iii), #d~ ~ < ( r ( k l - 1)+21 )/kl. Hence, #d~ = ( r ( k l - 1)+21 )/kl. The proof is then completed by Theorem 2.2 since 2l = 21 = [r(kl - 1)/(v -- 1)]. [7! The proof of the following theorem is very similar to that of Theorem 3.4 above and hence is omitted.



Theorem 3.5. L e t d be a GDD(v,b, kl,Jq,)~2 = )~1 + 1) with m diajoint blocks such that mkl < v. L e t k2 = ukl, where u>~2 is a positive integer. L e t b2


4. A-efficiency of proposed E-optimal designs In this section, lower bounds are derived for the A-efficiency of E-optimal designs o f Theorems 3.1-3.3. The following lemma is utilized for the purpose. L e m m a 2 (Jacroux, 1985; Kunert, 1985). I f a design d f o r v treatments is E-optimal over a class D, has m a x i m u m traee(Cd) over D, and nonzero eigenroots #,n < #d2 #a3 . . . . . #d,v 1, the d is A-optimal in D. For any d E D(v, b l , b 2 , k l , k 2 ) , define v



I



1



i=l



Let d* E D(v, bl, b2, kl, k2) be an E-optimal design. Then the C-matrix o f a hypothetical A-optimal design da E D(v, bl,b2, kl,k2) would have (according to Lemma 1) and



#d,,I = #d*l,



#dai =



maXdcD trace(Cd) -- #d* 1 V -- 2 , i = 2, 3 , . . . , V -- 1,



giving AN a



__ -



- -



1



-



rid* 1



(V -- 2) 2 -[-



maxdeD trace(Cd) -- #a-l"



Then the A-efficiency o f d* with respect to da may be taken as A-eft = Aua ~> ( v - 2) 2 ~-1 1/#d*l)" Ad* (maXdEDtrace(Cd)-- #d*l) ~--~i=2(



(4)
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It is known (see e.g. Pal and Pal, 1988) that trace(Ca) is maximized iff the design d is binary. Then it is easily seen that maxd~trace(Ca) = bl(kl - 1 ) + b2(k2 - 1). Note that all E-optimal designs constructed in Section 3 are binary and thus have this maximal trace for the corresponding C-matrices. We now consider a Theorem 3.1 design. The nonzero eigenroots of the C-matrix are 2v/k1 with multiplicity v - l - b2(k2 - kl ), and 2v/kl + 1 with multiplicity b2(k2 - kl ) where 2 -= r(kl - 1)/(v - 1). Hence a lower bound for the A-efficiency of a Theorem 3.1 design is, by (3), A-eft >/



(V -- 2) 2



) + (av+k,)/k, b2(k2-kl ) }" {bl(kl - 1) + b2(kz - 1) - 2v/kl} ft v--2-b2(k2--kl ~



For Corollaries 1-4, this lower bound simplifies, respectively, to



{ { {



4b2(v - 2 1 + V-~-)~--~-



{



9b2(v - 2 - b2) "1-l 1 + v~----2~v~ f > 0.99.



862(v 2 2 -



b2)



~- - 1 ~) > 0.975,



2b2) ,~-1



1 + ~ - ~ _ 2)(v 2 _ 41 j



> 0.985,



9b2(v - 2 - b2) "1 -1 1 + v-~---f)~v+3-) f > 0.99,



and



For large v, Corollaries 1-4 designs are almost 100% A-efficient within the respective classes. For Theorem 3.2 designs, the nonzero eigenroots of the C-matrix are 2v/kl with multiplicity v - 1 -b2(k2 - k l )/kl, and 2v/k1 + 1 with multiplicity b2(k2 - k l )/kl where 2 = r(kl - 1)/(v - 1). Hence, a lower bound for the A-efficiency of a Theorem 3.2 design is A-eft ~>



(v - 2) 2 {bl(kl - 1) + b2(k2 - 1 ) - 2 V / k l } tf(v-2)k'-b2(k2-k'))~v At- b2(k2-kl)l'()~v+k,) j



which, for Corollary 3.5, simplifies to



{



4b2(v - 2 - b2) } -I 1 + v-Tv--- 2 ) ~ - - - ~



> 0.975.



Similarly, a lower bound for the A-efficiency of a Theorem 3.3 design is



{ A-eft >~



b2(k2-1)kZ(v-2-b2(k2-1))} 1+



2v-~---~(27-7-k~



-1 "



This lower bound is greater than 0.986 for kl = 2, k2 = 3, v ~>7, and greater than 0.99 fork1 = 2 , k2 -=4, v~>9.
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It is noted that the A-efficiency results are derived with respect to hypothetical A-optimal designs (determined by Lemma 2) within the class considered in this paper. Furthermore, the E-optimality results of Section 2 and the A-efficiency results of Section 4 depend on the homoscedastic error assumption. This should not be a problem when block sizes differ by one or two plots especially if the homoscedastic error assumption is satisfied with equal block sizes. The construction techniques described in Section 3 give infinitely many designs with block sizes differ by at most two. We could not derive all eigenroots of the C-matrix of E-optimal designs of Theorems 3.4 and 3.5 and hence no lower bounds for the A-efficiencies of these designs are given. Recently, Das et al. (1992) obtained E-optimal designs within a larger class of I,'~ designs under a heteroscedastic model. If their heteroscedastic model with wj = k~j and p = 0 is assumed for the analysis, then following the procedure described in the proof of Theorem 2.1, one may verify that #dl ~



vr(kT - 1)



x+~' (v - 1)k 1



V~ E (0, ex:) andVd ~ D(v, b l , b 2 , k l , k 2 ) ,



where the parameters satisfy the conditions of Theorem 2.1. It is easily seen that this upper bound for #dl is stricter than that obtained in Corollary 2.2 of Das et al. (1992). It should be noted that the class D(v, b l , b 2 , k l , k 2 ) is only a subclass of the class of designs considered by Das et al. (1992), and that the stricter bound is obtained at the expense of restricting the class of designs. To see an application o f this result, consider a design d* having the blocks (1,2,4), (2,3,5), (3,4,6), (4,5,7), (5,6,1), (6,7,2), (7, 1,3), (1,2,3,4). Under the above heteroscedastic model with ~ = 3, the smallest nonzero eigenroot o f d* is #d,l = 1.617843 : vr(kl - 1 ) / ( v - l)k~/3. Hence, the design d* is E-optimal in D ( v : 7, bl = 7, b2 : 1,kl = 3,k2 : 4) under the heteroscedastic model with ~ = 3. It is easily verified that the sufficient conditions obtained by Das et al. (1992) is not satisfied by d*. Similar comparisons can be made with other results obtained here and those in Das et al. (1992).
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