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We present a statistical analysis of earthquake magnitude sequences in terms of the visibility graph method. Magnitude time series from Italy, Southern California, and Mexico are transformed into networks and some organizational graph properties are discussed. Connectivities are characterized by a scale-free distribution with a noticeable effect for large scales due to either the presence or the lack of large events. Also, a scaling behavior is observed between different node measures like betweenness centrality, clustering coefficient, nearest neighbor connectivity, and earthquake magnitude. Moreover, parameters which quantify the difference between forward and backward links, are proposed to evaluate the asymmetry of visibility attachment mechanism. Our results show an alternating average behavior of these parameters as earthquake magnitude changes. Finally, we evaluate the effects of reducing temporal and spatial windows of observation upon visibility network properties for main-shocks. PACS numbers:



1.



Introduction



Recent efforts to characterize irregular behavior of time series have incorporated alternative approaches from different areas of science. One of these methodologies is network analysis, which is based on concepts coming from graph theory and statistical mechanics [1, 2]. The key idea is to transform a sequence of discrete data into a network by considering a set of nodes and links between them, which are defined in some way. In recent years, a number of methods has been proposed to turn time series into networks so as to characterize such sequences in terms of network properties such as degree distribution, clustering coefficient, path length, assortativity, and centrality measures, just to name a few. For instance, in 2008 Lacasa et al. [3] introduced the visibility graph method (VGM) which can capture essential features of complex time series, like power-law scaling properties for some quantities. Thus, the VGM has been applied to time series ranging from different fields such as finance [4, 5], turbulence [6], meteorology [7], physiology [8], and seismology [9]. In the same way, other transformations between time series and networks have been proposed in past years, among others; the work of Campanharo et al. [10], remarks the duality between series and networks; Zhang et al. [11] characterized pseudoperiodic and chaotic time series in terms of cycle’s connectivities. Particularly in seismicity, Telesca et al. [9] used the VG approach to study magnitude sequences from Italy, reporting a power-law behavior for the degree distribution from a five-year record. This scale-free signature in
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the connectivities is concomitant with other scaling invariant properties observed in earthquake research. As it is widely recognized, earthquake occurrences are, intrinsically, a very complex phenomenon with particular characteristics when they are observed both in time and space [12–16]. Many empirical laws of seismology exhibit scaling properties reflected by a single scaling exponent. For instance, the Gutenberg-Richter Law [17] that states that the number of earthquakes with magnitude M > m decays exponentially, or in terms of the ˆ 0 , it decays as a power-law, indicatseismic moment M ing that there is not a characteristic scale (size) for the seismic moment. Another important law is the so-called Omori Law [18] that states that, after a main-shock, the frequency of subsequent earthquakes (aftershocks) follow a power-law with time. Other studies have previously reported scaling behaviors associated with, for instance, spatio-temporal distributions of aftershocks [12], energy scaling with ordered rank events [19], and time interval distributions of earthquake occurence [20]. Additionally, fractal and multifractal properties have been studied to evaluate space-time organization of earthquake activity [21, 22]. Here, we analyze the statistical properties of transformed earthquake-magnitude time series in terms of the VGM for data obtained from three different regions with important seismic activity: Italy, Mexico, and Southern California. Our main objective is then to investigate scaling properties between some network metrics and earthquake magnitudes in order to explore underlying dynamics of earthquakes associated to visibility constraints. We provide a general characterization of the scaling behavior of betweennes centrality, clustering coefficient and average nearest-neighbors connectivity as function of degree and earthquake magnitudes. The paper is organized as follows. In Section II a brief de-



2 scription of the VGM as well as a few important network measures are introduced. After that, some important aspects of the catalogues used in this study are described in addition to some primary results in Section III, whereas further dicussion on the results and their consequences are exposed in Section IV. Finally, some concluding remarks are given in Section V. 2. 2.1.



Visibility algorithm



As remarked in the Introduction, the VGM [3] was basically introduced to transform irregular time series into networks. According to the VGM, to build the corresponding visibility network (VN) of a time series, for any two data values, (ta , ya ) and (tb , yb ), we define a link between them if there is no any other element, (tc , yc ), placed in between which intercepts the line connecting both values, that is, (tc , yc ) fulfills, tb − tc . tb − ta



(1)



Thus, we can define a node for every single item of the series, so that the resulting network is always connected, undirected, and invariant under affine transformations of the series [3]. As a result of this, as shown by Lacasa et al [8], for stochastic time series it is possible to characterize them through their degree distributions, P (k), particularly by their exponents, α, as many of them display a power-law behavior, P (k) ∼ k −α ; in particular holding the relationship, α = 4 − β, for the case of fractional Brownian motions (fBm) [8]. Despite the success of the VGM, modified versions of the original method, such as the horizontal visibility algorithm, and its directed version [23], have previously proved to be rather useful when applied to a number of other time series such as chaotic ones [23], polluted periodic signals [24], as well as other randomly correlated ones, so as to characterize features such as correlation [23] and reversibility in them [25]. 2.2.



Bi =



X bjk (i) , bjk



(2)



j,k6=j



where bjk (i) represents the number of shortest paths between nodes j and k that cross i, and bjk is the total number of shortest paths that exist connecting nodes j and k .



Methods



yc < yb + (ya − yb )



any pairs of nodes, not necessarily visible between themselves. Bi is calculated by means of the following expression,



Network measures



As mentioned early, Telesca et al. [9] used the VGM to characterize connectivities in magnitude sequences from the Italian seismic record [9], revealing that connectivities follow a power-law distribution with no characteristic scale. Yet, we here use the VGM to further explore characteristics of seismic records, in terms of network properties beyond connectivity distributions, by means of other common node measures exposed below • Betweenness centrality (Bi ) : Measures the extent to which a node i lies in paths between any two nodes j and k in a network [2], that is in visibility terms, how a node i mediates visibility between



• Clustering coefficient (Ci ) : Measures the degree of transitivity in connectivity amongst the nearest neighbors of a node i [2]. In visibility terms, Ci represents the extent to which neighbors of a node i are visible amongst themselves. Specifically, Ci is given by, Ci =



2Ei , ki (ki − 1)



(3)



where Ei is the number of links between the ki neighbors of the node i . • Average nearest-neighbor degree (k¯nn,i ) : This measure allows us to see the mean preference in connectivity of a given node [26–28]. The behavior of this quantity as a function of the node’s degree, reveals whether high-degree nodes connect with other equally high-degree ones (assortativity), or high-degree nodes preferentially connect to low-degree (dissortativity) [2]. For unweighted netwroks, k¯nn,i is calculated according to N 1 X k¯nn,i = aij kj , ki j=1



(4)



where ki is the node’s degree, aij represents the adjacency matrix and N is the number of nodes. A closely related quantity is the average degree of ¯ nn , which estimates the level of nearest neighbor K correlations between the degree of connected nodes. ¯ nn = P ′ k ′ P (k ′ |k) Specifically, it is expressed as K k where P (k ′ |k) is the conditional probability that a link coming out of a node with degree k points to a node with degree k ′ . 3.



Databases and results



Seismic records of Italy, Southern California, and Mexico are considered. We extract magnitude time series for Italy from April 7th. 2009 to December 31st. 2012 [29]; Southern California from November 27th. 2009 to December 31st. 2012 [30] ; and Mexico from July 21st. 2004 to December 31st. 2012 [31]. The above periods lead to approximately 70,000, 70,000, and 20,000 datalong sequences, respectively. We systematically explore



3 some network organizational properties when the above mentioned series are ordered in natural time, thus events are sequentially located with unit time-distance [9]. We also have performed the same statistics when the time series are considered as point-processes, that is, when each event is located in time coordinates. Our results do not show significant differences between both configurations, and thus in what follows, we only discuss the natural time case. When applying the VGM to obtain networks with the information about earthquakes sequences in terms of the visibility restriction. First, we construct the cumulative degree distribution, G(k), to characterize the connectivities for the three datasets. To do this, we calculate, Z ∞ p(r)dr, (5) G(k) = k



with p(r), the probability density function of events with degree between r and r + dr. The results of these calculations are presented in Fig. 1. It is then seen that G(k) follows a power-law of the form, G(k) ∼ k −α ,



(6)



where α represents the scaling parameter. For data from Mexico, the estimated scaling exponent is given by αM = 2.15 ± 0.03 (see Appendix A for details about the maximum likehood estimate (MLE) method that was used get the exponent value of a distribution). The best fit for the Italian data is given by, αI = 2.26 ± 0.01, whereas the data from California led to the scaling exponent, αSC = 2.32±0.12. It is noticable that the observed exponent in the cumulative distribution for the case of Italy, αI ≈ 2.26 is in general agreement with the value α + 1 ≈ 3.15 reported for the probability density distribution in Ref. [9]. Interestingly, although for Mexico the power-law decay is present for degree scales within the range 10 ≤ k ≤ 102 like for the other two databases, at larger scales the latter show a deviation from power-law behavior. However, it seems that such a difference actually reflects the fact that larger earthquakes (M > 6.5) are absent in the analysed periods of observation for Italy and Southern California, in contrast to Mexico (This is supported by results below, since it is found an increasing relationship between node degree and event’s magnitude). To better understand the mechanism of neighbor accumulation in terms of visibility, the behavior of degree in terms of magnitude is explored. To this end, for simplicity, we consider a seismic-moment-like quantity denoted by M0 = 10M [12] - which will result to be helpful to present our results later, since allows us to handle Richter magnitude easily. In Fig. 2, the node’s degree is plotted against M0 . For larger values of both, M0 and k, a power-law relationship can be defined k ∼ M0ω



(7)



where ω represents the scaling exponent. The best fit for the data confirms a scaling behavior with ex-



ponents ωIt = 0.35 ± 0.02, ωSC = 0.33 ± 0.02 and ωM x = 0.36 ± 0.03, revealing that the scaling deviates from the linear limit for the three datasets. A more detailed exploration of the relationship between k and M0 is depicted in panels of Fig. 3. In Fig. 3a, the mean degree µ(k) is plotted as a function of the mean seismicmoment-like quantity µ(M0 ). It is observed that an increasing behavior is present, and for larger values of k and M0 , the scaling relationship defined in Eq. 14 is still valid. Additional statistical characteristics are depicted in the button panels of Fig. 3 (see Figure’s captions for a description). In order to provide further insight into the analysis of the magnitude sequences, we calculated a set of network measures which can provide a more detailed information about the temporal ”visibility” organization and relevance of nodes (events). In particular, the following node-based quantities: (i) betweenness centrality (B), (ii) clustering coefficient (C), and (iii) nearest neighbor connectivity, (k¯nn ), were systematically explored to evaluate the relationship between one of these measures and the magnitudes in the sequences. Firstly, for (i) betweenness centrality (B), it is expected that highly connected values correspond to main-shock events (this is not true always, consider for example a Conway series discussed in [3]), which correspond to the maxim values with high visibility of its neighborhood. First, we explore the dependence of B in terms of the degree k. The scatter plot of B against k is showed in Figs. 4a,b,c for data from Italy, Southern California, and Mexico, respectively. A power-law dependence is observed, that is, B(k) ∼ k δk ,



(8)



with δk,It ≈ 2.92, δk,SC ≈ 2.59 and δk,M x ≈ 2.89 for Italy, Southern California, and Mexico, respectively (see Table 1 for details). These exponent values reveal that B grows faster than the degree k, that is, the number of shortest paths crossing highly connected nodes tends to increase more rapidly than the connectivities of the nodes. Similarly, a study of B in terms of M0 can be explored straightforwardly. Figs. 4d,e,f show the results of B vs. M0 . It is noticed that for the three datasets a power-law scaling behavior can be also roughly defined, B(M0 ) ∼ M0δ0 ,



(9)



where δ0 is the scaling exponent. For Italy and S. California, this scaling takes place for Richter magnitudes above M = 3, with exponents δ0,It ≈ 1.06 and δ0,SC ≈ 0.97, while for Mexico, the region of scaling is observed to take place for M > 4.5, and with value, δ0,M x ≈ 1.03 (see Table 1). For events with large M0 , B tends to be also large, reflecting the fact that the number of shortestpaths which contains big events (nodes) also increases



4 almost linearly, and thus, confirming that, in the context of VG analysis, main-shocks play an important role because the visibility communication is mediated through these larger earthquakes. Secondly, in the case of (ii) clustering coefficient (C), we explored the behavior of this topological quantity in terms of event’s degree and the magnitude. Figs. 5a,b,c show the log-log plot of clustering coefficient as a function of node’s degree, a decreasing power-law behavior is observed, C(k) ∼ k −γk ,



(10)



where γk,It ≈ 0.91, γk,SC ≈ 0.86 and γk,M x ≈ 0.88 for Italy, Southern California, and Mexico, respectively (see Table 1). This property reveals a hierarchical structure [32] related to the fact that highly connected nodes (main-shocks) tend to form clusters with low degree nodes (small earthquakes), that is, as the node’s degree increases, the probability of having triangles, decreases in a way that there is no characteristic scale for the clustering coefficient. Moreover, when the clustering coefficient is plotted against M0 (See Fig. 5d,e,f), a scale-free relationship is also observed, C(M0 ) ∼ M0γ0 ,



(11)



with scaling exponents γ0,It ≈ 0.29, γ0,SC ≈ 0.26 and γ0,M x ≈ 0.31, for data from Italy, Southern California and Mexico, respectively (see Table 1). Finally, regarding the (iii) average nearest-neighbors connectivity (k¯nn ), we explore k¯nn as function of a given node’s degree and it’s magnitude. Figs. 6a,b,c show the statistics of the k¯nn vs. the degree k. An increasing power-law dependence is observed in the three cases, that is, k¯nn (k) ∼ k ρk ,



(12)



where the scaling exponent values are given by ρk,It ≈ 0.25, ρk,SC ≈ 0.33, ρk,M x ≈ 0.12 (see Table 1), revealing a slight positive assortative behavior, that is, nodes (earthquakes) with large degree tend to ”see” other highly connected nodes. We notice that for small degrees, k¯nn is almost constant, indicating the absence of degree correlations. Similarly, for k¯nn vs. M0 (see Figs. 6d,e,f), we also observe a power-law scaling, k¯nn (M0 ) ∼ M0ρ0 ,



(13)



where the scaling behavior is characterized by the values ρ0,It ≈ 0.13, ρ0,SC ≈ 0.13 and ρ0,M x ≈ 0.06, for Italy, Southern California and Mexico, respectively (see Table 1). 4.



Discussion



We have described some interesting results of network organization from earthquake magnitudes in terms



TABLE 1: Summary of scaling exponents characterizing the visibility graphs (slope ±SD). We indicate the exponents of the measures: Betweenness centrality (B), clustering coefficient (C), and average nearest-neighbor degree (knn ), for which we observe a power law in terms of the degree k and the magnitude, through M0 . For each region, the exponents are listed separately where the subindex k and 0 indicate a power-law behavior in terms of k and M0 , respectively. The values of the exponents were calculated for the scales k > 10 for all three, and M0 > 103 for Italy and Southern California, while for Mexico M0 > 104 . Measure 2*B δk δ0 2*C γk γ0 ¯nn ρk 2*k ρ0



Italy 2.925 ± 0.020 1.069 ± 0.040 0.910 ± 0.004 0.295 ± 0.010 0.258 ± 0.005 0.131 ± 0.007



South Calif. 2.591 ± 0.020 0.979 ± 0.050 0.866 ± 0.004 0.264 ± 0.020 0.339 ± 0.006 0.131 ± 0.008



Mexico 2.890 ± 0.040 1.034 ± 0.080 0.884 ± 0.004 0.319 ± 0.020 0.126 ± 0.010 0.060 ± 0.014



of visibility restrictions. Our empirical results have confirmed and revealed evidence of scaling behavior in the following cases: (i) connectivity distribution, where the tail decays as a power-law without a characteristic scale; (ii) seismic-moment-like scales with degree according to k ∼ M0ω ; (iii) Betweenness centrality scales with degree as B(k) ∼ k δk ; (iv) clustering coefficient behaves according to C(k) ∼ k γk ; and (v) nearest neighbor connectivity according to k¯nn (k) ∼ k ρk . After observing these results, an immediate question is how the VGM captures essential features related to the scaling properties of the magnitudes displayed in the Gutenberg-Richter’s law for seismology. Our result about scaling behavior between the seismic-moment-like quantity M0 and the connectivity parameter k, seems to be the connection that explains the scale-free statistics displayed by the studied node measures. Thus, when considering any node measure X with a scaling relation with the degree, X ∼ k χk (X) , (where χk (X) represents the corresponding scaling exponent for X in terms of k), plus equation (7), k ∼ M0ω , it follows that η (X)



X ∼ M0 0



,



(14)



where we define the parameter η0 (X) = χk (X) ∗ ω. Hence, equation (7) has given us a way to relate X with M0 , through the definition of η0 (X). Though, previously we found directly from data that X behaved according χ (X) to a relation with M0 , of the type X ∼ M0 0 , now then we can test weather Eq. (14) is really comparable χ (X) to X ∼ M0 0 . If so, we might then state that η0 (X) = χk (X) ∗ ω ∼ = χ0 (X),



5 where ω depends on the catalog. And vice versa, from Eq. (7), when using M0 ∼ k 1/ω and comparing with χ (X) X ∼ M0 0 , defining ηk (X) = χ0 (X)/ω, we can reach a simmilar conclusion ηk (X) =



χ0 (X) ∼ = χk (X). ω



Hence, by using the results summarized in Table I, we calculate the corresponding values of η(X), as well as the relative porcentual errors E(η(X)) = 100% ∗ |η(X) − χ(X)|/χ(X), where X = B, C, and k¯nn . Calculations are summarized in Table 2. As shown in Table 2, we can see that relative errors are relatively low, which means that we can approximately set an identity relation between χ0 (X) and χk (X), through ω, so that the next relationship holds in general χ0 (X) ω∼ . = χk (X)



(15)



Furthermore, for X = B, C, and k¯nn . δ0 ∼ γ0 ∼ ρ0 . ω∼ = = = δk γk ρk



(16)



Therefore, so far we have found a relationship which summarize completely the scaling exponents for different node measures, through the degree-seismic-moment exponent relation ω. So, it is striking to notice that according to Eq. (16), whatever the node measure is, the scaling exponents are related amongst themselves in a simple way as expressed by Eq. (16). Interestingly, trends for clustering and mean neighbor connnectivity are qualitatively simmilar to those in reference [33], but through a completely different technique to obtain seismic networks. Further discussion on this point will be treated in future work. On the other hand, we address an additional question about the properties of earthquake-VG’s in terms of the emergent connectivity. In order to evaluate the symmetry of connection’s distribution of a given event, we classify the links as backward links (kb ) for visibility connections detected in past events; conversely, forward links (kf ) are defined if the visibility holds for events in the future. This criterion is quite similar to that recently proposed by Donges et al. [34]. We consider the visibility difference parameter, rk = kf −kb , defined as the subtraction of forward and backwards links, for each node-event in the sequence. For symmetrical visibility attachment, a value of rk close to zero is expected, while for forward (backward) preferential attachment, a positive (negative) value is attained. We also evaluated the behavior of the clustering coefficient in terms of forward and backward visibility links. The normalized presence of triangles is calculated for events (nodes) located ahead (Cf ) or before (Cb ) of a given earthquake, and then the clusteting



difference rC = Cf − Cb is constructed. We systematically performed the statistics of the visibility differences, rk and rC parameters. Fig. 7 shows the results of rk and rC as functions of the earthquake’s magnitude. Figs. 7a,b,c show the results of rk in terms of magnitudes for the three regions of study. For the largest events in each dataset, rk apparently shows slightly positive values , which indicates that main-shocks tend to see more events located forward. Interestingly, as the magnitude decreases the averaged value of rk alternates between positive and negative values, suggesting that the asymmetrical visibility attachment is present, and that main-shocks do not tend to ”see” with similar rates on both sides of the sequence. More specifically, as the event-magnitude decreases, the visibility range does not preserves a stable tendency, indeed, it is switching from positive to negative values, revealing that the magnitude visibility organization is not symmetrical and that such transformed property is sensitive to earthquake size. In Figs. 7d,e,f it can be observed that, the clustering difference displays a more stable trend with a small value (rC ≈ 0) for large events, and more dispersion is present as the magnitude decreases. To further explore the implications of the findings discussed above, we focus now our attention on the visibility attachment mechanism in accordance with two main constraints: (i) events occurred within a time interval about a main-shock; and (ii) events occurred within a spatial region sorrunding the main-shock hypocenter’s location. Thus, to address these challenges, we adopt the approach proposed by Felzer and Broadsky (FB) to identify mainshocks (see Appendix A), which is based on the suggestion that an event which is far enough from larger earthquakes in both, space and time, can be identified as a main-shock [35]. Then, for each earthquake catalog, main-shocks were detected for different temporal, δt, and spatial, Exponent: ω



Italy South. Calif. Mexico 0.35 ± 0.02 0.33 ± 0.02 0.36 ± 0.03



ηk (B)(= δ0 ω −1 ) 3.06 ± 0.07 2.97 ± 0.08 2.86 ± 0.11 4.44% 14.67% 1.04% E(ηk )% η0 (B)(= δk ω) 1.03 ± 0.07 0.85 ± 0.06 1.04 ± 0.08 3.74% 13.27% 0.97% E(η0 )% ηk (C)(= γ0 ω −1 ) E(ηk %) η0 (C)(= γk ω) E(η0 )% ¯nn )(= ρ0 ω −1 ) ηk (k E(ηk )% ¯nn )(= ρk ω) η0 (k E(η0 )%



0.86 ± 0.06 0.79 ± 0.1 0.89 ± 0.10 5.49% 9.20% 1.136% 0.32 ± 0.06 0.29 ± 0.06 0.32 ± 0.08 6.66% 11.54% 0.00% 0.37 ± 0.08 0.39 ± 0.09 0.16 ± 0.25 42.85% 15.85% 28.15% 0.09 ± 0.06 0.11 ± 0.06 0.05 ± 0.11 30.00% 13.85% 21.67%



TABLE 2: Summary of exponent relations for degree and M0 , for all three node measures : betweenness centrality (B), clustering coefficient (C), and neighbor connectivity (k¯nn ).



6 δd, windows. Here, we used the following values for d = 100 km and time t = 5 days for Italy and Southern California, while for Mexico t = 25 days, due to the lack of events below M = 2. We focus our attention on the values of forward kf and backward kb degrees, and also on forward Cf and backward Cb clusterings values, for main-shocks with magnitudes M > 4. Specifically, we are interested in quantifying the asymmetry in terms of degree and clustering values. In Fig. 8 we show the scatter plots of kf vs. kb and Cf vs. Cb after FB criteria, for different earthquake magnitude intervals. It is observed that for degrees, there is a departure from the identity line as the magnitude increases (kf > kb ), indicating that the asymmetry in degrees increases for larger earthquakes, with exceptions like in the case of California where no clear deviation is observed. By contrast, for clustering values, the deviation with respect to the identity line indicates that Cb < Cf as the magnitude increases, except for the data from California. This difference in the clustering values reveals that backward neighbors have a higher probability of seeing each other than forward neighbors do. The appereance of the remarkable anti-simmetry in degree and clustering about mainshocks when using the FB criterion, is indeed a clear manifestation of the natural difference of the foreshock and aftershock production - where the later obeys Omori Law [18], which as seen here, it is present in visibility networks.



5.



Conclusions



Our procedures have shown interesting scaling properties of a number of node-based measures when earthquake magnitude series are explored under the visibility method. Particularly, our studies have confirmed the power-law behavior of the degree distribution for three different regions. Interestingly, a scale-free signature also emerges when the betweenness centrality, clustering coefficient and average nearest-neighbor degree are expressed as functions of the degree k and the seismic-moment-like M0 . These common behavior characterizes the data from Italy, Southern California and Mexico, with scaling exponents that reflect regional seismology activity but showing common properties. Additionally, the analysis based on the statistics of rk and rC , revealed asymmetrical visibility attachment and connectivity between neighbors, specially for larger earthquakes, and we confirmed this behavior for isolated main-shocks from the three catalogs. Finally, our study provides new scale-free statistics observed between network topological quantities and earthquake-magnitudes.
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The basic purpose of the Feltzer and Brodsky (FB) criterion is to identify swarms of foreshocks and aftershocks around mainshocks of certain magnitude, m, so that one can get large numbers of events for a more accurate statistical analysis. According to the FB approach, by identifying events of magnitude, m, M ≤ m < M + 1; M ≥ 2, at time t, foreshocks and aftershocks can be located within a time interval [t1 , t2 ] around t, and a spherical neighbourhood of radius R around the main event’s location, as long as they are close enough in space and time to the mainshock and of shorter magnitudes [35]. In other words, a mainshock can be defined as any event which is far enough in space and time from others of larger magnitudes, and consequently preceding and successive events can be correspondingly identified as foreshocks and aftershocks of the former. Nevertheless, the application of the FB procedure requires a careful use, as the length of temporal and spatial windows must be choosen, so that background seismecity may be reduced at the most, in order to ensure a proper foreshock-and-aftershock selection. It is set then t1 = t−δt, t2 = t+δt, δt = 12 hours, and R = 1 km, since these parameters seem to be suitable to avoid windowlength dependence with mainshock magnitude [36, 37]. Appendix B: Maximum Likelihood Estimate



The determination of power-law exponents for probability distributions from measured data sets, can be done through the maximum likelihood estimate, as this seems to be a more reliable alternative to the classic leastsquare method, as the latter may introduce systematic baises into the values of fitting exponents [38]. Thus, according to the former method, for a given data set xi , i = 1, 2, ..., n , whose minimum value xmin for which a power-law distribution, P (x) ∼ x−α , holds, then the exponent α can be computed straightforwardly by employing the following formula



α=1+n



"



n X i=1



ln







xi xmin



#−1



(B1)



while the statistical error, σ, of the corresponding exponent estimation can be found through



7 And consequently, the statistical error for α′ will be σ=



√



n



"



n X



ln



i=1







xi xmin



#−1



α−1 = √ n



(B2)



As shwon by Newman in reference [38], this formula was exclusively derivated for the absolute probability distribution P (x) for a random variable x, however, for the accumulated probability distribution G(x), it can be easily seen that while α from formula B1 holds for P (x), then α − 1 holds for G(x), as by definition G(x) =



Z



+∞



P (x)dx x



then for α > 1, G(x) ∼ x−α+1 = x−α



′



σ′ =



α′ − 1 α−2 √ = √ n n



(B4)



This conclusion is easy to see when considering the procedure used in reference [38] for σ, just by replacing the variable α for α − 1, as long as α − 1 > 1; which is a valid assumption for our present case, since degree distribution exponents are close to 3 for all featured catalogs here.



(B3)



It can be noticed that the statistical error for α′ is indeed shorter than the one for α, as seen in B4, when comparing with B2. Hence, in principle, the determination of accumulated distribution exponents seems to be more accurate than when fitting P (x) alone.
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Degree, k FIG. 1: Cumulative degree distribution of earthquake-magnitude visibility networks from three regions. In order to clarify the tendency in the tails, the data have been binned logarithmically. For Italy and Southern California, the power law behavior is affected by a fall for large degrees, while a heavy-tailed power law is observed for the data from Mexico with exponent αM ≈ 2.1.



FIG. 2: Scatter plot of M0 vs. degree k for earthquake-visibility networks. The data from (a) Italy, (b) Southern California and (c) Mexico are showed. For Italy and Southern California, the data follow a power-law behavior at large M0 values and it is observed that for low values of both M0 and k there is a deviation from this tendency, related to the fact of lacking of records for small earthquakes in the catalogs. For Mexico, the region of scaling occurs at very large M0 values.
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FIG. 3: Statistical features of the relationship between degree and M0 . (a) Mean degree µ(k) vs. mean seismic-moment-like quantity µ(M0 ). (b) Standard deviation of degree σ(k) vs. mean degree k. (c) σ(M0 ) vs. degree k. (d) σ(M0 ) vs. mean seismic-moment-like quantity µ(M0 ). We observe that σ(k) shows a tight behavior in terms of M0 and µ(k), while σ(M0 ) values are more variable as function of k and µ(M0 ).
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FIG. 4: Betweeness centrality B as funtion of the degree k and M0 . In panels (a),(b) and (c) we show B vs. k for data from Italy, Southern California and Mexico, respectively. (d),(e),(f) As in left panels but for B vs. M0 .
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FIG. 5: Clustering coefficient as function of the degree k and M0 . For C(k) vs. k, a decaying behavior for (a) Italy , (b) Southern California and (c) Mexico is observed. In the case of C(M0 ) vs. M0 and for (d) Italy and (e) Southern California, the scaling region is observed for values M0 > 103 , while in the case of (f) Mexico, for M0 > 105 .
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FIG. 6: Average nearest-neighbors degree as function of the degree k and M0 . For k¯nn vs. k and at large k values, the data follow a power-law behavior for (a) Italy , (b) Southern California and (c) Mexico. For C(M0 ) vs. M0 , the data from (d) Italy and (e)Southern California show a scaling behavior for values M0 > 103 , while in the case of (f) Mexico, the scaling region is observed for M0 > 105 .
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FIG. 7: Scatter plots of rk = kf − kb vs. M0 and rC = Cf − Cb vs. M0 , for the three regions. (a), (b), (c) The behavior of rk for data from Italy, Southern California and Mexico, respectively. (d), (e), (f) As in the left panels but now rC vs. M0
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FIG. 8: Scatter plots of kf vs. kb and Cf vs. Cb for the main-shocks detected by means of the Felzer and Brodsky criteria. (a), (b), (c) The cases of kf vs. kb for Italy, Southern California and Mexico, respectively. (d), (e), (f) As in the left panels but now Cf vs. Cb
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