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II B. Tech I Semester, Supplementary Examinations, May – 2013 PROBABILITY THEORY AND STOCHASTIC PROCESSES (Electronics and Communications Engineering) Time: 3 hours Max. Marks: 75 Answer any FIVE Questions All Questions carry Equal Marks ~~~~~~~~~~~~~~~~~~~~~~~~~ 1.



a) The probability that A can solve a certain problem is 2/5 and that B can solve it is 1/3. If both try it independently, what is the probability that it is solved? b) Given five different numbers a,b,c,d,e. Find how many different products can be composed of these numbers if a product consists of i) three different factors, ii) five different factors. c) State and prove Baye’s theorem.



2.



a) The error in the reaction temperature in 0C, for a controlled laboratory experiment is a continuous random variable X having the probability density function x2  −1 ≤ x,y ≤ 2 f( x ) =  3  0 else where Find P(0< X < 1) and F(x) ? b) Consider the random variables X and Y are joint density function 0 ≤ x, y ≤ 1 x + y f ( x) =  else where 0 Find the marginal distribution of X and Y and also find P(X > 0.5, Y > 0.5)?



3.



a) Find the mean of the Gaussian distribution? b) State and prove Chebyshev’s inequality.



4.



The joint probability density function fXY(x,y) of random variables X and Y is given in Table.1 i) Find the marginal density functions fX(x) and fY(y). ii) Find the marginal cumulative distribution function FX(x) and FY(y) iii) Are X and Y are independent random variables? Y X Total -3 2 4 1
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0.2
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The joint density function fXY(x,y) of random variables X and Y is given by f xy ( x, y ) = 1 − 1 / 2 < x < 1 / 2and − 1 / 2 < x < 1 / 2and − 1 / 2 < y < 1 / 2 =0



else where



Determine f x ( x ),f y ( y ), ϕ x ( w 1 ), ϕ Y ( w 2 ) and ϕ XY ( w 1 , w 2 )



6.



a) How Random processes are classified? Give some examples. b) The autocorrelation function RXX (τ) for the stationary ergodic process X (t) with no periodic 5 component is given by, R xx ( τ ) = 36 + Find the magnitude of the mean value and 1 + 7τ 2 variance of the process X (t).



7.



Consider a random process X (t ) = cos( w0 t + θ ) where w0 is a real constant and θ is a uniform random variable in the interval (0, π/2). Show that X (t) is not a WSS process and find the average power in the process.



8.



a) Prove that the cross power spectral densities SXY(w) and SYX(w) of input X(t) and output Y (t) of LTI system are given by SXY(w) = SXX(w)H(ω) and SYX(ω) = SXX(ω)H(-ω). b) Explain cross power density spectrum c) Write short notes on “Band limited and Narrow band processes”
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II B. Tech I Semester, Supplementary Examinations, May – 2013 PROBABILITY THEORY AND STOCHASTIC PROCESSES (Electronics and Communications Engineering) Time: 3 hours Max. Marks: 75 Answer any FIVE Questions All Questions carry Equal Marks ~~~~~~~~~~~~~~~~~~~~~~~~~ 1.



a) A library has 10 books on physics and 5 on mathematics. In how many ways a student can choose the books to learn the subject? b) We must form a committee of eight people from two mathematicians and ten economists. In how many ways can we do it if the committee must include at least one mathematician? c) Define a conditional probability and give some example.



2.



a) What are required conditions for the function f(x) is to be a probability density function for the continuous random variable X? b) Let X denote the number of heads and Y the number of heads minus the number of tails when 3 coins are tossed. Find the joint probability distribution of X and Y. c) What are the properties of Poisson process?



3.



a) Find the mean of Binomial distribution? b) State the properties of characteristic function. c) Prove that if y = g(x) is any continuous function; the distribution of Y is uniquely determined by that of X.



4.



a) X and Y are two statistically independent random variables with density functions f x ( x ) = ae − ax



x≥0



f y ( y ) = be − by



y≥0



Let Z=X+Y. Determine fZ(z). b) Let X and Y are statically independent, then prove that the conditional probability density functions are equal to the marginal density functions.
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X and Y are random variables whose joint density function is given by



 xy  fxy( x , y ) =  9  0



0 < x < 2 and 0 < y < 3 else where



Show that X and Y are statistically independent. Verify that they are uncorrelated.



6.



a) Explain the concepts of stochastic process. b) Discuss the properties of Autocorrelation function.



7.



a) Prove that the power spectral density and time average of auto-correlation function form a Fourier transform pair.



[



b) Determine whether the following function is a valid power density spectra. exp − ( w − 1) 2 Explain the reason.



8.



A stationary random signal X (t) has an autocorrelation function RXX (t) =5e-|τ|. It is added to white noise which is independent of X(t) and for which η0/2=10-3 and the sum is applied to a filter having transfer function H ( w) =



4 (1 + jw) 2



a) Find the output noise PSD and average output noise power. b) Find the output signal PSD and average output signal power. c) What is the ratio of output signal power to output average noise power.
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a) In a basket there are 4 red, 3 black and 2 white balls. One ball is drawn at random. Find the probabilities that the drawn ball will be i) red



ii) black and



iii) white



b) Prove that for all integers n>2, P (n,n) = P(n,n-1). c) What is meant by sample space? How a tree diagram is helpful to list the elements of sample space?



2.



a) Define a probability function and what are the required conditions of the function to be probability function? b) Given the joint density function



 x( 1 + 3 y 2 )  0 < x < 2, 0 < y < 1 f ( x,y ) =  4  0 else where Find f(x|y) and P(1/4 < X, 1/2 )|Y=1/3). 3.



a) State and prove Multiplication theorem of Expectation of random variables. b) The first, second and third moments of a probability distribution about the point are 1, 16, -40 respectively. Find the mean, variance and the third central moment. c) A random variable X has pdf of 12x2(1-x), where (0 < x < 1). Compute P (|X-µ|≥2σ) and compare it with the limits given by Chebychev’s inequality.



4.



a) Write the properties of the joint distribution function. b) The joint probability density function of two discrete random variables X and Y is given by fXY(x,y) = k x y, for 0 ≤ x ≤ 3,0 ≤ y ≤ 4 and fXY (x,y) = 0 other wise. Find i) The value of the constant k ii) P(1 < X < 2, 2 < Y < 3) iii) Find marginal density functions fX(x) and fY(y).
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X and Y are two zero mean statistically independent Gaussian random variables with unit variances Z=X+Y. Determine i) Characteristic function φX(w) of X. ii) Characteristic function φY(w) of Y. iii) Characteristic function φZ(w) of Z.



6.



a) What are the characteristics of first order, second order and wide sense stationary process. b) A random process is described by X(t)= A cos(wt+φ). Random variables A and φ are statistically independent, φ is uniform in the interval (-π,π). Determine the autocorrelation function RXX(t1,t2) of the process X(t).



7.



a) Prove that the zero frequency value of PSD of a WSS random process equals the total area under the graph of Auto Correlation Function. b) Find the rms bandwidth of the power spectrum



  πw   A cos S xx ( w ) =   2w  0  8.



w ≤W w >W



a) If narrow band noise n(t) is WSS , then prove that the in-phase and quadrature phase components are also jointly WSS. b) White noise with PSD 5W/Hz is applied to a system whose impulse response is



e − wt h(t ) =  0



t>0 t


Find the mean square value of response.
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1.



a) Three coins are tossed in succession. Find out the probabilities of occurrence of i) Two consecutive heads



ii) head, tail and head.



b) Prove that for all integers n>2, P(n,2)+P(n,1)=n2. c) What is the condition for two events to be independent?



2.



a) Define cumulative distribution function and give some examples. b) Find a formula for the probability distribution of the random variable X representing the outcome when a single die is rolled once. c) The number of customers arriving per hour at a certain automobile service facility is assumed to follow a Poisson distribution with mean λ = 7. Compute the probability that more than 10 customers will arrive in a 2-hour period.



3.



a ) Consider a random variable X with density function



 13 0≤x≤5  f( x ) =   0 else where Find µ=E(X) and σ2=E(X-µ)2. b) Define Moment Generating Function and what are the limitations of it?



4.



a) State and prove Central limit Theorem. b) The joint probability density function of two discrete random variables is given by fXY(x,y) = k (3x+y), where x and y can assume all integers such that 0 ≤ x ≤ 3, 0 ≤ y ≤ 4 and fXY (x,y) = 0 other wise. Find: i) The value of the constant k iii) Find marginal density functions fX(x) and fY(y). 1of 2
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a) X and Y are two statistically independent, identically distributed Gaussian random variables with mean value zero and variance equal to σ2. Suppose these two random variables denote the coordinates of a point in the xy plane. Let R denote the phase of the point in polar coordinates. Find the probability density functions fRθ(r,θ), fθ(θ) and fR( r ). b) Explain Joint “Gaussian Random Variables”



6.



a) What is Ergodicity? Give some examples of it. b) Write the properties of Cross-Correlation function.



7.



Consider a random process X(t)=A0cos(w0t+θ) whereA0 and w0 are constants and θ is a uniform random variable in the interval (0,π). Find: i) Whether X(t) is WSS process.



8.



ii) Find the power spectral density of X (t).



a) How internal Noise is classified? Explain them with suitable examples. b) A mixer has a noise figure of 20dB. The mixer stage is preceded by an amplifier which has a noise figure of 9dB and an available power gain of 15dB. Find the overall Noise figure referred to the input.



2 of 2



|''|''|||''|'''|||'|



























[image: Perspective Stochastic game theory]
Perspective Stochastic game theory












[image: pdf-0944\semimartingale-theory-and-stochastic-calculus-by-he ...]
pdf-0944\semimartingale-theory-and-stochastic-calculus-by-he ...












[image: Stochastic Superoptimization - Stanford CS Theory - Stanford University]
Stochastic Superoptimization - Stanford CS Theory - Stanford University












[image: Stochastic dominance on unidimensional grids: theory ...]
Stochastic dominance on unidimensional grids: theory ...












[image: Process Theory for Supervisory Control of Stochastic ...]
Process Theory for Supervisory Control of Stochastic ...












[image: PDF Foundations of Stochastic Inventory Theory (Stanford Business ...]
PDF Foundations of Stochastic Inventory Theory (Stanford Business ...












[image: A Theory of Markovian Time Inconsistent Stochastic ...]
A Theory of Markovian Time Inconsistent Stochastic ...












[image: Realization Theory of Stochastic Jump-Markov Linear ...]
Realization Theory of Stochastic Jump-Markov Linear ...















ECE-PROBABILITY THEORY AND STOCHASTIC PROCESSES.pdf ...






ECE-PROBABILITY THEORY AND STOCHASTIC PROCESSES.pdf. ECE-PROBABILITY THEORY AND STOCHASTIC PROCESSES.pdf. Open. Extract. 






 Download PDF 



















 917KB Sizes
 2 Downloads
 294 Views








 Report























Recommend Documents







[image: alt]





Perspective Stochastic game theory 

Game theory is rapidly be- coming a general theory of social science, with extensive applications in economics, psychology, political science, law, and biology.














[image: alt]





pdf-0944\semimartingale-theory-and-stochastic-calculus-by-he ... 

pdf-0944\semimartingale-theory-and-stochastic-calculus-by-he-wang-yan.pdf. pdf-0944\semimartingale-theory-and-stochastic-calculus-by-he-wang-yan.pdf.














[image: alt]





Stochastic Superoptimization - Stanford CS Theory - Stanford University 

at most length 6 and produce code sequences of at most length. 3. This approach ..... tim e. (n s. ) Figure 3. Comparison of predicted and actual runtimes for the ..... SAXPY (Single-precision Alpha X Plus Y) is a level 1 vector operation in the ...














[image: alt]





Stochastic dominance on unidimensional grids: theory ... 

Axiom 1 ((ANY) Anonymity) For all n âˆˆ N, x âˆˆ Dn,En(x) = En(xP), where ...... of symmetric algebraic functions of letters, Proceedings of the Edinburgh Math-.














[image: alt]





Process Theory for Supervisory Control of Stochastic ... 

synthesis and verification,â€� in Proceedings of CDC 2010. IEEE,. 2010, pp. ... Mathematics and Computer Science, Amsterdam, The Netherlands,. SEN Report ...














[image: alt]





PDF Foundations of Stochastic Inventory Theory (Stanford Business ... 

Theory (Stanford Business Books) Popular Book ... supply-chain management, which deals with the ways organizations can achieve competitive advantage by.














[image: alt]





A Theory of Markovian Time Inconsistent Stochastic ... 

Feb 2, 2016 - Stockholm School of Economics [email protected] ... Rotman School of Management. University of Toronto ... 7.1 A driving point process .














[image: alt]





Realization Theory of Stochastic Jump-Markov Linear ... 

JMLSs is the formulation and solution of a stochastic realization problem for a ... In turn, the solution ...... Theoretical Computer Science, 138:101â€“112, 1995.


























×
Report ECE-PROBABILITY THEORY AND STOCHASTIC PROCESSES.pdf ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















