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Abstract – We introduce a model to study the effect of degree-frequency correlations on synchronization in networks of coupled oscillators. Analyzing this model, we find several remarkable characteristics. We find a stationary synchronized state that is i) universal, i.e., the degree of synchrony, as measured by a global order parameter, is independent of network topology, and ii) fully phase-locked, i.e., all oscillators become simultaneously phase-locked despite having different natural frequencies. This state separates qualitatively different behaviors for two other classes of correlations where, respectively, slow and fast oscillators can remain unsynchronized. We close by presenting an analysis of the dynamics under arbitrary degree-frequency correlations. c EPLA, 2013 Copyright !



Introduction. – The research of emergent collective behavior in large ensembles of interacting dynamical systems represents a large and important area of complexity theory [1–4]. Studying synchronization of coupled oscillators has proven to be particularly useful in modeling complex systems and uncovering generic mechanisms behind synchronization processes. Examples include simultaneous flashing of fireflies [5], cardiac pacemaker cells [6], circadian rhythms of mammals [7], collective oscillations of pedestrian bridges [8], and chemical oscillators [9]. In many cases, the interactions between oscillators can be described by a complex network. To gain insight into the mechanism behind synchronization, Kuramoto proposed to model the state of each oscillator n by a phase variable θn [10]. When placed on a network, the dynamics of θn is governed by



recent years researchers have started to explore the effect of correlations between oscillator frequency ωn and degree "N kn = m=1 Anm and observed that in some cases, such correlations can give rise to enhanced synchronizability [11] and the emergence of explosive synchronization events [12]. What, then, is the effect of degree-frequency correlations on synchronization in general? We address this question by analytically and numerically studying synchronization in undirected networks (i.e., those for which Anm = Amn ) with general degreefrequency correlations. These correlations may be characterized by the joint probability distribution of degrees and frequencies P (k, ω), which we assume to be symmetric about ω = 0, i.e., P (k, −ω) = P (k, ω). In the classical (uncorrelated) network Kuramoto model [13–15], the frequencies and degrees are chosen independently, so that the distribution P (k, ω) can be written as a product of the N ! frequency and degree distributions, P (k, ω) = P (k)g(ω). Anm sin(θm − θn ), (1) In this letter we propose a framework to study synchroθ˙n = ωn + K m=1 nization in the general case and present detailed results where ωn represents the natural frequency of oscillator for the case in which the joint distribution is given by β β n, K is the global coupling strength, and [Anm ] is the P (k, ω) = P (k)[δ(ω − αk ) + δ(ω + αk )]/2, i.e., adjacency matrix that encodes the network topology of (2) ωn = ±αknβ , the underlying system (n, m = 1, 2, . . . , N ). Although network topology plays a vital role in deter- where α, β characterize the correlation and the positive mining synchronization [11–21], the question of how it and negative signs are chosen with equal probability to influences synchrony is not completely understood. In maintain zero mean frequency as N → ∞. This particular 20001-p1



P. S. Skardal et al. form of P (k, ω) is chosen as an illustrative example and is closely related to a model studied numerically in ref. [12] (see their footnote 24 ). This simple model can be used for analyzing the influence of degree-frequency correlations on the synchronization of coupled oscillators and exhibits rich dynamics. We note that α can be scaled out of eqs. (1) and (2) by letting t !→ t/α and K !→ αK. We will therefore use α = 1 in all figures presented in this letter. Thus, the free parameters are the coupling strength K, the adjacency matrix [Anm ], and the correlation exponent β. We will consider positive correlations and refer to β = 1, β < 1, and β > 1 as linear, sub-linear, and super-linear correlations, respectively. To measure the degree of synchrony, we introduce the following order parameters. The local order parameter rn for oscillator n, which quantifies the degree of synchrony among the neighbors of node n, is defined by rn eiψn = ! iθm , where ψn is the local mean phase. The m Anm e ! global order parameter is defined by R = N −1 n krnn and measures the degree of synchrony over the entire network. Description of solutions. – We now briefly describe the dynamics of the steady-state behavior of the system defined by eqs. (1) and (2). We begin by describing the degree of synchrony as the coupling strength K is varied. In fig. 1 we plot data from simulations on an Erd˝ os-R´enyi (ER) network [22] of size N = 1000 with link probability p = 0.1, using a correlation exponent β = 1. Figure 1(a) shows that as the coupling strength K increases, the timeaveraged order parameter R also increases towards the value of 1, as expected. Notably, this R-K curve exhibits two transitions, one at the critical coupling strength K = K1 ≈ 0.2, and the other one at the critical coupling strength K = K2 ≈ 2 (indicated with vertical dotted lines). This is in sharp contrast to the usual R-K curves where a single transition is observed [13]. As shown in fig. 1(a), these two critical coupling strengths separate three regimes which we denote as incoherent (I), standing wave (SW), and stationary synchronized (SS) states. For K < K1 , R ≈ 0 and the system is incoherent, consisting of oscillators that drift independently. For K1 < K < K2 , the network exhibits SW solutions characterized by the emergence of two synchronized clusters traveling with opposite angular velocities. Such SW solutions result in the oscillating behavior of R(t), shown in fig. 1(b). The distribution of phases ρ(θ) corresponding to the maximal and minimal R(t) values (e.g., as indicated by the green circle and red cross in fig. 1(b), respectively, and shown as dashed lines in fig. 1(a)) are depicted in fig. 1(c). Note that R(t) achieves its maximum when the distributions of phases for the two clusters overlap (dashed green) and achieves its minimum when they lie on opposite sides of the unit circle (dot-dashed red). Finally, for K > K2 the SS state emerges, yielding a time-invariant R(t) ≈ 1 (fig. 1(d)). The SS state exhibits remarkable characteristics. In particular, as we will see, with a linear correlation



Fig. 1: (Colour on-line) Transition from incoherence to coherence for an ER network with parameters N = 1000, p = 0.1, and β = 1. (a) Time-averaged (solid blue) and minimum/maximum (dashed green) R vs. K. (b) Time series R(t) for an SW solution using K = 1.9. (c) Distribution of phases ρ(θ) at maximum (dashed green) and minimum (dot-dashed red) R(t) values (times denoted by the green circle and red cross in (b)). (d) Time series R(t) for an SS solution using K = 2.1.



the critical coupling strength for the onset of global synchronization is K2 = 2α, a universal value that is independent of detailed network topology. The steady-state degree of global synchrony R as a function of K also turns out to be universal in the case of a linear correlation. In sharp contrast, when there is no degree-frequency correlation or when such a correlation is nonlinear, network structure plays a vital role in determining both the critical coupling strength and degree of global synchrony R [13–15]. Furthermore, in the absence of a degree-frequency correlation, only a fraction of the oscillators become phase-locked. The oscillators that are not phase-locked drift indefinitely and typically have either low degrees or high frequencies [13]. However, for a linear degree-frequency correlation (β = 1), whenever the system exhibits global synchrony, all oscillators are locked, which we refer to as full phase-locking. For nonlinear correlations, we find (through both analytical and numerical approaches) that when the correlation is super-linear (sub-linear), drifting oscillators typically exist and are those with high (low) degrees. A linear correlation thus represents a perfect balance between each oscillator’s topological (degree) and dynamical (frequency) properties. We illustrate this in fig. 2, where we show locked (blue) and drifting (yellow) oscillators from real simulations of a network of size N = 16 for sub-linear, linear, and super-linear correlations (left to right). Note that for the sub-linear correlation only oscillators with small degrees (kn = 2) drift, while for the super-linear correlation only oscillators with large degrees (kn ! 8) drift. The case of a linear correlation corresponds to full phase-locking.
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Fig. 2: (Colour on-line) Illustration of phase-locking for sublinear, linear, and super-linear correlations in a network of size N = 16. Circle radii are proportional to degrees with locked and drifting oscillators colored blue and yellow, respectively. Simulation parameter values are β = 0.8, 1, 1.2 and K = 1.35, 2.1, 2.5, respectively.



Standing-wave solution. – The existence of the SW state can be understood by noting that the frequency distribution of the oscillators is bimodal, a property that has been previously shown to produce SW states for systems lacking degree-frequency correlations [23]. For example, when α, β = 1 in eq. (2), the frequency distribution g(ω) is simply the mirror-reflected version of the degree distribution, g(ω) = [P (−ω) + P (ω)]/2. Thus, a unimodal P (k) (in the case of an Erd˝ os-R´enyi network, peaked at k = p(N − 1)) naturally gives rise to a bimodal g(ω), which is expected to lead to a SW solution when the separation between the two peaks of g(ω) is large enough compared to the width of the distribution [23]. To begin the analysis of the SW solution, we will analyze separately the degree of synchrony in the clusters of oscillators with positive and negative frequencies. To this end, we introduce positive/negative local and ! ± global order parameters rn± eiψn = ωm ≷0 Anm eiθm and ! R± = N −1 n rn± /kn± , where kn± is the sum of link strengths connecting oscillator n ! to oscillators with positive/negative frequencies, kn± = ωm ≷0 Anm . Using the modified local order parameters, eq. (1) can be rewritten as



for a solution in which the values of the local order parameters rn+ are approximately time-independent. We note that this occurs when oscillator degrees kn+ ≈ kn /2 are large enough that fluctuations may be neglected (see [13] for a discussion). Accordingly, we neglect the last term in eq. (4), take rn+ to be independent of time, and find that oscillator n locks with the positive cluster if |ωn − Ω| ! Krn+ , in which case we have that sin(φn ) = ωn −Ω + ; otherwise, it drifts indefinitely. Due to the symmeKrn try of the frequency distribution, drifting oscillators (as a whole) do not contribute to the degree of local or global synchrony [13], allowing us to rewrite the local order parameter as " rn+ = Anm eiφn . (5) ωn >0, + |ωn −Ω|≤Krm



Now, since exactly kn+ terms contribute to the order parameter rn+ , we propose that rn+ is proportional to kn+ . This approximation has been validated numerically for this and other network-coupled oscillator systems, but is expected to break down for small rn+ in very heterogeneous networks, e.g., networks with a scale-free (SF) degree distribution P (k) ∝ k −γ with γ ! 2.5 [13,14]. Therefore, we expect the following theory to be valid only for relatively homogeneous networks. Given the definition of R+ , we set rn+ = R+ kn+ . Recalling that ωn = αknβ for ωn > 0, we separate eq. (5) into its real and imaginary parts to obtain self-consistent expressions for R+ and Ω, # β −1 " − Ω)2 4(αkm $k% R+ = km 1 − , (6) N (KR+ km )2 β 2|αkm −Ω|≤KR+ km
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β 2|αkm −Ω|≤KR+ km



! where $k% = n kn /N and we have also used kn+ ≈ km /2. For large N , eqs. (6) and (7) can be approximated by # $ 4(αk β − Ω)2 + −1 R = $k% P (k)k 1 − dk, (KR+ k)2 2|αkβ −Ω|≤KR+ k θ˙n = ωn + K[rn+ sin(ψn+ − θn ) + rn− sin(ψn− − θn )]. (3) (8) % β P (k)k dk We now assume that synchronized oscillators are divided, 2|αkβ −Ω|≤KR+ k . (9) Ω=α % according to the sign of their frequency ωn , into two P (k)dk 2|αkβ −Ω|≤KR+ k clusters that rotate in opposite directions with angular − velocity ±Ω, so that ψn± = ±Ωt. Assuming ωn > 0 and A similar argument would show that R satisfies eq. (8). moving to a rotating frame of coordinates, we define Equations (8) and (9) give the degree of synchrony in each cluster and must be solved self-consistently. In general φn = θn − Ωt, and obtain eqs. (8) and (9) need to be solved numerically. In the case of β = 1, it is possible to find analytically φ˙ n = (ωn − Ω) − Krn+ sin(φn ) − Krn− sin(φn + 2Ωt). (4) the critical value K1 corresponding to the onset of the For Ω not too small, the last term in this equation oscil- SW solution. To do this, we substitute z = 2(αk − Ω)/ lates rapidly around zero compared to the first two terms KR+ k in eq. (8) and let R+ → 0+ , obtaining a critiand can therefore be approximately averaged out. (Later cal coupling strength of K1 = 4α3 $k%/πΩ21 P (Ω1 /α), where we will discuss when the value of Ω we find in our analy- Ω1 is the group angular velocity at onset. If P (k) is sis is consistent with this assumption.) We will now look unimodal and has a peak at an intermediate k value, 20001-p3



P. S. Skardal et al. of the local order parameters we rewrite eq. (1) as θ˙n = ωn + Krn sin(ψn − θn ).
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Fig. 3: (Colour on-line) Degree of synchrony within positive clusters R+ vs. coupling strength K for an ER network with p = 0.1 (blue circles) and an SF network with γ = 5.0 and k0 = 50 (red crosses), both of size N = 1000. Theoretical predictions for R+ given by eqs. (8) and (9) are plotted in dashed black. Critical coupling strengths K1 are marked with vertical dotted lines.



e.g., for an ER network, then expanding eq. (9) about R+ = 0 yields the condition P ! (Ω1 /α) = 0. For an ER network with mean degree !k" = (N − 1)p, this yields Ω1 = α!k", K1 = 4α/π!k"P (!k"). For a monotonically decreasing distribution P (k) with minimum degree k0 , e.g., a SF network with minimum degree k0 , it can be shown that Ω1 = αk0 , which yields a critical coupling strength of K1 = 4α!k"/πk02 P (k0 ). We note that, at onset, the period of oscillation of the last term in eq. (4) is π/Ω1 . On the other hand, the timescale of evolution associated with the first two terms is 2π/(ωn − Ω1 ). Therefore, to neglect the last term in eq. (4) we require 2Ω1 $ ωn − Ω1 . For a distribution peaked at k = kˆ we require, using Ω1 = αkˆ and ˆ Therefore, we strictly require ωn = αkn , that 2kˆ $ kn − k. ˆ A somewhat less restrictive require2kˆ $ maxn (kn − k). ment, which guarantees the condition is valid for most of ˆ In any case, our theory the oscillators, is 2kˆ $ rms(kn − k). for the onset of the standing-wave solution is restricted to networks with a homogeneous degree distribution (e.g., not SF networks). We numerically verify these results by simulating eqs. (1) and (2) with β = 1 over a range of K for an ER network with p = 0.1 and an SF network with γ = 5 and k0 = 50 (all SF networks we use in this letter were generated using the configuration model [24]). Both networks are of size N = 1000. Resulting R+ for the ER and SF networks are plotted in blue circles and red crosses, respectively, in fig. 3. Corresponding R− values were indistinguishable from R+ . Theoretical predictions obtained by solving eqs. (8) and (9) are plotted as dashed black curves. Critical values K1 for each network are indicated by vertical dotted lines. Results from simulations on the ER network are predicted well by our theory. While our theory is not expected to apply to SF networks, we find reasonable agreement for the SF network with γ = 5. The agreement does break down for smaller values of γ (not shown).



We now look for solutions where i) the synchronized cluster has zero mean frequency and ii) local order parameters rn are approximately time-invariant. Oscillator n then becomes phase-locked if |ωn | ! Krn , in which case sin(θn − ψn ) = ωn /Krn ; otherwise it drifts indefinitely. Due to the symmetry of the frequency distribution, drifting oscillators (as a whole) do not contribute to the degree of local or global synchrony [13], allowing us to rewrite the local order parameter as ! Anm ei(θm −ψn ) . (11) rn = |ωm |≤Krm



We now look for solutions that satisfy the following conditions. First, assuming a single synchronized cluster, we set ψn = ψm for all n, m [13]. We note that this assumption tends to break down when network structure is strongly modular [17]. Second, as in the analysis of the SW solution, since exactly kn terms contribute to the order parameter rn , we propose that rn is proportional to the degree kn , i.e., rn = Rkn . We note that this holds extremely well even for very heterogeneous networks because for SS solutions rn /kn ≈ 1. Under these two assumptions, eq. (11) becomes " # $2 ! ωm Rkn = Anm 1 − . (12) KRkm |ωm |≤KRkm



For the linear correlation (β = 1) the dependence of both the summation condition and the square-root term on km (and ωm ) vanishes. Looking for the synchronized state, we sum eq. (12) over all nodes and find that, after some simplification, % ( & & α2 '1 ± 1 − 4K 2 , (13) R= 2



where the + (−) sign represents a stable (unstable) solution (numerically determined). This branch of stationary synchronized solutions appears at K2 = 2α in the form of a saddle-node bifurcation. Note that in eq. (12), since)the square-root term becomes constant, the remaining m Anm term, which encodes the network topology, reduces to the degree kn which is balanced by the left side of eq. (12). Thus, the degree of global synchrony given by eq. (13) and the critical coupling constant K2 = 2α at which the SS solution appears are independent of the detailed structure of the network, which we refer to as universality. This surprising result is found to hold even for networks with degree-degree correlations. We numerically verify these results by simulating Stationary synchronized solution. – We now eqs. (1) and (2) with β = 1 over a range of K for an present an analysis of the SS solution. Using the definition ER network with p = 0.1 and two SF networks with 20001-p4
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Fig. 5: (Colour on-line) Critical coupling strength K2 obtained from eq. (15) as a function of γ for SF networks with k0 = 50 for several values of β.
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Fig. 4: (Colour on-line) Degree of global synchrony R vs. coupling strength K. (a) Several networks with linear correlations, β = 1. Networks used are ER with p = 0.1 (blue circles), and SF with γ = 2.5 (red crosses) and 3.5 (green triangles), both with k0 = 10, all of size N = 1000. Theoretical prediction given by eq. (13) in dashed black. (b) Nonlinear correlations β = 0.9 (blue circles) and β = 1.1 (red crosses) on an SF network with γ = 3, k0 = 50. Theoretical predictions given by eq. (15) in dashed black.



γ = 2.5 and 3.5 and k0 = 10. All networks are of size N = 1000. Resulting R values for the ER network and SF networks with γ = 2.5 and 3.5 are plotted in blue circles, red crosses, and green triangles, respectively, in fig. 4(a). The theoretical prediction given by eq. (13) is plotted in dashed black. The critical coupling strength K2 = 2α is indicated by the vertical dotted line. Results from simulations are predicted very well by our theory, confirming that the detailed network topology is not necessary to describe K2 and R in the SS state for linear correlations. We note that, as opposed to our theory for the SW solution, here we do not need to assume a homogeneous degree distribution. For nonlinear correlations (β != 1), eqs. (2) and (12) yield, after summing over n, " % &2 # β # −1 ! αkm "k# $ R= km 1 − , (14) N KRkm β αkm ≤KRkm



'N where "k# = n=1 kn /N . For large N , we can approximate eq. (14) with the integral ) * +2 ( αk β −1 R = "k# P (k)k 1 − dk. (15) KRk αkβ ≤KRk In general, eq. (15) needs to be solved numerically. The critical coupling strength K2 where the stationary synchronized solution is born can be found by solving eq. (15) for the minimum K value where R > 0 is a solution. Recall that for β = 1 we have K2 = 2α, which



is a universal value independent of the network topology. Increasing (decreasing) β effectively spreads (contracts) the set of natural frequencies, therefore impeding (promoting) synchrony and increasing (decreasing) K2 . We numerically verify these results by simulating eqs. (1) and (2) with β != 1 on a SF network with γ = 3 and minimum degree k0 = 50. Resulting R for β = 0.9 and 1.1 are plotted as blue circles and red crosses, respectively, in fig. 4(b). Theoretical predictions for R and the critical coupling strength K2 , both obtained by solving eq. (15), are plotted as dashed black and vertical dotted black curves. Results from simulations are predicted very well by our theory. For networks which violate our assumptions by having smaller minimum degrees, e.g., k0 = 10, we found that K2 as observed from simulations is slightly smaller (larger) for β < 1 (β > 1) than those predicted by eq. (15) (simulations not shown). To further explore the dependence of K2 on network characteristics, we consider SF networks and numerically solve eq. (15) to find K2 given a correlation exponent β and degree exponent γ. Setting the minimum degree k0 = 50, we plot K2 as a function of γ in fig. 5 for increasing values of β ∈ [0.8, 1.2], from bottom to top. We see that for β < 1, we have K2 < 2α, and for β > 1, we have K2 > 2α. As the networks become more heterogeneous (i.e., γ decreases) K2 curves upward (downward) for β > 1 (β < 1), while K2 = 2α remains constant for β = 1. Having analyzed the SS state, we finally revisit the novel phase-locking behavior introduced in fig. 2. Recall our observation that the linear (β = 1) correlation produces full phase-locking, implying that there are no drifting oscillators. In fact this was observed to be a critical case separating the contrasting phase-locking behaviors of sublinear and super-linear correlations, for which there exist drifting oscillators with low and high degrees, respectively. This interesting phenomenon can be explained by the locking criterion αkβ−1 ! KR in eq. (14), assuming that K > K2 . For super-linear correlations (β > 1), oscillators 1 β−1 become locked, while oscillators with degree k ≤ ( KR α ) with high degree and frequency drift, a scenario similar to what has been observed in previous work [13]. For sublinear correlations (β < 1), the phase-locked population 1 α 1−β , thus ) consists of oscillators with degree k ≥ ( KR
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P. S. Skardal et al. leaving oscillators with low degree and frequency drifting. to optimize the synchronization properties of networks, These two qualitatively different behaviors are separated which have been recently realized experimentally [26]. by the critical case of linear correlations (β = 1) for which Two recent papers [27,28] independently studied addithe dependence on k disappears and the oscillators either tional aspects of degree-frequency correlations. all drift or all phase-lock. While we have not performed rigorous experiments testing these critical locking degrees, ∗∗∗ the results in fig. 2 are in agreement with our theory. Supported by NSF Grant No. DMS-0908221 (PSS, DT, General correlations. – We finalize our analysis by and JGR) and ARO Grant No. 61386-EG (JS). noting that, although in this letter we focused on a specific form of the degree-frequency correlations (i.e., eq. (2)), in the general case of a joint distribution P (k, ω) symmetric REFERENCES about ω = 0, our analysis still holds and results generalize. [1] Strogatz S. H., Sync: The Emerging Science of SpontaFor the SS solution, we find that eq. (15) is replaced with neous Order (Hyperion) 2003. " ! ∞! [2] Pikovsky A., Rosenblum M. and Kurths J., Synchro2 ω nization: A Universal Concept in Nonlinear Sciences dωdk. P (k, ω)k 1 − R = !k"−1 2 (KRk) 0 |ω|≤KRk (Cambridge University Press) 2003. (16) [3] Dorogovtsev S. N., Goltsev A. V. and Mendes J. F. F., Rev. Mod. Phys, 80 (2008) 1275. For a general distribution P (k, ω), the SW solution will [4] Arenas A. et al., Phys. Rep., 469 (2008) 93. not appear if the distribution of frequencies is not suffi[5] Buck J., Q. Rev. Biol., 63 (1988) 265. ciently bimodal. Otherwise, we may replace eq. (8) with [6] Glass L. and Mackey M. C., From Clocks to Chaos: ! ∞! The Rhythms of Life (Princeton University Press) 1988. + −1 R = !k" P (k, ω)k [7] Yamaguchi S. et al., Science, 302 (2003) 1408. 0
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2|ω−Ω|≤KR+ k



4(ω − Ω)2 dωdk. × 1− (KR+ k)2



(17)



Conclusion. – In many applications of networkcoupled dynamical systems, a central questions is how the dynamics and network structure give rise to emergent collective behavior [11–21]. For instance, in many systems the contribution of the network structure is encapsulated in one or more eigenvalues and eigenvectors of the network adjacency [16] or Laplacian matrices [18–20]. Here we find that if degree-frequency correlations are chosen appropriately, then the network structure has virtually no influence on the resulting synchronization properties. Full phase-locking, i.e., the simultaneous entrainment of all oscillators, in heterogeneous oscillator systems is also a novel finding. Typically, an extremely large value of K is needed to entrain all the oscillators in a large network when the oscillators are heterogeneous [13,25]. However, in the presence of a linear degree-frequency correlation, all oscillators become phase-locked simultaneously as the coupling constant passes the critical value for global synchrony, K2 . This unexpected phenomenon emerges despite the presence of strong heterogeneity in both the network structure and oscillator dynamics. Another remarkable observation is that, for sub-linear correlations, the locked oscillators are those with a frequency which is most different from the mean. In addition to analyzing the case of eq. (2), we have presented a general formalism to analyze synchronization of network-coupled oscillators with degree-frequency correlations. This framework may potentially be used



[8] Strogatz S. H. et al., Nature (London), 438 (2005) 43. [9] Kiss I. Z., Zhai Y. and Hudson J. L., Phys. Rev. Lett., 94 (2005) 248301. [10] Kuramoto Y., Chemical Oscillations, Waves, and Turbulence (Springer-Verlag) 1984. [11] Brede M., Phys. Lett. A, 372 (2008) 2618. ´ mez-Garden ´es J., Go ´ mez S., Arenas A. and [12] Go Moreno Y., Phys. Rev. Lett., 106 (2011) 128701. [13] Restrepo J. G., Ott E. and Hunt B. R., Phys. Rev. E, 71 (2005) 036151. [14] Ichinomiya T., Phys. Rev. E, 70 (2004) 026116. [15] Moreno Y. and Pacheco A. F., Europhys. Lett., 68 (2004) 603. [16] Restrepo J. G., Ott E. and Hunt B. R., Phys. Rev. E, 76 (2007) 056119. [17] Skardal P. S. and Restrepo J. G., Phys. Rev. E, 85 (2012) 016208. [18] Pecora L. M. and Carroll T. L., Phys. Rev. Lett., 80 (1998) 2109. [19] Sun J., Bollt E. M. and Nishikawa T., EPL, 85 (2009) 60011. [20] Ravoori B. et al., Phys. Rev. Lett., 107 (2011) 034102. [21] Hung Y.-C. et al., Phys. Rev. E, 77 (2008) 016202. ˝ s P. and Re ´nyi A., Pub. Math. Inst. Hung. Acad. [22] Erdo Sci., 5 (1960) 17. [23] Martens E. A. et al., Phys. Rev. E, 79 (2009) 026204. [24] Bekessy A., Bekessy P. and Komlos J., Stud. Sci. Math. Hung., 7 (1972) 343. ¨ rfler F. and Bullo F., SIAM J. Appl. Dyn. Syst., [25] Do 10 (2011) 1070. [26] Leyva I. et al., Phys. Rev. Lett., 108 (2012) 168702. ´s F. and Schimansky-Geier [27] Sonnenschein B., Sague L., Eur. Phys. J. B, 86 (2013) 12. [28] Coutinho B. C. et al., preprint arXiv:1211.5690v2 (2012).



20001-p6



























[image: Effects of degree-frequency correlations on network ...]
Effects of degree-frequency correlations on network ...












[image: Network Effects on Worker Productivity]
Network Effects on Worker Productivity












[image: Effects of network topology on wealth distributions]
Effects of network topology on wealth distributions












[image: Effects of network topology on wealth distributions]
Effects of network topology on wealth distributions












[image: REVERSE NETWORK EFFECTS THE CHALLENGES OF SCALING ...]
REVERSE NETWORK EFFECTS THE CHALLENGES OF SCALING ...












[image: Social Network Effects]
Social Network Effects












[image: Social Network Effects]
Social Network Effects












[image: Social Network Effects]
Social Network Effects












[image: Social Network Effects]
Social Network Effects












[image: Effects of Cations on the Hydrogen Bond Network of Liquid Water ...]
Effects of Cations on the Hydrogen Bond Network of Liquid Water ...












[image: Weak pairwise correlations imply strongly correlated network states in ...]
Weak pairwise correlations imply strongly correlated network states in ...












[image: Correlations in End-to-End Network Metrics ... - Semantic Scholar]
Correlations in End-to-End Network Metrics ... - Semantic Scholar












[image: anthropogenic effects on population genetics of ... - BioOne]
anthropogenic effects on population genetics of ... - BioOne












[image: EFFECTS OF SURFACE CATALYTICITY ON ...]
EFFECTS OF SURFACE CATALYTICITY ON ...












[image: correlations among]
correlations among












[image: Adoption of Technologies with Network Effects: An ...]
Adoption of Technologies with Network Effects: An ...












[image: Adoption of Technologies with Network Effects: An ...]
Adoption of Technologies with Network Effects: An ...












[image: Effects of dexamethasone on quality of recovery.pdf]
Effects of dexamethasone on quality of recovery.pdf












[image: Effects of sample size on the performance of ... -]
Effects of sample size on the performance of ... -












[image: Effects of different sources of oils on growth ...]
Effects of different sources of oils on growth ...















Effects of degree-frequency correlations on network ...






Jan 28, 2013 - recent years researchers have started to explore the effect of correlations .... 2: (Colour on-line) Illustration of phase-locking for sub- linear, linear, and .... and k0 =50 (all SF networks we use in this letter were generated using ... 






 Download PDF 



















 390KB Sizes
 2 Downloads
 265 Views








 Report























Recommend Documents







[image: alt]





Effects of degree-frequency correlations on network ... 

Jan 28, 2013 - ... of Physics and Astronomy, Northwestern University - Evanston, IL 60208, USA ... gain insight into the mechanism behind synchronization,.














[image: alt]





Network Effects on Worker Productivity 

May 19, 2016 - decisions faced by personnel managers, e.g. how training policies should be optimally designed. .... 5, we describe how we define and construct our co-worker networks. Section 6 is ...... on the same floor of the building.














[image: alt]





Effects of network topology on wealth distributions 

May 21, 2008 - Hence, the basic topological property characterizing each vertex is its ... This corresponds to a trivial network with N vertices and no edge, and ...














[image: alt]





Effects of network topology on wealth distributions 

May 21, 2008 - topological properties alone (such as the scale-free property) are not ..... completely isolated ones (figure produced using the Pajek software). .... [12] Banerjee A, Yakovenko V M and Di Matteo T 2006 Physica A 370 54â€“9. 10 ...














[image: alt]





REVERSE NETWORK EFFECTS THE CHALLENGES OF SCALING ... 

REVERSE NETWORK EFFECTS THE CHALLENGES OF SCALING AN ONLINE PLATFORM.pdf. REVERSE NETWORK EFFECTS THE CHALLENGES OF ...














[image: alt]





Social Network Effects 

Oct 10, 2006 - worth implementingâ€”and best fit for a limited number of close peers. ...... suitable model for the economics of hosting blogsâ€”and to explain ...














[image: alt]





Social Network Effects 

Oct 10, 2006 - economic model for providers of such services, and suggest in- sights on ..... a joint adoption): e. g. downloading the client application of an IM. ..... suitable model for the economics of hosting blogsâ€”and to explain their spec-.














[image: alt]





Social Network Effects 

Conclusion and discussion. Social Network Effects. Bertil Hatt. EconomiX, France Telecom R&D. SÃ©minaire Draft â€“ Nanterre. October 10, 2006 ...














[image: alt]





Social Network Effects 

Oct 10, 2006 - Symmetric service. Asymmetric service. Conclusion and discussion. Local preferences. Structural concerns. Layers networks. Social network ...














[image: alt]





Effects of Cations on the Hydrogen Bond Network of Liquid Water ... 

Nov 28, 2005 - Inerface Sci. 2004, 9, 1. (11) StÃ¶hr, J. NEXAFS spectroscopy; Springer-Verlag: Berlin and New. York, 1992. (12) Cappa, C. D.; Smith, J. D.; Wilson, K. R.; Messer, B. M.; Gilles,. M. K.; Cohen, R. C.; Saykally, R. J. J. Phys. Chem. B 2














[image: alt]





Weak pairwise correlations imply strongly correlated network states in ... 

between pairs of neurons coexist with strongly collective behaviour in the ... These maximum entropy models are equivalent to Ising models, and predict that.














[image: alt]





Correlations in End-to-End Network Metrics ... - Semantic Scholar 

and services running on top of the network infrastructure. Since changes ... ROUTE. CAPACITY. Fig. 1. Correlations in different e2e network metrics along with.














[image: alt]





anthropogenic effects on population genetics of ... - BioOne 

6E-mail: [email protected] ... domesticated status of the host plant on genetic differentiation in the bean beetle Acanthoscelides obvelatus.














[image: alt]





EFFECTS OF SURFACE CATALYTICITY ON ... 

The risk involved, due to an inadequate knowledge of real gas effects, ... the heat shield surface, increase the overall heat flux up to about two times, or more, higher than ..... using data from wind tunnel and free flight experimental analyses.














[image: alt]





correlations among 

Further analysis showed that certain smells corre- lated with tasks more .... The procedure and comparison sample data were adapted from Gross-. Isseroff and ...














[image: alt]





Adoption of Technologies with Network Effects: An ... 

chines, and the increased use of the Internet. In such networks .... into the relationship between network size and a bank's propensity to adopt ATMs that ... tuting the automated teller for the human one during normal business hours, and will.














[image: alt]





Adoption of Technologies with Network Effects: An ... 

ness and Economics Program at MIT for financial support. ... their accounts. .... tuting the automated teller for the human one during normal business hours, and will .... decline of the cost of adopting decreases over time, the smallest T that .....














[image: alt]





Effects of dexamethasone on quality of recovery.pdf 

718.e3 American Journal of Obstetrics & Gynecology NOVEMBER 2015. Whoops! There was a problem loading this page. Effects of dexamethasone on quality ...














[image: alt]





Effects of sample size on the performance of ... - 

area under the receiver operating characteristic curve (AUC). With decreasing ..... balances errors of commission (Anderson et al., 2002); (11) LIVES: based on ...














[image: alt]





Effects of different sources of oils on growth ... 

70-L tanks of 10 fish (50 g) for 60 days and subsequently fish were starved for 40 days. It was ... Similarly, salmon fed the high-fat diets were on average 122 g .... canola oil or linseed oil diet. Table 2 Performance parameters of juvenile barramu


























×
Report Effects of degree-frequency correlations on network ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















