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ABSTRACT



A wide range of modelling algorithms is used by ecologists, conservation practitioners, and others to predict species ranges from point locality data. Unfortunately, the amount of data available is limited for many taxa and regions, making it essential to quantify the sensitivity of these algorithms to sample size. This is the first study to address this need by rigorously evaluating a broad suite of algorithms with independent presence–absence data from multiple species and regions. We evaluated predictions from 12 algorithms for 46 species (from six different regions of the world) at three sample sizes (100, 30, and 10 records). We used data from natural history collections to run the models, and evaluated the quality of model predictions with area under the receiver operating characteristic curve (AUC). With decreasing sample size, model accuracy decreased and variability increased across species and between models. Novel modelling methods that incorporate both interactions between predictor variables and complex response shapes (i.e. GBM, MARS-INT, BRUTO) performed better than most methods at large sample sizes but not at the smallest sample sizes. Other algorithms were much less sensitive to sample size, including an algorithm based on maximum entropy (MAXENT) that had among the best predictive power across all sample sizes. Relative to other algorithms, a distance metric algorithm (DOMAIN) and a genetic algorithm (OM-GARP) had intermediate performance at the largest sample size and among the best performance at the lowest sample size. No algorithm predicted consistently well with small sample size (n < 30) and this should encourage highly conservative use of predictions based on small sample size and restrict their use to exploratory modelling. Keywords Ecological niche model, MAXENT, model comparison, OM-GARP, sample size, species distribution model.



Accurate descriptions of species ecological and geographical distributions are fundamental to understanding patterns of biodiversity and the processes that shape them (Ferrier et al., 2002; Rushton et al., 2004). Species distribution models use quantitative methods to infer species environmental requirements from conditions at known occurrences and are increasingly used to predict distributions. A wide range of methods has been used, including factor analysis (Hirzel et al., 2002), distance metrics



(Carpenter et al., 1993) bounding boxes (Busby, 1991), logistic regression (Buckland et al., 1996), artificial neural networks (Manel et al., 1999), genetic algorithms (Stockwell & Peters, 1999), and Bayesian approaches (Hepinstall & Sader, 1997). Different methods can produce rather different predictions (Ladle et al., 2004; Elith et al., 2006; Pearson et al., 2006). Despite the frequent use of distribution models, the number of occurrence records available for individual species from which to generate predictions is often quite limited. In addition to the various types of species rarity that might limit the availability of
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INTRODUCTION
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M. S. Wisz et al. locality records (Kunin & Gaston, 1993), this paucity exists because some species are difficult to sample, or because available data are not yet available electronically (Graham et al., 2004). Data paucity is of concern because model quality is clearly influenced by the number of records used in model building (Carroll & Pearson, 1998; Cumming, 2000; Pearce & Ferrier, 2000; Stockwell & Peterson, 2002; Kadmon et al., 2003; Hernandez et al., 2006). Few records may suffice to characterize distributions of species with narrow environmental tolerances, especially compared to those with broader tolerances (Kadmon et al., 2003). However, in general, predictions based on few records are unlikely to be as good as those based on a large number of samples (Pearce & Ferrier, 2000; Kadmon et al., 2003; Hernandez et al., 2006). There is a series of reasons why model performance generally decreases with sample size. First, levels of uncertainty associated with parameter estimates (e.g. means, modes, medians, predicted probabilities of occurrence) decrease with increasing sample size (Crawley, 2002). When sample sizes are small, outliers carry more weight in analyses than if more data were available to buffer their effects. Furthermore, given the highly dimensional, complex nature of ecological niches of species (Hutchinson, 1957), large numbers of samples may be needed to allow for accurate description of the range of conditions over which a species occurs. Moreover, empirical studies have shown that species responses to environmental gradients can be skewed or multimodal (Austin, 2002). Finally, interactions among environmental variables are often important in describing species–environment relationships and the number of parameters to be estimated for interactive effects increases exponentially with number of predictor variables (Rushton et al., 2004). As a consequence, larger amounts of data might be needed to describe complex relationships and interactions, however, algorithms that perform well with a large sample sizes will not necessarily perform well with fewer samples. This necessitates the investigation of possible trade-offs between sample size and model complexity. Previous studies have evaluated sample size effects on distributional models for only a few algorithms each and most did not test with data collected independently of the training data. For example, Stockwell & Peterson (2002) explored the effects of sample size on the performance of a genetic algorithm and a logistic regression method on North American bird predictions. Cumming (2000) evaluated the effects of sample size in the predictive performance of logistic regression models built for African ticks, and Kadmon et al. (2003) examined this for BIOCLIM models built for woody plant species from Israel. Hernandez et al. (2006) evaluated sample size relationships to model performance in BIOCLIM, DOMAIN, DK-GARP, and MAXENT on 17 species of vertebrates and one species of insect from California. In the most comprehensive study to date comparing species distribution model performance, Elith et al. (2006) demonstrated that several novel modelling methods yielded particularly good predictions. As part of the same cooperative effort, we have evaluated effects of experimentally manipulated/ controlled sample sizes on predictive accuracy of 12 modelling algorithms in five geographical regions on four continents, using independent evaluation data and threshold-independent statistics.
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Models were based on occurrence records from data associated with natural history collections, a rapidly growing data source (Graham et al., 2004). Natural history collection data typically reflect opportunistic sampling, which may introduce sampling biases (Hijmans et al., 2000), for example, if sampling is concentrated only near roads, high elevation or particularly wet areas may be underrepresented. Such biases can exacerbate statistical problems when models are based on small sample sizes. We anticipated a continuum of possible responses of modelling algorithms to sample size manipulations, but in general, models could be relatively insensitive (cases A, D, and E Fig. 1) or sensitive (cases B and C) to sample size, perhaps with a threshold at which model quality breaks down (case B). The quality of model predictions may be independent of sample size sensitivity, but models that are sensitive would produce poorer predictions at smaller sample sizes. METHODS Experimental framework This study forms part of a larger project examining performance of species distribution models using locality data from natural history collections (Graham et al., 2004; Elith et al., 2006; Guisan et al., 2007). We generated predictions from 12 modelling algorithms for 46 species at high (100 records), medium (30 records), and low (10 records) sample sizes to allow assessment of sample size effects on algorithm performance. We trained the models on



Figure 1 Five potential responses of modelling algorithms to sample size manipulations. (a) High-quality models, no sensitivity to sample size; (b) sensitivity to particularly small sample sizes; (c) sensitivity to sample size over whole range; and (d) intermediatequality models, no sensitivity to sample size; (e) low-quality models, no sensitivity to sample size.
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Effect of sample size on species distribution models presence-only (PO) records from natural history collections and non-systematic sampling. We subsequently evaluated the predictions with independent testing data from strategically collected presence and absence (PA) data.



trees; evaluation of SA predictions were made with Al Gentry’s transect data at 152 sites (source: Missouri Botanic Gardens), and SWI predictions were evaluated with data from forest inventory plots surveyed on a regular lattice.



Occurrence data



Range overlap



Presence only data In each of five regions, we chose 10 species that had > 100 unique occurrence localities (for one region, data available for only six species met this sample size requirement). The resulting data set consisted of 10 species each and included breeding birds of southern Ontario, Canada (CAN) based on nest records from the Royal Ontario Museum; small vertebrates of New South Wales, Australia (NSW) based on incidental records reported in the Atlas of NSW Wildlife; trees of New Zealand (NZ) based on herbarium data; and alpine plants of Switzerland (SWI) based on non-systematic surveys of forest vegetation. We also included six species of plants from the Amazon basin, South America (SA) based on herbarium data. Species were selected in consultation with regional experts to span a range of geographical distributional sizes and (where possible) life-history characteristics. Full details on the data used are provided in Elith et al. (2006). Evaluation data The independent presence–absence data were from planned surveys, with accurate location records. Full details of the evaluation data are provided in Elith et al. (2006), but briefly, predictions from CAN were evaluated with data from the Breeding Bird Atlas for Ontario; predictions from NSW were evaluated with data from designed surveys (Ferrier & Watson, 1996), as were those for NZ



The occurrence data for each species were subsampled randomly to provide data sets of 10, 30, and 100 points, with smaller samples selected at random from the full data set (i.e. not nested within larger samples). To quantify the amount of information about the species preserved in each random sample, we computed an environmental ‘range overlap’. We computed ‘range overlap’ as the amount of the environmental space represented in the sample used to train a given model relative to the environmental space represented in the relatively complete evaluation data. Specifically, we calculated this as the ratio of (1) the arithmetic mean of the fractional overlap of the range of each environmental variable in each sample of training data (i.e. 10, 30, or 100 records) with (2) the arithmetic mean of the fractional overlap of these environmental variables in the presence data of the complete evaluation (testing) data set. Range overlap values thus ranged from 0 to 1 with smaller values indicating that less of the species environmental space is represented in the given sample. We compared arcsine-transformed range overlap values for each subsample to each other using paired-sample t-tests (two-tailed) with appropriate Bonferroni corrections. Modelling species predictions Twelve predictive techniques were used to fit the species distribution models (Table 1). These were: (1) the DIVA-GIS implementation of BIOCLIM (Busby, 1991); (2) DOMAIN (Carpenter et al.,



Table 1 Algorithms examined in this paper.



Method



Class of model (see Elith et al., 2006 for full details of implementation)



Data



Software



Example



BIOCLIM BRUTO DK-GARP DOMAIN GAM GBM GLM LIVES



Envelope model Regression, a fast implementation of a GAM Rule sets derived with genetic algorithms; desktop version Multivariate distance Regression: GAM Boosted decision trees Regression; generalized linear model Multivariate distance



PO PA PA PA PA PA PA PA



(Busby, 1991) (Hastie et al., 2001) (Stockwell & Peters, 1999) (Carpenter et al., 1993) (Guisan et al., 2002) (Friedman et al., 2000) (Guisan et al., 2002) (Elith et al., 2006)



MARS



Regression; multivariate adaptive regression splines



PA



MARSINT MAXENT OM-GARP



As above; interactions allowed Maximum entropy with threshold features Rule sets derived with genetic algorithms; open modeller version



PA PE PA



- (www.diva-gis.org) R and S-Plus, mda package DesktopGarp - S-Plus,  add-on R, gbm package S-Plus,  add-on Specialized program not yet publicly released R, mda package plus new code to handle binomial responses As above Maxent New version of GARP not yet available



(Moisen & Frescino, 2002) (Moisen & Frescino, 2002) (Phillips et al., 2006) (Anderson et al., 2002; Elith et al., 2006)



PO, only presence data used; PE, presence compared against the entire region; PA, presence and some form of absence required. For these analyses, we randomly selected 10,000 pseudo-absences from each region. GAM, generalized additive model. © 2008 The Authors Diversity and Distributions, Journal compilation © 2008 Blackwell Publishing Ltd
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M. S. Wisz et al. 1993); (3) GLM: generalized linear model (Guisan et al., 2002); (4) GAM: generalized additive model (Guisan et al., 2002); (5) BRUTO: a fast implementation of GAM (Hastie et al., 2001); (6) MARS: multivariate adaptive regression splines (Moisen & Frescino, 2002); (7) MARSINT: similar to (6) but incorporating interactions between predictors (Moisen & Frescino, 2002); (8) GBM: generalized boosting methods/boosted decision trees (Friedman et al., 2000); (9) DK-GARP: genetic algorithm for rule-based predictions based on Stockwell & Peters (1999); (10) OM-GARP: new implementation of a genetic algorithm for rule-based predictions that minimizes errors of omission and balances errors of commission (Anderson et al., 2002); (11) LIVES: based on distances in multidimensional space (Elith et al., 2006); and (12) MAXENT: based on maximum entropy and L-1 regularization (Phillips et al., 2006). Some of these methods required both presence and absence data (Table 1). For these methods we randomly generated 10,000 pseudo-absences within each region. These were intended as a sample of the whole region, and though possible, there was a very low probability that a background sample coincided with a presence record. All data, modelling techniques, specific fitting details, and modelling implementations are described in full in Elith et al. (2006). The models were fitted by those among the authors who knew the technique best. DK-GARP could not be run for NZ owing to computer memory limitations; therefore, the total number of model runs made for this study was 46 species × 3 sample sizes × 12 modelling algorithms minus the 10 NZ species not modelled by DK-GARP. This resulted in 1646 spatial predictions of species distributions. Evaluating predictions We evaluated our predictions using independently collected presence and absence data. These data were often more precise and accurate than the data used to train the models. To assess model discriminatory power for each prediction, we computed the area under the receiver operating characteristic curve (AUC) and correlation (COR). AUC evaluates how well model predictions discriminate between locations where observations are present and absent, and is one of the most widely used threshold-independent evaluators of model discriminatory power (Fielding & Bell, 1997). These curves are plotted as model sensitivity versus (1 – specificity) for a range of increasing, predictive threshold values. AUC can range from 0 to 1. An AUC = 0.5 indicates that model performance is equal to that of a random prediction, while an AUC of 0.8 means that in places where a species is present in 80% of cases the predicted values will be higher than where the species has not been recorded. Furthermore, in interpreting AUC in terms of correct ranking of random suitable sites versus random unsuitable sites, a model with AUC = 0.66 ranks the suitability of the site correctly 66% of the time. AUC is not an absolute measure and is sensitive to the method in which absences in the evaluation data are selected (Lobo et al., 2008). As long as the presence data are predicted reasonably well, it is very easy to obtain high AUC values if the evaluation data contain absence points selected from
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a very large area (e.g. an entire continent or the whole world). Nevertheless, AUC remains valid as a measure of relative model performance between models and between sample size for the same species and study area. The correlation, COR, between the observation in the PA data set (a dichotomous variable) and the continuous prediction can be calculated as a Pearson correlation coefficient (COR). It is similar to AUC, but carries with it extra information: instead of being rank based, it takes into account how far the prediction varies from the observation (Elith et al., 2006). Our results for AUC and COR were highly correlated, and consequently, we present results on AUC only. We examined factors influencing model performance using linear mixed-effect (LME) models using the LME function in SPlus. We modelled the response (arcsine transformed AUC) as a function of the following fixed effects: sample size (10, 30, 100), algorithm (the 12 algorithms), and their two-way interaction (sample size × algorithm), with species as random effects nested within blocks identified by region. To examine the ecological effects of extremes in dispersal ability (volant birds and sedentary plants and trees) on model performance, we then excluded the three reptile species from NSW and performed separate, similar LME analyses that included additional fixed effects for spatial grain: (100-m resolution in CAN and SA versus 1000-m resolution in NSW, NZ, and SWI) and major taxonomic groups: birds (CAN and NSW) versus plants (NZ, SA, and SWI). After confirming that algorithm and sample size had an important effect on model performance in the LME analysis, we summarized median AUC in relation to sample size by method in interaction plots, and also compared arcsine-transformed AUC of individual methods in Wilcoxon’s paired tests. As AUC is best-suited for comparing relative performance of models within species rather than across species (Lobo et al., 2008), we ranked the algorithms individually for each species to assess the position of each algorithm relative to others and analysed the ranks. We evaluated significant differences between pairs of ranked methods in Wilcoxon’s paired tests to determine differences in model performance. We ran all possible combinations of tests and used a Bonferroni correction to adjust the significance level threshold, as done in Graham et al. (2008). RESULTS Three paired-sample t-tests confirmed that smaller samples indeed exhibited significantly lower environmental range overlap than larger samples (Fig. 2). The first t-test compared the range overlap mean computed from 10-record samples (mean = 0.64, standard deviation (SD) = 0.110) to those of 30-record samples (mean = 0.80; SD = 0.097, P < 0.001, t = –11.41, d.f. = 45). The second t-test compared the range overlap mean of 10-record samples to 100-record samples (mean = 0.91, SD = 0.07, P < 0.001, t = –10.69, d.f. = 45). The last test compared 30record mean to the 100-record mean (P < 0.001, t = –22.27, d.f. = 45). In each case, the significant test result confirmed that our experimental manipulation indeed challenged the modelling
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Effect of sample size on species distribution models Table 2 Results of a linear mixed-effect (LME) analysis investigating determinants of area under the receiver operating characteristic curve (AUC) scores. Arcsine-transformed AUC scores were modelled as a function of the main fixed effects: sample size (10, 30, or 100 records) and model (12 algorithms listed in Table 1), and their two-way interaction. Each unique species was treated as a random effect, nested within each of the five regions. Aikake’s Information Criterion (AIC) for the full model (including the significant two-way interaction term) was –2720.16, while the less parsimonious model which lacked the interaction term had AIC = –2693.42. Degrees of freedom



F-value



P-value



1 2 11 22



1334.39 88.49 18.51 3.21



< 0.0001 < 0.0001 < 0.0001 < 0.0001



Figure 2 Range overlap values for the three sample size manipulations. The horizontal line shows the median response per sample size. The top and bottom of the box show the 25 and 75 percentiles, respectively. The horizontal line joined to the box by the dashed line shows 1.5 times the interquartile range of the data. Outliers are indicated by horizontal lines.



Intercept Sample size Model Sample size × model



algorithms by requiring them to predict species distributions based on less overall information. Our first linear mixed-effect model indicated a strong response to the experimental manipulation of sample size; most importantly, the response was model dependent. Significant effects on AUC of sample size, algorithm, and their interactions were all observed (F-test, P < 0.0001, Table 2). The significant interaction between sample size and algorithm term exists because performance of some algorithms was much more sensitive to sample size than others (Fig. 3). For example, DOMAIN and



LIVES were insensitive to sample size relative to other algorithms while MARS and BRUTO were highly sensitive to sample size (Fig. 3). No algorithm performed better than all others across sample sizes, and only MAXENT approached a type A (Fig. 1) pattern. MAXENT had moderate sample size sensitivity combined with excellent predictive ability. It was the second best performer at the high and intermediate sample sizes and best at low sample sizes. GBM was the best performing algorithm at sample sizes 30 and 100. However, not all of these relationships were significantly



Figure 3 Median area under the receiver operating characteristic curve (AUC) versus sample size (all regions pooled). © 2008 The Authors Diversity and Distributions, Journal compilation © 2008 Blackwell Publishing Ltd
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M. S. Wisz et al. different, and even the ‘best’ algorithms were significantly better than only a few other algorithms at the lowest sample size (see Appendix S1 in Supplementary Material). At a sample size of 100, GBM was significantly better than all but GAM and MAXENT, and MAXENT was significantly better than all but GAM, GBM, and MARS. Among the two best performing algorithms at a sample size of 10, OMGARP was significantly better than BIOCLIM, BRUTO, GAM, and MARSINT, while MAXENT was significantly better than only BIOCLIM, BRUTO, GAM, MARS, and MARSINT (Appendix S1). Median AUCs of most algorithms resembled a type B or C pattern (or something in between), in which nearly all algorithms performed better with more records. GBM and GLM were among the top 25% of algorithms for 100 records (Fig. 3) but these algorithms showed sensitivity to sample size (type B to C pattern); at 10 records, AUCs for GBM and GLM were considerably lower than at larger sample sizes (Fig. 3). MARS, MARSINT, GAM, and BRUTO exhibited a clear type C pattern, in which performance decreased steadily with sample size (Fig. 3). Among these, BRUTO dropped from intermediate performance at 100 and 30 records to the lowest quartile of algorithms at 10 records. DOMAIN and LIVES showed insensitivity to sample size (type D pattern), with intermediate AUC at low sample size, but relatively poor performance at high sample size (Fig. 3). Regional differences The main effects described above hide major differences between algorithm quality and response to sample size among regions (see Appendix S2 in Supplementary Material). In some regions all algorithms performed much better than in other regions. Median AUCs were highest in NZ (0.68 across sample sizes and methods), and consistent low-quality predictions across sample sizes (median AUC = 0.573) were obtained with all algorithms in CAN, paralleling results of previous analyses (Elith et al., 2006). Variance in AUC Ideally, algorithms should yield predictions with high AUCs with low variability across species (Elith et al., 2006). Across sample sizes, BIOCLIM exhibited the lowest variance, but also among the lowest AUC, while BRUTO, GAM, and GLM yielded the highest variances, with intermediate AUC values (Fig. 4). At 10 records, MAXENT, OM-GARP, and DOMAIN had the highest AUCs combined with intermediate variances. At 30 and 100 records, MAXENT maintained intermediate variance with relatively high AUCs. GBM had the highest AUCs combined with intermediate variance at 30 and 100 records. Ranking of algorithms According to ranked median AUCs across species, certain algorithms performed better at the largest sample size than at smaller sample sizes. At 100 records, GBM and MAXENT outranked all other algorithms according to median ranks (Fig. 5). GBM significantly outranked all except MAXENT and GLM at 100
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records, and outranked all except these and OMGARP at 30 records (see Appendix S3 in Supplementary Material). At 100 records MAXENT significantly outranked only BIOCLIM, LIVES, and MARSINT, but at 30 records it outranked these as well as LIVES and BRUTO (Appendix S3). Although GBM ranked best at 100 and 30 records, it ranked fifth at 10 records (Fig. 5). At the smallest sample size, MAXENT, DOMAIN, and OM-GARP performed best when ranked against other algorithms (Fig. 5). MAXENT significantly outranked all algorithms except DOMAIN, OMGARP, GAM, GBM, and GLM. OMGARP significantly outranked only BIOCLIM and BRUTO, while DOMAIN significantly outranked only MARSINT, LIVES, and BIOCLIM (Appendix S3) Grain and taxon Environmental data from CAN and SA had a spatial resolution of approximately 1000 m, while those from NSW, NZ, and SWI had a resolution of 100 m. CAN and NSW were vertebrate data sets consisting mainly of birds, while the other regions consisted of plants. Sample size and algorithm had significant effects on mean AUC, even after controlling for grain size and taxon. A linear mixed effect model fitting mean AUC as a function of the fixed effects experiment, algorithm, and grain size (100 m or 1000 m) and with species nested within regions as random effects revealed that AUC tended to be slightly higher in regions analysed with 100-m environmental data than in those regions analysed with 1000-m resolution data (P = 0.48, t = –3.22747). A similar model that coded species as plants or birds (the three NSW reptile species were excluded from this analysis) showed that differences in AUC between plants and birds were not significant (P > 0.05) (see Appendix S4 in Supplementary Material). DISCUSSION Our results are consistent with previous studies that found model performance increases while variability in predictive accuracy decreases with increasing sample size (Cumming, 2000; Pearce & Ferrier, 2000; Stockwell & Peterson, 2002; Kadmon et al., 2003; Reese et al., 2005; Hernandez et al., 2006). Among these studies, only Hernandez et al. (2006) included and evaluated MAXENT predictions, finding that it yielded high-quality predictions that outperformed DOMAIN, DK-GARP, and BIOCLIM. The present study is the first to evaluate the predictive power of those as well as many other algorithms, including other novel methods (e.g. OMGARP, BRUTO, and GBM) that yielded particularly robust predictions in our more general evaluation (Elith et al., 2006). Unlike previous studies, we analysed data from multiple continents and diverse taxa, and used independent data for model evaluation. Models that included interactions or other complex relationships to predictors (e.g. GBM, GAM, MARSINT) performed better at larger sample size than at smaller sample size. MAXENT and OMGARP were among the least sensitive to sample size, and generally outperformed other methods at the smallest sample size. However, no algorithm predicted consistently well across all
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Effect of sample size on species distribution models



Figure 4 Performance measured by mean area under the receiver operating characteristic curve (AUC) and its variance; for consistent and good performance, algorithms should yield predictions with high AUC and low variance (i.e. lower right in plot).



species and regions. Any prediction should be considered preliminary until it can be confirmed, but particular caution should be applied to predictions made from small sample sizes (Figs 3 and 4). Because many species are known by relatively few records, our results highlight the need for accelerated development of high-quality data bases of occurrence information associated



with specimens in museums and herbaria, and through new, high-quality field surveys that produce records vouchered by specimens. Algorithms that model complex relationships of predictors and interactions are typically considered to be ‘data-hungry’, and consequently have seldom been used in predicting species
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M. S. Wisz et al.



Figure 5 Notched boxplots of rank area under the receiver operating characteristic curve by method and sample size. If the notches of two plots do not overlap this is strong evidence that the two medians differ at the 95% confidence interval (Chambers et al., 1983). Due to the large number of paired comparisons, this figure should be read in connection with Appendix S3 to identify the pairs that are significantly different after Bonferonni correction in Wilcoxon paired tests.



distributions when data are limited (Guisan & Thuiller, 2005) Three otherwise-powerful algorithms (Elith et al., 2006) showing clear sensitivity to sample size are GAM, GBM, and BRUTO. These algorithms can model complex relationships to predictors and/ or interactions, but their performance suffers as data are rarified. MAXENT has the capacity to model complex relationships and interactions, but our implementation did not include interactions. In order to establish why some methods performed better than others for different species in different regions, ideally we would like to have known a priori which species had complex relationships to predictor variables, and which should have best been modelled by interactions in order to control for their influence on predictive power, but this was not possible. If we had used a simulated species with a known distribution (as applied in Austin et al., 2006) we could have specified the complexity of the species relationship to predictor variables a priori. Further to this, it would have been interesting to use a simulated region with controlled complexity (e.g. predefined landscape heterogeneity) to evaluate the effects of this on model performance. Such controlled simulation would have helped us exclude some of the noise from our analyses that hampered our efforts to discover why some methods performed consistently better than others with small sample size. However, although simulated species and regions can be useful in controlled experiments to explore bias in
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modelling, they are, of course, unrealistically simple, and results obtained from such experiments may not always be applicable to real species and regions. On the other hand, even though our study species were nested in regions represented by different major taxonomic groups (birds, reptiles, herbaceous plants, or trees), different spatial grain (100-m resolution in NSW, NZ, and SWI to 1000 m in CAN and SA), and different environmental predictors, many results were consistent across regions and are therefore clearly robust. Strong and consistent performance across sample size manipulations probably depends on an algorithm’s ability to generate inferences from small amounts of environmental information. MAXENT’s performance may be explained by the way it uses regularization to avoid over-fitting. The amount of regularization varies flexibly with sample size to ensure consistent performance, while the type of regularization (L-1) employed tends to cause irrelevant variables to be omitted from the model L-1 regularization has also been applied to GLMs and GAMs, and is called the ‘lasso’ in that context (Phillips et al., 2006). L-1 regularization is an alternative to stepwise model selection procedures and uses a shrinkage parameter, typically selected by cross-validation but in this case it is specially tuned for each given sample size to determine coefficients in the model. This parameter shrinks the coefficients of terms in the model towards zero, while setting the terms with
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Effect of sample size on species distribution models limited explanatory power to zero in the process. This has the effect of reducing the variance of the fit of the model, while increasing the bias. Striking a balance between these two quantities results in a parsimonious model that best predicts unseen observations (Guisan et al., 2002). OM-GARP’s consistent performance across sample size manipulations is likely to result from use of the best-subsets procedure which forces resulting models to be general in their predictive abilities, while striking a balance between errors of omission and commission(Anderson et al., 2002). MAXENT and OM-GARP have only recently been applied in ecology (Elith et al., 2006; Phillips et al., 2006), so their solid performance here, particularly with small data sets, should further encourage their use. No algorithm predicted all 46 species well at the smallest sample size, but predictions made for large sample sizes generally outperformed those at the smallest sample size. Species distributions not successfully modelled by any method may be determined by factors other than climate, possess complex relationships among predictors, and/or interaction terms may be important. Several studies have demonstrated the importance of interactions and nonlinear relationships in explaining species ecological and geographical distributions (Austin, 2002; Guisan & Thuiller, 2005). Though beyond the scope of this study, it could be helpful to examine influences of interaction terms and the complexity of response shapes for a large sample size (e.g. > 100 records) in a diversity of modelling algorithms. If a species distribution is best represented by the inclusion of interaction terms and/or complex response shapes at large sample size, we might expect these algorithms to perform poorly at reduced sample sizes, as less information is available to support complex models. Typical data sets may be characterized by sampling biases. All of our species had at least 100 samples and smaller samples were drawn from random throughout the species range. As a consequence, we cannot know what results could be expected from a species that was ‘naturally’ data-depauperate (fewer than 30 records) due to biological rarity, though this is a topic that deserves further research. The degree of predictive accuracy necessary depends on the intended use of the model (Araujo et al., 2005), and our results have important implications for applications of distribution modelling. We have shown that predictions based on small samples are generally unlikely to be suitable for conservation planning and other complex applications. What is more, unless suitable evaluation data are available (in which case, low sample sizes are probably not an issue), it may not be possible to know which models are appropriately trained and will yield robust predictions. Rare or poorly known species are of particular interest to conservation practitioners, and models are often used to fill in gaps in information. If, on the other hand, the intended use of a model is to explore the data available, predictions based even on small sample sizes may yield results useful in prioritizing future data collection efforts for rare species (Raxworthy et al., 2003; Engler et al., 2004; Guisan et al., 2006) or exploring macroecological patterns in poorly known regions or taxa (Wisz et al., 2007). We have shown that no modelling approach tested was fully robust to small sample sizes, but that
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