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Abstract. We study the problem of enumerating substrings that are common amongst genomes that share evolutionary descent. For example, one might want to enumerate all identical (therefore conserved) substrings that are shared between all mammals and not found in nonmammals. Such collection of substrings may be used to identify conserved subsequences or to construct sets of identifying substrings for branches of a phylogenetic tree. For two disjoint sets of genomes on a phylogenetic tree, a substring is called a discriminating substring or a tag if it is found in all of the genomes of one set and none of the genomes of the other set. Given a phylogeny for a set of m species, each with a genome of length at most n, we develop a suffix-tree based algorithm to find all tags in O(nm log2 m) time. We also develop a sublinear space algorithm (at the expense of running time) that is more suited for very large data sets. We next consider a stochastic model of evolution to understand how tags arise. We show that in this setting, a simple process of tag generation essentially captures all possible ways of generating tags. We use this insight to develop a faster tag discovery algorithm with a small chance of error. However, tags are not guaranteed to exist in a given data set. We thus generalize the notion of a tag from a single substring to a set of substrings whereby each species in one set contains a large fraction of the substrings while each species in the other set contains only a small fraction of the substrings. We study the complexity of this problem and give a simple linear programming based approach for finding approximate generalized tag sets. Finally, we use our tag enumeration algorithm to analyze a phylogeny containing 57 whole microbial genomes. We find tags for all nodes in the phylogeny except the root for which we find generalized tag sets.
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Introduction



Genomes are related to each other by evolutionary descent. Thus, two genomes share sequence identities in regions that have not experienced mutational changes; i.e., the genomes share common subsequences. While common subsequences can also arise by chance, sufficiently long common sequences are homologous (identity by descent) with high probability. The pattern of common subsequences in



a set of genomes can be informative for reconstructing the evolutionary history of the genomes. Furthermore, since stabilizing selection for important functions can suppress fixed mutational differences between genomes, long common subsequences can be indicative of important biological function. This hypothesis has been extensively used in comparative genomics to scan genomes for novel putatively functional sequences [1–3]. Typical approaches for obtaining such subsequences involve extensive pairwise comparison of sequences using BLAST-like approaches along with additional modifications. Alternatively, one can use a dictionary-based approach, scanning the genomes for presence of common k-mers (which is also the base approach for BLAST heuristics). The presence and absence of such k-mers can be also used to identify unlabeled genomes or reconstruct the evolutionary history. Detection of particular k-mers can be experimentally implemented using oligonucleotide microarrays leading to a laboratory genome identification device. For detecting functionally important common subsequences or for identifying unlabeled genomes, it is important that k is sufficiently large to ensure homologous presence with high probability. However, the required address space increases exponentially with k. Furthermore, not all patterns of k-mer presence are informative for detecting common subsequences. If the phylogenetic relationship of the genomes is known, then the phylogeny can become a guide to delineating the most informative common subsequences. For any given branch of the tree, there will be substrings common to all genomes on one side of the branch and not present on the other side. For example, there will be a collection of common substrings unique to the mammalian lineage of the Vertebrates. Such substrings will be parts of larger subsequences that are conserved in the mammalian genomes; and, such substrings will be indicators of mammalian genomes. If we had an enumeration of all such informative common substrings, we can apply the information to efficiently detect conserved subsequences or to an experimental detection protocol to identify unlabeled genomes. In this paper, we describe a procedure to efficiently enumerate all such informative common substrings (which we call “sequence tags”) with respect to a guide phylogeny. In particular, here we explore the application to the construction of an identification oligonucleotide detection array, which can be applied to high-throughput genome identification and reconstructing the tree of life. More specifically, given complete genomes for a set of organisms S and the binary phylogenetic tree that describes their evolution, we would like to be able to detect all discriminating oligo tags. We will say that a substring t is discriminating at some node u of the phylogeny if all genomes under one branch of u contain t while none of the genomes under any other branch of u contain t. Thus, a set of discriminating tags, or simply tags, for all the nodes of a phylogeny allows us to place a genome that is not necessarily sequenced in the phylogeny by a series of binary decisions starting from the root. This procedure can be implemented experimentally as a microarray hybridization assay, enabling a rapid determination of the position of an unidentified organism in a predetermined phylogeny or classification. It is noteworthy that heuristic construction of short



sequence tags has been used before for identification and classification (reviewed in [4]), but no algorithm has been presented for data driven tag design. Our Results: - We first present an efficient algorithm for enumerating substrings common to the extant sequences under every node of a given phylogeny. The algorithm runs in linear time and space. - We use our common-substrings algorithm to develop a near-linear time algorithm for generating the discriminating substrings for every node of the phylogeny. Specifically, if S is the set of given genomes, the discriminatingsubstrings algorithm runs in time O(n|S| log2 |S|) where n is the length of each genome. This improves an earlier bound of O(n|S|2 ) given in [5]. - Even though all the above algorithms require linear space, due to physical memory limitations they may be impractical for analyzing very large genomic data sets. We therefore give a sublinear space algorithm for finding all discriminating substrings (or all common substrings). The space complexity of the algorithm is O(n/k) and its running time is O(kn|S|2 ). The tradeoff between the time and space complexities is controlled by the parameter k. - We demonstrate the existence of tags in the prokaryotes data set of [6]. The genomes represented in the data set span one of the three recognized domains of life. We find that either left or right tags exist for all nodes of the phylogeny except the root. - Motivated by our results on the microbial genomes, we study the potential application to arbitrary scale phylogenetic problems using a stochastic model of molecular evolution. We assume that the given species set S is generated according to this model. We first analyze the case where the phylogeny is a balanced binary tree with a uniform probability of change on all its edges. We show that in this setting, if t is a tag that discriminates a set S 0 of species from set S¯0 , then w.h.p. that increases with the number of species— probability ≥ 1/(1 + O(ln(n)/|S|)), t is present in the common ancestor of S 0 (occurs early in the evolution) and is absent from the common ancestor of S¯0 (is absent from the beginning). Our study of the stochastic model allows us to design faster algorithms for tag generation with small error. Even when we allow arbitrary binary trees, we show that this probability is ≥ 1/2. - As observed in our experiments and subsequent analysis, tags are not guaranteed to exist in a given data set. We consider a relaxed notion of tags to deal with such a scenario. Given a partition (S 0 , S¯0 ) of species, we say that a set T of tags is an (α, β)-generalized tag set for some α > β, if every species in S 0 contains at least an α fraction of the strings in T and every species in S¯0 contains at most a β fraction of them. Clearly, such a tag set can still be used to decide whether a genome belongs to S 0 or to S¯0 . We show that the problem of computing generalized tag sets may be viewed as a set cover problem with certain “coverage” constraints. We also show that this generalization of tags is both NP-hard and LOGSNP–hard when (α, β) = ( 32 , 13 ). However, if |T | = Ω(log m), a simple linear programming based approach can be used to compute approximate generalized tag sets. As an example,



we find ( 23 , 13 )-generalized tag sets for the root of the prokaryotes phylogeny (where we did not find tags). Due to lack of space, proofs are omitted from this version of the paper.
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Preliminaries



Formally, the problems we consider are the following: Hierarchical Common Substring Problem (HCS): Input: A set of strings S = {s1 , · · · , sm } drawn from a bounded-size alphabet with |si | ≤ n for all i; and an m-leaf binary tree P whose leaves are labeled s1 , · · · , sm sequentially from left to right. Goal: For all u ∈ P , find the set of right-maximal substrings common to the strings in Su , where Su is the set of all the input strings in the subtree rooted at u. A substring t common to a set of strings is right-maximal if for any nonempty string α, tα is no longer a common substring. (Right-maximal substrings efficiently encode all common substrings.) Discriminating Substring. A substring t is said to be a discriminating substring or a tag for a node u in a phylogeny if all strings under one branch of u contain t while none of the strings under the other branch contain t. The input to the discriminating substring problem is the same as that for the first problem: Discriminating Substring Problem: Input: A set of strings S and a binary tree P . Goal: Find sets Du for all nodes u ∈ P , such that Du contains all discriminating substrings for u. Suffix trees, introduced in [7], play a central role in our algorithms. A suffix tree T of a string s is a trie-like data structure that represents all suffixes of s. We adopt the following definitions from [8]. The path-label of a node v in T is the string formed by following the path from the root to v. The path-labels of the |s| leaves of T spell out the suffixes of s, and the path-labels of internal nodes spell out substrings of s. Furthermore, the suffix tree ensures that there is a unique path from the root, not necessarily ending at an internal node, that represents each substring of s. We also say that the path-label of node v is the string corresponding to v in the tree. The algorithms we present are based on generalized suffix trees [8, p. 116]. A generalized suffix tree extends the idea of a suffix tree for a string to a suffix tree for a set of strings. Conceptually, it can be built by appending a unique terminating marker to each string, then concatenating all the strings and building a suffix tree for the resultant string. The tree is post-processed so that each path-label of a leaf in the tree spells a suffix of one of the strings in the set and, hence, is terminated with that string’s unique marker. We will also need the notion of a generalized tag set. (α, β)-Generalized Tag Set. Given a partition (S 0 , S¯0 ) of species, we say that a set T of tags is an (α, β)-generalized tag set for some α > β, if every species



in S 0 contains at least an α fraction of the strings in T and every species in S¯0 contains at most a β fraction of them.
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The Hierarchical Common Substring Problem



Long common substrings among genomes can be indicative of important biological functions. In this section we give a linear time/linear space algorithm that enumerates substrings common to all sequences under every node of a given binary phylogeny. This is a significant improvement over naively running the linear time common substrings algorithm of [9] for every node of the phylogeny. By carefully merging sets of common substrings along the nodes of the phylogeny and eliminating redundancies we are able to achieve the desired running time. Note that for a given node, there may be O(n2 ) substrings common to its child sequences. The algorithm will therefore list all right-maximal common substrings. Such substrings efficiently encode all common substrings. The formal problem description is given in Section 2. We start with two definitions. Definition 1. Let C be a collection of nodes of a suffix tree. A node p ∈ C is said to be redundant if its path-label is empty or it is the prefix of some other node in C. Definition 2. For a tree T , let o(v) be the postorder index of node v ∈ T . Algorithm. We preprocess the input as follows: (a) Build a generalized suffix tree T for the strings in S by using two copies of every si ∈ S, each with a unique terminating marker: s1 #1a s1 #1b . . . sm #ma sm #mb ; (b) Process T so that lowest common ancestor (lca) queries can be answered in constant time; and, (c) Label the nodes of T with their postorder index. 1. For each node u ∈ P , build a list Cu of nodes in T with the properties: (P0) A substring t is common to the strings in Su iff t is a prefix of the path-label of a node in Cu . (P1) |Cu | ≤ n. (P2) The elements of Cu are sorted based on their postorder index. (P3) 6 ∃p ∈ Cu : p is redundant. The lists are built bottom-up starting with the leaves of P : (a) For a leaf u ∈ P , since |Su | = 1, compute Cu by removing the redundant suffixes of s ∈ Su . (b) For each internal node u ∈ P , let l(u) and r(u) be the left and right children of u respectively. We compute Cu = Cl(u) u Cr(u) , where A u B = {p = lca(a, b) : a ∈ A, b ∈ B, p not redundant}. 2. For each u ∈ P , output Cu . Analysis. The time and space complexities of the preprocessing phase is O(nm) [10–13]. We now analyze Step 1. The lists Cu for the leaves of P are first simultaneously built in Step 1(a) by performing a postorder walk on T . Assuming



Su = {si }, node p 6= root(T ) is appended to list Cu if it has an outgoing edge labeled “#ia ”. Suffix tree properties guarantee that Cu will consist of all suffixes of si . Since an input string may only have n suffixes, the lists constructed in this fashion will posses P1 and P2. Property P3 is obtained by scanning each list from left to right and removing redundant nodes. Observe that if p is an ancestor of q, then p is an ancestor of all q 0 satisfying o(q) ≤ o(q 0 ) ≤ o(p). Hence, we can remove redundancies from each Cu in time linear in |Cu | = O(n) by examining only adjacent entries in the list. Lemma 1. Cu possesses properties P0, P1, P2 and P3 for each leaf u ∈ P . Proof. Let Su = {si } where u is a leaf of P . Since every substring of si is a prefix of some suffix of si , and we removed only redundant suffixes, Cu possesses P0. We now show how to compute the lists Cu for the internal nodes of P . We first show that the operation u as defined in Step 1(b) preserves P0. Lemma 2. Let u ∈ P be the parent of l(u) and r(u). If Cl(u) and Cr(u) possess P0, then Cu = Cl(u) u Cr(u) also possesses P0. Proof. The string t is a common substring to the strings in Su iff t is common to the strings in Sl(u) and Sr(u) . This is equivalent to the existence of p ∈ Cl(u) and q ∈ Cr(u) such that t is a prefix of the path-labels of both p and q. That is, t is a prefix of the path-label of lca(p, q) as required. For each internal node u ∈ P , we construct a merged list Yu containing all the elements of Cl(u) and Cr(u) with repetitions. Let src(a) be the source list of node a ∈ Yu . When computing Cl(u) u Cr(u) , the following lemma allows us to only consider the lca of consecutive nodes in Yu whose sources are different. Lemma 3. If a, a0 , b, b0 ∈ T satisfy o(a0 ) ≤ o(a) ≤ o(b) ≤ o(b0 ), then lca(a0 , b0 ) is an ancestor of lca(a, b). Proof. By postorder properties, lca(a0 , b0 ) is an ancestor of both a and b so it is an ancestor of lca(a, b). Let a, a0 , b, b0 ∈ Yu , where o(a0 ) ≤ o(a) ≤ o(b) ≤ o(b0 ). If src(a) 6= src(b) and src(a0 ) 6= src(b0 ), then, since lca(a0 , b0 ) is an ancestor of lca(a, b), the former is redundant. This suggests the following procedure for computing Cu ’s. Suppose at step i, a = Yu [i] and b = Yu [i + 1]: If src(a) = src(b), proceed to next step; else, let p0 = lca(a, b). If p0 = root(T ) then we discard it and proceed to the next step. In order to avoid redundancies before adding p0 to Cu , we compute lca(p, p0 ) where p is the last node appended to Cu . If lca(p, p0 ) = p0 we discard p0 , and if lca(p, p0 ) = p we replace p with p0 . Each step of the above procedure requires constant time. Hence, since |Yu | ≤ 2n, the procedure runs in O(n) time. The next lemma shows the correctness of the procedure, and Theorem 1 follows. Lemma 4. For an internal node u ∈ P , the above procedure correctly computes Cu = Cl(u) u Cr(u) . Furthermore, the list Cu is sorted and |Cu | ≤ n. Theorem 1. The Hierarchical Common Substring Problem can be solved in O(nm) time and O(nm) space.
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The Discriminating Substring Problem



In this section we will use the phylogeny for extracting the most informative substrings common to the child sequences of every node in the phylogeny. Suppose we know that a sequence belongs to a certain subtree of the phylogeny that is rooted at u. We wish to know whether the sequence belongs to the left or right branch of u. If we knew the substrings common to the left subtree of u but not present in the right subtree (or vice versa), then we would know to which of the two subtrees the sequence belongs. Hence for a given node, the substrings that are common to its children but not present in the children of its sibling are more informative than only the common ones. Below we show two methods with certain tradeoffs for finding such discriminating substrings or tags, for every node in the phylogeny. It is easy to see that the set of tags obtained by selecting a tag from each node on a root-leaf path uniquely distinguishes the sequence at the leaf from all other sequences in the phylogeny. 4.1



A Near-Linear Time Algorithm



The HCS algorithm finds all the common substrings for each node in P . The common substrings are encoded as the prefixes of the path-labels of the nodes in Cu for each u ∈ P . However, these substrings may not be discriminating. That is, the prefix of the path-label of a node p ∈ Cl(u) (symmetrically Cr(u) ) may also be a substring of one of the strings in Sr(u) (Sl(u) ). The following algorithm finds for each node in Cl(u) its longest path-label prefix that is not discriminating. Algorithm. Let Cu for all u ∈ P be the output of the HCS algorithm and let T be the computed suffix tree. 1. For each u ∈ P , build a list Au of nodes in T with the following properties: (P4) A string t is a substring of a string in Su iff t is a prefix of the path-label of some node in Au . (P5) The elements of Au are sorted based on their postorder index. (a) For the leaves of P , Au = Cu . (b) For each internal node u ∈ P , compute, Au = Al(u) ∪ Ar(u) in a bottom up fashion. 2. For each internal node u ∈ P , compute the set of discriminating substrings encoded with Du , where, Du = {(p, w) : p ∈ Cl(u) , o(p) < o(w), w = lca(p, arg min[o(lca(p, q))]) } . q∈Ar(u)



In the above expression for Du , w is the node in the suffix tree whose path-label is the longest proper prefix of the path-label of p that is present in some string in the right subtree of u. For all q ∈ Ar(u) , arg minq∈Ar(u) [o(lca(p, q))] finds the q that has the deepest lowest common ancestor with p, i.e. the q whose path-label shares the longest prefix with that of p. The condition o(p) < o(w) guarantees that the least common ancestor found is a proper ancestor to p. Analysis. We first show how each Du encodes the discriminating substrings for u ∈ P.



Lemma 5. A string t is discriminating for an internal node u ∈ P iff ∃(p, w) ∈ Du such that the path-label of w is a proper prefix of t and t is a prefix of the path-label of p. Proof. (if) Let (p, w) ∈ Du , and suppose t is a string s.t. the path-label of w is a proper prefix of t and t is a prefix of the path-label of p. By P0, t is a common substring of the strings in Sl(u) . Assume for contradiction that t is a substring of some string in Sr(u) . Then, by P4, ∃q ∈ Ar(u) s.t. t is a prefix of the path-label of q. But then, since w is a proper prefix of t, it is a proper prefix of the path-labels of both p and q. Hence, o(w) > o(lca(p, q)); a contradiction. (only-if) Suppose t is a discriminating string for u. Then, ∃p ∈ Cl(u) s.t. t is a prefix of the path-label of p, and, by P4, @q ∈ Ar (u) s.t. t is a prefix of the path-label of q. Hence, the path-label of w = lca(p, arg minq∈Ar(u) [o(lca(p, q))]) is a proper prefix of t. The following corollary will allow us to efficiently compute w as defined in Du for a given p ∈ Cl(u) . Corollary 1. Given p ∈ Cl(u) . Let q 0 , q 00 ∈ Ar(u) be such that q0 =



arg max



[o(q)] ,



q∈Ar(u) :o(q)≤o(p)



q 00 =



arg min



[o(q)] .



q∈Ar(u) :o(q)>o(p)



If q 0 and q 00 exist and lca(q 0 , p) 6= p, then w =



arg min



[o(q)].



q∈{lca(q 0 ,p),lca(q 00 ,p)}



It remains to show how to compute the lists Du for the internal nodes of P . The computation is bounded by the union operations needed to construct the Au lists in Step 2(b). Note that for a leaf u ∈ P , since |Su | = 1 and Cu is sorted, Au = Cu trivially possesses both P4 and P5. Furthermore, for an internal node u ∈ P , the union operation maintains P4. Now merging of sizes N and  two sorted lists N ) comparisons to M , with M ≤ N , requires at least dlog N +M e = Θ(M log M N  distinguish among the N +M possible placements of the elements of the larger N list in the output. We can use the results of [14], for example, to match this lower bound. The analysis assumes that the Au lists are represented as linked-level 2-3 trees [14]. Conversion of these lists for the leaves is direct since they are sorted. Lemma 6. The lists Au , for all u ∈ P , can be computed in O(nm log2 m) time. Now, we can compute Du for an internal node u ∈ P by finding the position of each p ∈ Cl(u) in the sorted Ar(u) , determining its immediate neighbors q 0 and q 00 , and computing w as in Corollary 1. If we consider the elements of Cl(u) in their sorted order, then by [14], and since |Ar(u) | ≤ nm, finding the positions of all the elements of Cl(u) in Ar(u) takes O(|Cl(u) | log(nm/|Cl(u) |)) time. Moreover, finding the neighbors of each one of these elements takes constant time. This leads to the following lemma. Lemma 7. The lists Du , for all internal nodes u ∈ P , can be computed in O(nm log m) time.



Note that we can simultaneously compute the lists Cu , Au , and Du , for each internal node u ∈ P , in a bottom-up fashion discarding Al(u) and Ar(u) at the end of the computation for each P u. Hence, the total size of the Au lists we store at any point is no more than leaf v Av = O(nm). Finally, since, by definition, |Du | ≤ |Cu |, the space required to store Cu and Du for all u ∈ P is O(nm). Theorem 2. The Discriminating Substring Problem can be solved in O(nm log2 m) time and O(nm) space. 4.2



A Sublinear Space Algorithm



The above algorithms are optimal or near optimal in terms of their running times and they require only linear space. For very large genomes, even linear space might not fit in primary memory. It is important to further reduce the algorithms’ space requirements for such situations to avoid expensive access to secondary storage. Intuitively, it seems that we should be able to run the algorithms on chunks of the data at a time in order to reduce the space complexity. Below we describe such a sublinear space algorithm, with a time-space tradeoff, for finding all discriminating substrings (or all common substrings). The precise tradeoff is stated in Theorem 3. For a node u ∈ P , we can find the set of discriminating substrings Du by using the matching statistics algorithm introduced in [15]. Given strings s and s0 , the algorithm computes the length m(s, j, s0 ) of the longest substring of s starting at position j in s and matching some substring of s0 . This is done by first constructing the suffix tree for s0 , and then walking the tree using s. The algorithm requires O(|s0 |) time and space for the construction of the suffix tree, and O(|s|) additional time and space to compute and store m(s, j, s0 ) for all j. Let Su be the union of two disjoint sets Lu and Ru = Su \Lu where Lu and Ru are the sets of strings under the two branches of u ∈ P . A substring starting at position j of s ∈ Lu is discriminating for u iff min m(s, j, si ) − max m(s, j, si ) > 0 .



si ∈Lu



si ∈Ru



(1)



That is, there exists a substring of s starting at j that is common to all strings in Lu and is sufficiently long so that it does not occur in any string in Ru . If a position j satisfies (1), then a substring t starting at j such that maxsi ∈Ru m(s, j, si ) < |t| ≤ minsi ∈Lu m(s, j, si ) is discriminating. Clearly, all tags are substrings of s and Pthus the outlined procedure computes Du . The running time of the algorithm is si ∈Su O(|s| + |si |) = O(nm) and requires O(maxsi ∈Su |si |) = O(n) space. Computing the set of tags for all nodes of P with height h requires O(nmh) time and O(n) space matching the running time of [5]. By limiting the maximum allowed length of a tag, we can obtain a tradeoff between the running time and memory required by the algorithm as stated in the following theorem. Theorem 3. The Discriminating Substring Problem for tags of length O(n/k), for some threshold k ≤ n, can be solved in time O(knmh) and O(n/k) space, where h is the height of P .
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Experimental Results



The existence of tags in small (relative to the full genomes) homologous data sets was demonstrated on the CFTR data set [16] and the RDP-II data set [17] in [5]. However, we are interested in finding tags in whole genomes. Further, the existence of tags in subsequences of a given set of strings does not necessarily imply the existence of tags in the strings. Here the existence of tags in data sets containing whole genomes is confirmed on the prokaryotes phylogeny obtained from [6]3 . The genomes represented in the data set span a broad evolutionary distance, at the level of one of the three recognized domains of life. But these genomes are also some of the smallest (1000-fold smaller than the human genome), allowing less sampling space for tags. Thus, they represent cases on the hard extremes of potential applications. We find left and right tags for all nodes of the phylogeny except for the root and the lowest common ancestor of Cac (Clostridium acetobutylicum) and jHp (Helicobacter pylori), where for the latter node only left tags are found. Relaxing the definition of a tag set as in Section 2, we show two ( 32 , 31 )-generalized tag sets for the root as examples. The prokaryotes phylogeny consists of 57 genomes where the average genome length is roughly 2.75 Mbp and the total length is about 157 Mbp. There are 11 sequences in the root’s left subtree (Archaea) and 43 sequences in its right subtree (Bacteria). We implemented the sublinear space algorithm described in Section 4.2 to find all tags for every node in the tree if they exist. Figure 1(a) shows both left and right tags for the lowest common ancestor of Ape (Aeropyrum pernix) and Pho (Pyrococcus horikoshii), and Fig. 1(b) shows the tags for lowest common ancestor of Nos (Nostoc sp. PCC 7120) and Cac (Clostridium acetobutylicum). As mentioned earlier, we did not find tags for the root of the phylogeny. Hence we generated two ( 23 , 13 )-generalized tag sets for the root. Table 1 displays those two sets. We also enumerated the common substrings for this phylogeny as shown in Fig. 1. As expected, longer common substrings are also discriminating tags; i.e., the longer the shared substrings, the more likely they are shared by evolutionary descent (what we call type–I tags in the analysis below). The experimental data suggests that, at least for this range of diversity, our approach will be successful at recovering informative substrings.
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Discriminating Tags under a Stochastic Model of Evolution



Motivated by our results on the microbial genomes, we next study the potential application to arbitrary scale phylogenetic problems using a simplified assumption of molecular evolution. We analyze statistical properties of tags under this model and we make the first steps toward generalizing the capability of tags to placing new sequences in the given phylogeny. We show that there is a primary mechanism for generating tags which suggests that tags are indicative of shared evolutionary history. 3



Our experimental results can be found at http://www.cis.upenn.edu/˜angelov/phylogeny.
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(a) Tags and common substrings for the lowest common ancestor of Ape (Aeropyrum pernix) and Pho (Pyrococcus horikoshii). Right Tags
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(b) Tags and common substrings for the lowest common ancestor of Nos (Nostoc sp. PCC 7120) and Cac (Clostridium acetobutylicum). Fig. 1. Length (log-scale) distribution of tags and common substrings for two nodes of the prokaryotes phylogeny of [6]. The left (right) panel displays discriminating tags present in the left (right) subtree of the corresponding node.



We use the Jukes-Cantor model [18, pp. 21-132] for our analysis. In this model each position in the genome evolves independently according to an identical stochastic process where the probability of a mutation occurring per unit time is given by a parameter λ. Further, it is assumed that the probability λ of change is distributed equally between the 3 possible changes at a site. Thus if a site currently has the nucleotide A, then it has probability λ/3 of changing to C, for example, in unit time. When branching occurs at a node in a phylogeny, then the two branches start with identical sequences but evolve independently according to the stochastic process. Finally, we assume that the sequence at the root of the phylogeny is a random sequence of length n. Since we only allow substitutions all genomes will have the same length. Given the actual time durations between evolutionary events, it is possible to represent the JukesCantor model by specifying the probabilities of change along each edge in the phylogeny where these probabilities depend on the time duration represented by the edge (e.g. if an edge is infinitely long, the probability of change is 3/4).



Table 1. Left and Right ( 23 , 13 )-generalized tag sets for the root of the prokaryotes tree shown in [6]. Tags in the left (resp. right) tag set have length 14 (resp. 12). Left Tag Set: Nine genomes in the left clade contain all 3 left tags and 2 genomes contain 2 tags, while 3 genomes in the right clade contain 1 tag from the set and the remaining 43 contain no left tags. Right Tag Set: 21 genomes in the right clade contain all right tags and 25 genomes contain 2 of the tags, while 5 genomes in the left clade contain 1 tag and the remaining 6 genomes contain no tags. Left Tag Set CCGGGATTTGAACC GTTCAAATCCCGGC GGGATTTGAACCCG



Right Tag Set CCAACTGAGCTA GTACGAGAGGAC TGCTTCTAAGCC



Even with this simple model, obtaining a closed-form representation of tag length distribution as a function of the probabilities of change along each edge is a complex task. We therefore start with a simplifying assumption—the phylogeny is a complete binary tree and the probability of change along each edge is p. We let h be the height of our tree and label the sequences at its leaves with s1 · · · s2h . We label the sequence at the root with r. We will focus on tags present in the left subtree of the root, which we call left tags. Similar analysis holds for right tags and for other nodes in the tree. In Section 6.3, we generalize the analysis to arbitrary binary tree topologies and probabilities of change along the edges. 6.1



The Primary Mechanism for Generating Tags



Given the stochastic model of evolution we show that there is a dominant process by which tags are generated. We first prove that if the probability of change p along an edge is more than ln(n)/(2h−2 k), we do not expect tags to be generated. Using this bound on p, we show in Theorem 4 that the primary mechanism by which a tag t that discriminates a set S 0 of species from set S¯0 arises is one where t is present in the common ancestor of the species in S 0 and is absent from the common ancestor of those in S¯0 . In particular, if we let T denote the set of all tags and T 0 the set of tags generated by the primary mechanism, then n we show that |T | ≤ |T 0 |(1 + O( |Sln 0 ∪S ¯0 | )). Thus the error term decays inversely in the number of species. We start with the following two lemmas bounding the minimum tag length and the maximum probability of change p. Lemma 8. Tags have length greater than (1 − ) log4 n w.h.p. where 0 <  < 1. Lemma 9. If p >



3 ln n , k(2h −2)



the expected number of tags of length k is < 1.



Henceforth, we will assume that p ≤ 3 ln(n)/(k(2h − 2)). Let Ai for 1 ≤ i ≤ n − k + 1 be the event that position i in the root sequence, r, is good. Position i is said to be good if the k-mer starting at i in the left child of r differs from that in the right child. Therefore, P (Ai = 1) = 1 − (p2 /3 + (1 − p)2 )k . If the event Ai results in a tag being generated, we will say that this tag is a type–I tag. The following theorem shows that type–I tags are dominant.



Theorem 4. Let t be a sequence that either does not occur at the left child of the root or occurs at the right child of the root. Then the probability that any such t is a left tag is negligible compared to the probability of type–I tags. Expected number of length k tags. Define Bi for 1 ≤ i ≤ n − k + 1 to be the event that the ith k-mer at each leaf of the left subtree agrees with that at the root of the left subtree. A lower bound on P (Bi = 1) is obtained when there are no changes in the left subtree. That is, P (Bi = 1) ≥ (1 − p)#{edges in the left subtree of r}·k = (1 − p)(2



h



−2)k



One way a type–I tag is generated is if Ai occurs, the k-mer does not change anywhere in the left subtree and a position that changed due to the occurrence of Ai remained unchanged in the right subtree. Let the random variable Xi indicate if a type–I tag of length k occurs at position i. Then, E[Xi ] ≥ P (Ai = 1)P (Bi = h 1)(1 − p)(2 −2) . Finally, let the random variable X equal the number of tags of Pn−k+1 length k. Then, X ≥ Xi , implying that E[X] ≥ (n − k + 1)E[Xi ]. i=1 6.2



A Sampling Based Approach



Consider the phylogeny described above, and suppose event Bi occurred. That is, suppose that the k-mer starting at position i is common to all the sequences in the left branch of the root. Call this k-mer ti . Let R = {s2h−1 +1 , · · · , s2h } be the set of sequences at the leaves of the right subtree of r. For ti to be discriminating, it should not occur in any of the sequences in R. Instead of testing the occurrence of ti in every one of those sequences, we will only test a sample of those sequences. Let M be the sample we pick. We will consider ti to be a tag if it does not occur in any of the sequences in M. If ti is a tag, then our test will succeed. However, we need to bound the probability that we err. Specifically, we bound the ratio of the expected number of false positive tags to the expected number of tags our algorithm produces. Algorithm. We use the sampling idea to speed up our tag detection algorithm: 1. Run the HCS algorithm to compute Cu for all u in our phylogeny P . 2. For each u ∈ P , - Pick a set Mu of sequences from the right subtree of u. - For each s ∈ Mu , trim Cl(u) as in Step 2 of the algorithm in Section 4.1. Assuming M is the sample of maximum size, then the running time of the above algorithm is O(nm|M|). Sampling Error. How well does the sampling based approach work? Even with a sample of constant size, the probability that we err decreases with the tag size k. Theorem 4 shows that if t occurs at the right child of the root, then t is not a left tag w.h.p. Hence, assuming that the k-mer t is a left tag at position i, we need only consider the case when the right child of the root contains a k-mer t0 6= t at position i. We do not err when a differentiating bit in t0 is preserved in h the right subtree which is at most (1 − p)2 −2 implying the following theorem. Theorem 5. The sampling algorithm errs with probability < 1/2 for k = Ω(ln n).



6.3



General Tree Topologies



We generalize our stochastic analysis to arbitrary binary topologies and probabilities of change along edges of the phylogeny. Given a phylogeny P with root r, let L (resp. R) be the total length of the edges in the left (resp. right) subtree of r, and let E be the total length of the two edges incident on r. Recall that at a given site a nucleotide changes to one of the three remaining nucleotides with a rate of λ per year. Hence, the position i will experience x number of mutations on a branch of length ` with probability e−λ` (λ`)x /x!. Again, we will focus on left tags occurring at homologous sites. The following is the analog of Lemma 9. Lemma 10. Let k > ζ log4 n where ζ < 2 is a constant. If λL > expected number of left tags of length k is less than 1.



ζ log4 n , k



the



Assuming that both left and right tags occur in the given phylogeny, we show that type–I tags constitute the majority of tags if λE = Ω(1/k). Theorem 6. The probability that a tag t is of type–I is > 1/2 if λE = Ω(1/k).
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Generalized Tag Sets



The stochastic analysis in Section 6 shows that tags may not always exist even in data sets generated by stochastic evolutionary processes. When tags are not present, we can relax the definition of discriminating substrings and still be able to distinguish if a genome comes from a node’s left or right subtree. Recall that given a partition (S 0 , S¯0 ) of species, we say that a set T of tags is an (α, β)generalized tag set for some α > β, if every species in S 0 contains at least an α fraction of the strings in T and every species in S¯0 contains at most a β fraction of them. Clearly, such a tag set can still be used to decide whether a species belongs to S 0 or to S¯0 . The problem of computing generalized tag sets may be viewed as a set cover problem with certain “coverage” constraints as we next show. W.l.o.g. assume we are computing generalized tag sets at the root. (α, β)–Set Cover. Given a universe U = U 0 ∪U 00 of m elements, and a collection of subsets of U , S = {S1 , . . . , SN }, find a minimum size subcollection C of S such that each element of U 0 is contained in at least α|C| sets in C, and each element of U 00 is contained in at most β|C| sets in C. The set U corresponds to the m input strings each of length n with U 0 and U 00 being the strings in the left and right subtrees of the root of the given phylogeny. Each Si ∈ S represents the set of strings that share a substring ti drawn from a suitable collection of substrings with cardinality N = O(n2 m). In [5] it was shown how to efficiently compute and represent the corresponding sets of all substrings in O(nm2 ) time and space with the help of a generalized suffix tree. A biologically motivated pruning sub-step may be applied to reduce their number [19]. We note that the Discriminating Substring Problem corresponds to the (1, 0)–Set Cover problem when the objective is to maximize the size of C since we find all tags. The subcollection C is a tag set when α > β.



The next theorem follows via a reduction from Set Cover. In the main reduction, the size of all feasible subcollections C is the same and therefore the results hold even for the existence version of the problem. Theorem 7. ( 23 , 31 )-Set Cover is NP-hard. Furthermore, ( 32 , 13 )-Set Cover is LOGSNP-hard. The reduction relies on the construction of a collection Q of subsets of U 00 such that for each proper subcollection of Q, there is an element that appears in more than β/α-fraction of the sets while each element occurs in exactly β/αfraction of the sets in Q. By suitably padding Q with elements of U 0 we are able to bound the solution size. We can therefore extend the analysis for rational α and β s.t. α = 1 − β and β = 1/c for a fixed integer c > 2. The (α, β)–Set Cover problem can be formulated as an ILP in a straightforward manner. When there exists an optimal solution of size value Ω(log m), standard randomized rounding of the fractional solution can be used to derive from it an (α0 , β 0 )-cover where α0 ≥ (1 − )α and β 0 ≤ (1 + )β for some small .
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Conclusion



The data-driven approach to choosing discriminating oligonucleotide sequences appears to be novel. In this paper we have described how such sequences can be chosen given a “complete” data set consisting of a phylogeny where all the input sequences are present at the leaves. In this situation when our algorithms produce tags we can use them for high-throughput identification of an unlabeled sequence which is known to be one of the sequences in the input. Each tag found (at any node in the phylogeny) identifies an exactly conserved sequence shared by a clade. Such conserved segments can be used as seeds (in a BLAST-like fashion) to identify longer segments with high-similarity multiple alignments. When our algorithm fails to find tags, or even sufficiently long, shared sequences this is also informative. We learn that there is no strong conservation of segments within the clade. A natural extension of the problem considered here is to the situation where our knowledge is less complete. For example, how can one generalize to the case when the phylogeny is not fully known? If we attempt to place a new sequence in the phylogeny using the tags to guide us, how good is the placement as a function of the position of the new sequence in the phylogeny vis a vis the sequences from which the tag set was built? These are some of the directions that we plan to explore.
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