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Abstract The thesis deals with computational simplicity and efficiency of Predictive Control (MPC) algorithms. The main motivation arises from the interest of embedding high performance controllers with constraint handling capabilities in standard industrial hardware (e.g. PLC). It is the author’s belief that MPC needs to be embedded in standard hardware to be, finally, a real alternative to conventional controllers. There are some barriers and criteria to effectively programming an algorithm different than a conventional PID or logic sequences in a PLC; so, first the thesis presents in detail how to make use of the programming language IEC 1131.3 to incorporate a MPC algorithm into the PLC. This first development interpolates two control laws to handle constraints and has the key novelty of being an auto-tuned/auto-modelled controller which only uses crude but pragmatic information of the plant. This controller is compared experimentally with a commercial PID controller also embedded in the PLC. In order to embed more advanced constraint handling strategies in a PLC it is necessary to reduce the inherent computational complexity of the predictive controllers. One of the avenues explored to reduce the computational complexity, is to improve the default feed-forward compensator of the MPC when the future information of the setpoint is available by the use of a second design stage. It is shown that using this improved feed-forward compensator, the constraint handling can be accommodated in the feed-forward leaving the on-line optimiser free to deal only with disturbances and uncertainties. This approach is validated experimentally. Another avenue explored is to parametrise the input sequences with Laguerre functions in optimal predictive control (OMPC) to change the optimisation problem and therefore to find an alternative optimal trajectory. An enlargement of the feasible region of the controller with no performance loss is achieved using the Laguerre functions. The proposed algorithm guarantees stability and recursive feasibility. In order to implement this algorithm into the PLC, multiparametric solutions to Quadratic Programming (mp-QP) are used. It is also shown that OMPC using Laguerre functions and mp-QP reduces the storage requirements in the PLC since the resulting number of partitions is smaller than the number of partitions obtained using OMPC with mp-QP.



In addition, a suboptimal multi-parametric solution to MPC is proposed to achieve even lower computational and storage requirements. The key novelty of this proposal is that the algorithm predefines the complexity of the controller rather than the allowable suboptimality using a regular predefined polytope to define the feasible region of the controller. This polytope is stored in vertex representation rather than the most common facet representation. On-line, the controller performs only trivial computations to calculate the control law yielding a very efficient search algorithm. The controller guarantees stability and recursive feasibility. Once again, this algorithm is validated experimentally. The results presented in the thesis are promising and open up different future research ideas to develop simple but efficient algorithms that could be equally embedded in standard industrial hardware.
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Chapter 1 Introduction Although in the past it could be considered that the only objective of control systems was to maintain a stable operation of a process, this is not true nowadays. In the last years, industry had been facing major changes in the market which have affected the whole process industry. One of the main reasons is globalisation. The developments in the fields of electronics, computer and information technology have had a strong impact on telecommunications, logistics and automation. As a consequence, the process industry is being forced to operate its production processes together with the market developments in order to remain competitive and profitable (Morari, 1990). Companies seeking to increase profitability are shifting from a supplierdriven market to customer-centric, demand-driven manufacturing environments where product quality and customer service are becoming essential for success (Murray, 2003; de Prada, 2004). Products have to be delivered quickly, at the right quality and in the requested volume. Moving to a more demand-driven operation is more challenging on manufacturing operations. Manufacturers must be prepared to drive out inefficiencies during both steady-state operations and during transitions. With the increasing of world wide competition, environmental legislation has been tightened severely on the consumption of natural resources and pollutant emissions. The environmental constraints imposed by legislation have resulted in a significant increase of process complexity and costs of production equipment. In this context, nowadays, a successfully designed control system has not only to be able to control a plant subject to requirements associated with direct costs, like energy costs, but also with environmental and safety demands in the presence of changes in the characteristics of the process and variable demands (Murray, 2003; de Prada, 2004). In many cases requirements are contradictory. A constant push towards higher quality of products with lower manufacturing costs is an example of contradictory requirements. Often the requirements are expressed as constraints. The reason is that the most profitable operation of the industrial plant is often 1
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obtained when the process is running at a constraint boundary. The strategy that results in the most profitable conditions has to be selected from a variety of potential operating scenarios to produce the desired product type. This decision is based on a thorough understanding of both process behaviour and process operation. The freedom, available in process operation, must be used to predictably produce precisely what is required in terms of quality, volume and time with the best achievable business result. The emergence of advanced control techniques provides a great opportunity to improve process efficiency and optimality. Advance control includes a vast number of methods, one of the most successful is Predictive Control.



1.1



Predictive control



Model (Based) Predictive Control (MPC), which is also referred to as receding horizon control, moving horizon control or predictive control, is the general name of different computer control algorithms that use past information of the inputs and outputs and a mathematical model of the plant to optimise its predicted future behaviour. During the past three decades, MPC has proved enormously successful in industry mainly due to the ease with which constraints can be included in the controller formulation. It is worth noting that this control technique has achieved great popularity in spite of the original lack of theoretical results concerning some crucial points such as stability and robustness. In fact, a theoretical basis for this technique started to emerge more than 15 years after it appeared in industry (Mayne et al., 2000). Originally developed to cope with the control needs of power plants and petroleum refineries, it is currently successfully used in a wide range of applications, not only in the process industry but also other processes ranging from automotive (e.g. Borrelli et al., 2005) to clinical anaesthesia (e.g. Mahfouf et al., 2003). MPC algorithms address the control problem in an intuitive way. Predictive control uses a model of the system to obtain an estimate (prediction) of its future behaviour. The main items in the design of a predictive controller are: • The process model, used to predict the future behaviour. • The performance index, used to quantify the deviation of the measured output from desired output and the control effort. • The optimisation algorithm, used to minimise the performance index subject to a set of constraints. • The receding control strategy, where only the first calculated input is applied to the system each sample time.
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Figure 1.1: Graphical illustration of Model Predictive Control strategy.



At each sampling time k, a finite horizon optimal control problem is solved over a prediction horizon ny , using the current state x of the process as the initial state. The on-line optimisation problem takes account of system dynamics, constraints and control objectives. The optimisation yields an optimal control sequence, and only the control action for the current time is applied while the rest of the calculated sequence is discarded. At the next time instant the horizon is shifted one sample and the optimisation is restarted with the information of the new measurements, using the concept of receding horizon. Figure 1.1 depicts the basic principle of model predictive control.
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Advantages and disadvantages of model predictive control



Predictive control has made a significant impact on industrial control engineering and is now considered a successful theory in academia. In order to know about the strengths and weaknesses of this control method, Kwon and Han (2005) summarise the advantages and disadvantages of MPC over other existing controls: Applicability to a broad class of systems. The optimisation problem over the finite horizon, on which MPC is based, can be applied to a broad class of systems, including nonlinear systems and time-delayed systems. Analytical or numerical solutions often exist for such systems. Systematic approach to obtain a closed-loop control. While optimal controls for linear systems with input and output constraints or nonlinear systems are usually open-loop controls, MPCs always provide closed-loop controls due to the repeated computation and the implementation of only the first control. Constraint handling capability. For linear systems with the input and state constraints that are common in industrial problems, MPC can be easily and efficiently computed by using mathematical programming, e.g. Quadratic Programming (QP). Even for nonlinear systems, MPC can handle input and state constraints numerically in many cases due to the optimisation over the finite horizon. Guaranteed stability. For linear and nonlinear systems with input and state constraints, MPC guarantees the stability under weak conditions. Optimal control on the infinite horizon, i.e. the steady-state optimal control, can also be an alternative. Good tracking performance. MPC presents good tracking performance by utilizing the future reference signal for a finite horizon that can be known in many cases. In infinite horizon tracking control, all future reference signals are needed for the tracking performance. However, they are not always available in real applications and the computation over the infinite horizon is almost impossible. In PID control, which has been most widely used in the industrial applications, only the current reference signal is used even when the future reference signals are available on a finite horizon. This PID control might be too short-sighted for the tracking performance and thus has a lower performance than MPC, which makes the best of all future reference signals. Adaptation to changing parameters. MPC can be an appropriate strategy for known time-varying systems. MPC needs only finite future system parameters for the computation of the current control, while infinite horizon optimal control needs all future system parameters. However, all future sys-
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tem parameters are not always available in real problems and the computation of the optimal control over the infinite horizon is very difficult and requires infinite memory for future controls. Since MPC is computed repeatedly, it can adapt to future system parameters changes that can be identified on-line (identification methods may introduce stability issues that must be addressed on the design stage), whereas the infinite horizon optimal controls cannot adapt, since they are computed once in the first instance. Good properties for linear systems. It is well known that steady-state optimal controls such as LQR, LQG and H∞ controls have good properties, such as guaranteed stability under weak conditions and a certain robustness. MPC also possesses these good properties. Additionally, there are more design parameters, such as final weighting matrices and a horizon size, that can be tuned for a better performance than the steady-state optimal controls previously mentioned. Easier computation compared with steady-state optimal controls. Since computation is carried over a finite horizon, the solution can be obtained in an easy batch form for a linear system. For linear systems with input and state constraints, MPC is easy to compute by using mathematical programming, such as QP, while an optimal control on the infinite horizon is hard to compute. For nonlinear systems with input and state constraints, MPC is relatively easier to compute numerically than the steady-state optimal control because of the finite horizon. Broad industrial applications. Owing to the above advantages, there exist broad industrial applications for MPC, particularly in industrial processes. This is because industrial processes have limitations on control inputs and require states to stay in specified regions, which can be efficiently handled by MPC. Actually, the most profitable operation is often obtained when a process works around a constraint. For this reason, how to handle the constraint is very important. Conventional controls behave conservatively, i.e. far from the optimal operation, in order to satisfy constraints since the constraint cannot be dealt with in the design phase. If the dynamics of the system are relative slow, it is possible to make the calculation of the MPC each time within a sampling time. As logical, it also has drawbacks: Requires an expert knowledge of the process to be controlled. Probably the most expensive part of the design and implementation of the predictive controllers is the development and validation of the model for prediction. This is a crucial part of the controller since the calculation of the inputs relies on the accuracy of this model. The election of a non-appropriate model may lead to a poor performance, even worse than a poorly tuned PID. Longer computation time compared with conventional non-optimal
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controls. The absolute computation time of MPC may be longer compared with conventional non-optimal controls, particularly for nonlinear systems, although the computation time of MPC at each time is shorter than the corresponding infinite horizon optimal control. Therefore, MPC may not be fast enough to be used as a real-time control for certain processes. However, this problem may be overcome by the high speed of digital processors, together with improvements in optimisation algorithms. Difficulty in the design of robust controls for parameter uncertainties. System properties, such as robust stability and robust performance due to parameter uncertainties, are usually intractable in optimisation problems on which MPCs are based. The repeated computation for MPC makes more difficult to analyse the robustness. However, the robustness with respect to external disturbances can be dealt with ‘easily’ as seen in min-max MPCs, but incurring excessive computational burden.



1.3



Motivation



Predictive control has had a peculiar evolution. It was initially developed in industry where the need to operate systems at the limit to improve production requires controllers with capabilities beyond PID. Early predictive controllers were based in heuristic algorithms using simple models. Small improvements in performance led to large gains in profit. The research community has striven to give theoretical support to the practical results achieved and, thus the economic argument, predictive control has merited large expenditure on complex algorithms and the associated architecture and set up times. However, with the perhaps notable exception of Predictive Functional Control (PFC), there has been relatively little penetration into markets where PID strategies dominate, despite the fact that predictive control still has a lot to offer because of its enhanced constraint handling abilities and the controller format being more flexible than PID. There are important non-technical reasons to invest in a new controller. The high level of expertise required to implement and maintain a predictive controller is an impediment to more widespread utilisation. Academia should put more effort into designing and promoting simple predictive algorithms which can be set up on standard Programable Logic Controller (PLC) units and tuned without the need for experts. Some early work by ADERSA 1 has demonstrated that with the right promotion and support, technical staff are confident users of PFC where these are an alternative to PID on a standard PLC unit (Richalet, 2007). Technical staff relate easily to the tuning parameters which are primarily the desired time constant and secondly a coincidence 1



ADERSA (Association pour le Developpement de l’Enseignement et de la Recherche en Systematique Appliquee) french company dedicated to advanced process control.
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point which can be selected by a simple global search over horizons choices. Because PFC is based on a model, the controller structure can take systematic account of dead-times and other characteristics, which are not so straightforward with PID. Also constraint handling can be included to some extent by using predicted violations to trigger a temporary switch to a less aggressive strategy. The conjecture is that ADERSA is successful because it has provided effective support and embedded their technology in standard hardware, thus making it easily accessible (and cheap). However, there are many theoretical weaknesses in the PFC approach and there is potential for the academic community to propose more rigorous algorithms which could equally be embedded in cheap control units. Accessibility and usability in such a mass market may require different assumptions from those typically adopted in the literature.



1.4



Objective



The main objective of this thesis is to propose realistic alternatives to conventional predictive control that have the potential to be embedded in cheap control units. In order to do this, the proposed alternatives must be easy to code, fast in computation times and low in terms of storage requirements. Also, must preserve the benefits of the conventional algorithms such as constraint handling and high performance.



Particular objectives To achieve the main objective, a number of particular objectives can be listed: 1. Demonstrate how a predictive control could be coded in a standard control unit (i.e. a PLC) using industrial standard languages (i.e. IEC 1131.3 programming standard). 2. In the case when changes in the setpoint trajectory are known beforehand, use the advance knowledge information to redesign the feed-forward compensator of the predictive controller. 3. Propose an alternative/modification to the optimisation problem to reduce the computational complexity of the optimisation algorithm. 4. Investigate the potential improvements in transferring the optimisation problem to the off-line design phase using parametric/multi-parametric solutions. 5. Prove the proposed algorithms experimentally.
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Thesis overview



The present document consist of 9 chapters and 3 appendices divided in 4 parts. A summary of each of them is presented next.
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Part I: Background. In Chapter 2 the basic principles of GPC and modern state-space MPC are presented. These principles include details of how prediction is done, and how they are used in the cost function to penalise deviations from desired behaviour. Unconstrained and constrained MPC algorithms are presented, with particular reference to how integral action is achieved. Stability is addressed through the dual-mode paradigm and invariant sets, for which details are given. In Chapter 3, the theoretical foundations and a brief history of the MPC algorithms are presented. Subsequently, the goals and challenges of any MPC implementation are discussed, along with a review of the most efficient MPC algorithms relevant to this thesis to establish state-of-the-art approaches. Part II: Efficient predictive control developments. This part is the core of the thesis where the contributions are presented. In Chapter 4, how to implement a predictive control algorithm in a Programable Logic Controller is presented. The predictive controller is intended for low level control purposes. The tuning is automatically done by only supplying few parameters of the open-loop response of the plant. Details are given in how the controller handles the constraints. Finally, the controller is tested in two bench-scale laboratory systems and compared with a commercial PID which uses the most up to date auto-tuning rules. In Chapter 5, the case when the setpoint trajectory is known in advance is presented. The first part of the chapter presents some cases to show that the conventional way of designing the feed-forward compensator of the MPC is not optimal, particulary for the case when the setpoint trajectory is not a conventional step. The second part presents how this issue can be solved by using a second design phase and how the constraint handling can be accommodated in the feed-forward. To finish the chapter, an experimental example using a Programable Logic Controller is given. In Chapter 6, Laguerre functions and the way to include the Laguerre parametrisations for the input predictions in dual-mode MPC are presented. The aim of this parametrisation is to enlarge the feasible region of the controller without losing performance. A comparison between (i) the proposed controller with the inclusion of Laguerre functions, (ii) a poor-tuned optimal predictive control and (iii) a highly-tuned optimal predictive control is done in order to show the benefits of the novel algorithm. In Chapter 7, the predictive controller using Laguerre functions as an explicit controller is presented. In order to obtain the explicit solutions off-line
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is used the Multi-parametric Quadratic Programming approach. Extensively numerical simulations are presented to show the complexity reduction using the proposed algorithm. To finish the chapter, an experimental example using a Programable Logic Controller is given. In Chapter 8, a suboptimal multi-parametric solution for the optimisation algorithm is presented. The key point of this suboptimal algorithm is that it predefines the complexity of the solution. Extensive numerical simulations are presented to show that the performance losses are negligible compared to the computational complexity reductions. To finish the chapter, an experimental example using a Programable Logic Controller is given. Part III: Conclusions. Finally, in Chapter 9, the original contributions of the thesis are summarised and the overall conclusions are presented. At the end of the chapter, the proposed future work is discussed. Part IV: Appendix. In Appendices A and B, complementary information of Chapter 2 is given. In Appendix C a biographical summary of the author is presented.



I



Background



Chapter 2 Basic principles of predictive control This chapter introduces the basic principles of modern MPC necessary to discuss the details of the developments that have been made in this thesis. Statespace models have been assumed as other types of models such as impulse response, step response or transfer function models can be converted easily to an equivalent state-space representation, and moreover state-space models efficiently handle multivariable systems and can represent unstable systems easily (unlike impulse and step response models). They are readily extensible to nonlinear systems 1 , and so have become the de-facto model used in modern research papers, albeit take-up in industry is somewhat slower. However, state-space models have still not been adopted by many industries, and so theoretical developments may not be so easily adopted also. MPC has several essential components, which are presented mathematically in the first few sections of this chapter assuming a GPC state-space formulation (e.g. Clarke et al., 1987a). Predictions based on recursive use of a one-step-ahead model are detailed in Section 2.1; definition of controlled and manipulated variables are discussed in Section 2.2; having defined the cost function in Section 2.3, typical unconstrained MPC algorithms are presented in Section 2.4, and constrained MPC algorithms are given in Section 2.5 as optimisation algorithms which minimise cost subject to constraints. An essential property of any control technique is closed-loop stability. This chapter then goes on to consider stability both for the unconstrained and constrained case in Section 2.6, and the dual-mode paradigm is then presented in Section 2.7 as a particular means of guaranteeing constrained stability. A convenient form of the dual-mode paradigm is the closed-loop paradigm, and this is given in Section 2.8. Integral action is implemented with disturbance modelling in Section 2.9. Conclusions of the chapter are given in Section 2.10. 1 Transfer functions can also represent multivariable and nonlinear systems but assumes zero initial conditions and does not include full internal description of the system.
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2.1



Models and predictions



Consider the following linear time-invariant deterministic discrete-time system represented by use of a state-space model: xk+1 = Axk + Buk yk = Cxk



(2.1)



where xk+1 ≡ x(k + 1) and xk ∈ Rn , yk ∈ Rl and uk ∈ Rm , which are the state vector, the measured output and the plant input respectively. Note that the direct feed-through matrix D has been omitted because only strictly proper linear systems are considered in the thesis. The MPC type approach to control is to consider the evolution of (2.1) in (sampled) time, both for cost evaluation and constraint satisfaction. For a given prediction horizon ny , the recursive prediction of x evaluated at time-step k can be calculated as follows: xk+1 = Axk + Buk xk+2 = Axk+1 + Buk+1 = A(Axk + Buk ) + Buk+1



(2.2) (2.3) (2.4)



= A2 xk + ABuk + Buk+1 In matrix form:    xk+1  xk+2       xk+3    =  ..    .   xk+ny | {z } | x − →



A A2 A3 .. .











      x +  k     



Any {z }



B AB A2 B .. .



0 B AB .. .



(2.5) 0 0 B .. .



··· ··· ··· .. .



0 0 0 .. .



Any −1 B Any −2 B Any −3 B · · ·



B



      |



uk uk+1 uk+2 .. . u − →



   = Pxx xk +    |



I A A2 .. .



0 I A .. .



0 0 I .. .



Any −1 Any −2 Any −3 {z











x 0  0 x diag(x) =  .. .. . . £ T a k = ak+1 − →



(2.6)



··· 0 ··· 0   ··· 0  u (2.7)  diag(B) − → . . ..  . .  ··· I }



Pxu



 ... ...   ... aTk+2 aTk+3 . . .



¤T



      



uk+ny −1 {z }



Pxx







where
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are matrices with dimension determined by the context. It is generally assumed that predictions are made at the current time-step k and (·|k +i) will otherwise be used to indicate (·) evaluated at time-step k + i. Hence (2.6) can be represented more compactly as: x k = Pxx xk + Pxu − u k−1 − → → y k = diag(C)− xk → − → = Pyx xk + Pyu − u k−1 →



(2.8) (2.9)



These prediction identities express the predicted evolution of state and output as a function of the decision variable input.



2.2



Controlled and manipulated variables



At this point it is useful to differentiate between the various types of inputs and outputs. Inputs can be categorised into those which are manipulatable, and those which are not. The notation u is reserved for the Manipulated Variable (MV)s, whereas non-manipulatable inputs are considered to be disturbances, which may or may not be measured/measurable. Disturbances will be considered later in more detail. Controlled Variable (CV)s z, are now differentiated from measured outputs which are used in the state-space context to reconstruct the internal state vector, although it is acknowledged that measured outputs are commonly the same as internal states, and are also designated as CVs. CVs are typically variables which are desired to be controlled to desired reference targets, and are normally a subset or linear combination of the measured variables. However, they can also be chosen to be internal states, or even linear combinations of internal states. Thus, CVs can be expressed as: zk = Hyk (a)



or



ˇ k (b) zk = Cx



(2.10)



zk ∈ Rp The latter formulation is the most flexible. These definitions lead to similar prediction derivations, zk = Pzx xk + Pzu → u k−1 . It is also common for the − − → decision variable in MPC to differ from the manipulated variable. A very common choice is to use input increments as the input decision variable as opposed to absolute inputs. The advantage of such a choice is that penalising input increments in the cost function will penalise oscillations directly, and also will be compatible with bringing the system to a steady-state. Also, the input decision vector ∆u −→ can have a horizon nu less than ny ; whilst still calculating the predictions as in equation (2.6), but ∆u is assumed to be zero beyond nu .
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Input increments can be implemented through use of state augmentation: · ¸ · ¸· ¸ · ¸ xk+1 A B xk B = + ∆uk (2.11) uk 0 I uk−1 I | {z } | {z } | {z } | {z } Aζ



ζk+1



zk =



£



¤ C 0 | {z }



·



ζk



xk uk−1



Bζ



¸



(2.12)



Cζ



and then, predictions are easy to derive by replacing A, B, C with Aζ , Bζ , Cζ in (2.6): ζ k = Pζζ ζk + Pζ∆u ∆u −→k−1 − → z k = Pzζ ζk + Pz∆u ∆u − → −→k−1



(2.13) (2.14)



It will also be necessary to define both input and state predictions as a function of input increment predictions and the augmented state:   I 0 ··· 0  I I ··· 0  ¡£ ¤¢   0 I + col ∆u u ζk (2.15)  . . k−1 k−1 =  .. . − →  . .. . . ..  −→ | {z } Puζ I I ··· I {z } | Pu∆u ¡£ ¤¢ I 0 (2.16) x ζk k = diag − → → | {z }− Pxζ



Once ∆uk has been decided as the first m elements of ∆u −→k−1 , it can be integrated to give the input signal to be applied.



2.3



Cost function



As stated at the beginning of this chapter, the cost (or objective) function is an essential ingredient of MPC. The MPC cost function is chosen to reflect desired operating behaviour by penalizing unwanted behaviour. One of the most common cost functions penalises quadratically the deviation of the CVs from the desired setpoint, and MV increments: Ja,k =



nz X



T



(zk+i − ˆr) Q (zk+i − ˆr) +



i=1



nX u −1



∆uTk+i R∆uk+i



(2.17)



i=0



where Q and R are are weighting matrices, nz = ny is the CV prediction horizon, nu is the control horizon (∆uk+i is assumed to be zero for nu ≤ i < ny ). A more compact form of Ja,k utilising predictions is given as: ° °2 ° °2 ° ° ° ° ˆ ∆u (2.18) z + Ja,k = °− − r ° ° −→k−1 ° →k − →k Q



R
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where kxkA is defined as



√



xT Ax and Q = diag(Q), R = diag(R).



Another common form utilises deviation variables (Muske and Rawlings, 1993b; Rawlings, 2002; Rossiter, 2003) to penalise instead the deviation of the absolute input from the expected steady-state input, and similarly for the state: Jd,k =



nz X



T



(xk+i − xss ) Q (xk+i − xss ) +



i=1



Ã +



nX u −1



(uk+i − uss )T R (uk+i − uss )



i=0 nX u −1



!



(2.19)



∆uTk+i R∆ ∆uk+i



i=0



Jd,k can also be presented in a more compact form as: °2 °2 ° ° ° ° ° ° ˆ − x − u Jd,k = °− x + u ° ° − ss Q − ss °R →k → − →k−1 →



(2.20)



where Q = diag(Q), R = diag(R). With the deviation variable form, the inputs uk+i : nu ≤ i ≤ nz − 1 are usual set to be equal to uk+nu −1 . There are of course a number of other alternatives: for instance, the deviation variable form could also include a penalty term on ∆u with a non-zero value of R∆ as indicated in (2.19).



2.4



Unconstrained MPC algorithms



Having defined the cost in terms of predictions in Section 2.3, it now remains to determine the optimal control input that minimises this cost. Resulting algorithms for both augmented state and deviation variable costs are now developed by substituting the corresponding equations in the prediction identities.



2.4.1



Augmented state and input increments



For the augmented form, substitution of (2.14) into (2.18) leads to the following ˆ cost function, which is a function of ∆u −→k−1 , ζk and rk : h³ Ja,k =



´ iT h³ ´ i ˆ ˆ Pzζ ζk + Pz∆u ∆u − r Q P ζ + P ∆u − r zζ k z∆u −→k−1 − →k −→k−1 − →k (2.21)



T + ∆u −→k−1 R∆u −→k−1
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After some algebraic manipulation: ³ ´ £ T ¤ T T T ˆ Ja,k =∆u P QP + R ∆u + 2∆u P Q P ζ − r z∆u zζ k −→k−1 z∆u −→k−1 −→k−1 z∆u − →k (2.22) ³ ´ + terms 6= f (∆u −→k−1 ) where f (·) represents a function. When not subject to constraints, the argument of the minimisation of this cost function yields the optimal input, which can be calculated explicitly in terms of the augmented state ζk and the desired ˆr k : reference trajectory − → ∗ ∆u min Ja,k −→k−1 = arg ∆uk−1 −→ ³ ´o n = arg min Ja,k − terms 6= f ∆u −→k−1



(2.23)



∆uk−1 −→



Setting



⇒



∗ ∆u −→k−1



d (J ) ³ a,k ´ = 0 d ∆u −→k−1 h¡ ³ ´i ¢ T 2 PTz∆u QPz∆u + R ∆u r = 0 (2.24) k−1 + Pz∆u Q Pzζ ζk − ˆ k −→ → − ¡



PTz∆u QPz∆u



¢−1



PTz∆u Q



³



´



ˆr k Pzζ ζk − − +R (2.25) → ´ ³ £ ¤¡ ¢−1 T ˆr k Pz∆u Q Pzζ ζk − − ∆u∗k = − I 0 0 . . . PTz∆u QPz∆u + R → =−



(2.26) ∆u∗k



ˆr k − Kζk = L− →



(2.27)



where (·)∗ denotes optimality, and L and K are feed-forward and feedback gains respectively. ¡ ¢ Remark 2.1 The matrix PTz∆u QPz∆u + R may turn out to be ill-conditioned. This problem can be solved by re-posing (2.18) in vector form, setting the vector to zero and obtaining the least-squares solution (Maciejowski, 2002): ° °2 °2 ° ° ° ° ° ˆ z ∆u Ja,k = °− − r + ° ° k k−1 ° k → −→ − → Q R °" #°2 ° SQ ( z k − rˆ ) ° ° − → − →´k ° ³ =° (2.28) ° ° SR ∆uk−1 ° −→
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where ‘square root’ matrices STQ SQ = Q, STR SR = R are obtained from a Cholesky decomposition if Q > 0, R > 0.  ´ i  h³ ˆ SQ Pzζ ζk + Pz∆u ∆u k−1 − r −→´ − →k  = 0 ³  (2.29) SR ∆u k−1 −→ · ¸ · ¸ ´ SQ Pz∆u SQ ³ ⇒ (2.30) ∆u rˆ k − Pzζ ζk −→k−1 = − → SR 0 which is solved in a least-squares sense. Alternatively (e.g. if Q or R are positive semidefinite), the pseudo-inverse can be utilised to solve (2.24) again in a least-squares sense.



2.4.2



Deviation variables



Assuming that R∆ = 0, setting → w = − x − xss and − v = → u − uss where − → → − −→ −→ (xss , uss ) are the expected steady-state state and input required to give offsetfree tracking in the steady-state, and substituting (2.8) into (2.20): ° °2 ° °2 ° ° ° ° Jd,k = °− w + v (2.31) ° ° →k Q − →k−1 °R h iT h i (2.32) = Pxx wk + Pxu − v k−1 Q Pxx wk + Pxu − v k−1 → → v ∗k−1 − →



+− v Tk−1 R− v k−1 → n→ ³ ´o v = arg min Jd,k − terms 6= f − →k−1



Setting



(2.33)



v − →k−1



d (Jd,k ) ³ ´ =0 d − v k−1 → h¡ i ¢ T + P QP w 2 PTxu QPxu + R − v xx k = 0 xu →k−1



(2.34)



¡ ¢−1 T ⇒− v ∗k−1 = − PTxu QPxu + R Pxu QPxx − wk (2.35) → → £ ¤ ¡ ¢ −1 T ⇒ u∗k = − I 0 0 . . . PTxu QPxu + R Pxu QPxx (xk − xss ) + uss (2.36) u∗k = L[xTss uTss ]T − Kxk



(2.37)



which again, can be solved in a least-squares sense. The structure of this solution differs from (2.27) only in terms of the feed-forward parametrisation. The key difference between the augmented state approach and the deviation variables approach is that with the latter the steady-state input has to be set explicitly, both for the state and input, whereas for the former the steady-state ˆr ). state is defined only (indirectly via − →
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Constrained MPC algorithm



Constrained MPC involves solving the minimisation of the cost expressions (2.23) or (2.33), subject to constraints on the controlled variables, states, manipulated variables, and increments in the manipulated variables. These constraints would normally have some physical meaning. For example, MV constraints could represent saturation of valves in chemical processes, or torque limits of actuators in electromechanical systems. CV constraints could represent minimum and maximum reactor temperatures for a chemical process, or perhaps the sides of a road in a whole-vehicle dynamics control application. In order to give the best desired system behaviour, it may also be advantageous to constrain the internal state of a system which is not measurable, such as an internal temperature. This could either be implemented through the use of (2.10b) or, if (2.10a) has been assumed, through a separate state constraint. Rate constraints are constraints on the maximum change of a MV from one time-step to the next. Simple bounds on manipulated variables, for example, take the form umin ≤ u ≤ umax , where umin and umax are the minimum and maximum values that these quantities can take. These inequalities can be expressed in standard form as: ¸ · ¸ · umax I u≤ (2.38) umin −I If MV constraints are not simple bounds then they can be expressed as Au u ≤ bu , which is an m-dimensional polytope. Sets can therefore be defined as a shorthand for referring to a grouping of constraints, for all the different types of constraints mentioned previously: State constraints : X CV constraints : Z MV constraints : U MV rate constraints : ∆U



= {x : Ax x ≤ bx } = {z : Az z ≤ bz } = {u : Au u ≤ bu } = {∆u : A∆u ∆u ≤ b∆u }



(2.39) (2.40) (2.41) (2.42)



The solution to the MPC problem should be trajectories of predictions that satisfy all constraints at each future time-step within the respective horizon: xk+i ∈ X , zk+i ∈ Z, uk+i ∈ U, ∆uk+i ∈ ∆U,



i ∈ {nyi , nyi + 1, . . . , k + ny } i ∈ {nzi , nzi + 1, . . . , k + nz } i ∈ {1, 2, . . . , k + nu − 1} i ∈ {1, 2, . . . , k + nu − 1}



where nyi , nzi ∈ N0 can be greater than zero if necessary to obtain feasible trajectories. Assuming for simplicity that (nyi , nzi ) = 0, all of these constraints
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can be expressed as linear inequalities in polytope form which are a function of predictions: diag(Ax )− x ≤ col(bx ) → diag(Az )− z ≤ col(bz ) → diag(Au )− u k−1 ≤ col(bu ) → diag(A∆u )∆u −→k−1 ≤ col(b∆u )



(2.43)



£ ¤T where col(a) = aT aT . . . . Utilising prediction identities, the constraint inequalities can be expressed in terms of the decision variables. This will be considered separately for the augmented and deviation variable algorithms in the next subsections.



2.5.1



Constraint linear inequalities for augmented formulation



By substituting (2.14-2.16) into (2.43) all constraints can be expressed in linear inequality form as:       diag(Ax )Pxζ Pζ∆u col(bx ) diag(Ax )Pxζ Pζζ  diag(Az )Pζ∆u   col(bz )   diag(Az )Pzζ     −  k−1 ≤   diag(Au )Pu∆u  ∆u −→ col(bu )   diag(Au )Puζ  diag(A∆u ) col(b∆u ) 0 | {z } | {z } Ma



qa (ζk )



(2.44) Which is of the form: Ma ∆u −→k−1 ≤ qa (ζk )



2.5.2



(2.45)



Constraint linear inequalities for deviation variable formulation



For the deviation variable formulation, consideration of rate constraints requires augmenting the state once again, as in (2.11-2.12): ¸ ¸ · · wk wk+1 = Aζ +Bζ ∆vk (2.46) vk−1 vk | {z } | {z } ξk+1



ξk



¸ wk zk = Cζ vk−1 | {z } ·



ξk



(2.47)
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Predictions for ∆v v k as: −→k−1 can then be expressed in terms of → − v k−1 − − v k−2 ∆v → → −→k−1 = −  I 0 0  −I I 0   =  0 −I I  .. .. ..  . . . |



0



0



... ... ... .. .



0 0 0 .. .







 £



      v − →   − k−1   



0 ... I {z }



|



P∆vv



0 I 0 0 .. . 0 {z



¤      ξk  



(2.48)



}



P∆vξ



ξ k = Pζζ ξk + Pζ∆u ∆v −→k−1 − → = (Pζζ + Pζ∆u P∆vξ )ξk + Pζ∆u P∆vv − v k−1 → x k = Pxζ ξ k + xss − → −→ − → = Pxζ (Pζζ + Pζ∆u P∆vξ )ξk + Pxζ Pζ∆u Pvv → v k−1 + xss − −→ z = P ξ + P ∆v zζ k z∆u − →k −→k−1 = (Pzζ + Pz∆u P∆vξ )ξk + Pz∆u P∆vv − v k−1 → u k−1 = − v k−1 + − u ss − → → →



(2.49) (2.50) (2.51) (2.52)



Finally, by substituting (2.48-2.52) into (2.43) all constraints can be expressed in linear inequality form as: Md → v k−1 ≤ qd (ξk ) −



2.5.3



(2.53)



Quadratic Programming (QP)



Minimising the cost function subject to both current and future constraints results in a quadratic program (QP): ∗ ∆u min Ja,k −→k−1 = arg ∆uk−1 −→



s.t. Ma ∆u −→k−1 ≤ qa (ζk ) v ∗k−1 = arg min Jd,k − → v k−1 − →



s.t. Md → v k−1 ≤ qd (ξk ) −



(2.54)



(2.55)



Cost terms and M constraint matrices can be calculated off-line, but the q matrices must be updated as a function of the current augmented state. The introduction of constraints results in a nonlinear control law, the control action
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being the result of a Quadratic Program. A general quadratic program can be stated as: u∗ (x) =arg min J(u,x) u



=arg min u



1 T u Q u + uT x 2



s.t. Au = b Cu ≤ d



(2.56) (2.57) (2.58)



and it is clear that the algorithms of (2.54-2.55) are in this general QP form. Also it should be noted that the optimal control law and cost are a nonlinear function of the current state. An analytical solution is immediately available if the set of active constraints at the optimum is known, as this means that inequality constraints can be regarded as equality constraints: the minimisation can be performed through the use of Lagrange multipliers. Hence an analytical solution is not immediately obvious, as the solution depends on the active set of constraints. The main problem is determining which subset of constraints on the system are active at the optimum. The two main methods for solving QPs are Active Set (Fletcher, 1987) and Interior Point methods (Wright, 1997), both methods have advantages and disadvantages when applied to MPC. The key to achieving good performance lies in exploring the special structure of the MPC QP problem, see for instance (Bartlett et al., 2000) for a comparison between these methods. Both methods are are briefly described in the following two sections. Active Set methods Assuming initially that a feasible point ui , i = 0 has been found, satisfying both (2.57) and (2.58), Active Set methods solve the optimisation: ui + ∆ui =arg min J(u)



(2.59)



s.t. Aui = b C{a} ui = d{a}



(2.60) (2.61)



u



using the method of Lagrange multipliers, where X{a} denotes the selection rows of X corresponding to the set of active constraints a. If ui + ∆ui is feasible w.r.t. (2.58) (i.e. no lagrange multipliers λa are negative) then ui+1 = ui + ∆ui . Otherwise ∆ui is scaled with a line search algorithm until ui+1 = ui + γ∆ui , γ ∈ (0, 1) is feasible w.r.t. (2.58). Constrained optimality conditions are then checked and if true u∗ = ui+1 , otherwise i is incremented and the process repeated. Initially a feasible value for u is either supplied by starting with any u0 (u∗k−1 may be a good starting point). A modified linear program (LP) 2 can 2



An LP solves the problem: minu xT u0 s.t. Au = b, Cu ≤ d. The Simplex method is the most well known solution method: starting from a point at a vertex or extreme
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P be constructed to find a vector u that solves the problem minu j (dju − Cju u) s.t. Au = b, Cs u0 ≤ ds , where the cost and inequality constraints are modified at each iteration to reflect the new active set. Interior Point methods With the more recent Interior Point methods, the solution of a modified problem is sought, which will be the same as the solution to the QP in (2.56-2.58). Barrier Functions (Bazaraa et al., 1979) are used to approximately represent inequality constraints (2.58) in a modified cost Jmod , e.g.: Jmod (u, γ) = J(u, x) + γB(u) P where B(u) could be i log(d{i} −Cu{i} ) and i selects rows of C, d. Unconstrained optimisation methods such as Newton’s method can then be used to find the solution. The process is repeated for decreasing γ, and the solution approaches the constrained optimum from the interior of the feasible region. As stated before, it is not obvious which of the above two algorithms gives superior performance. Matlabr ’s QP routine (quadprog.m) utilises Active Set methods (for inequality constrained problems), and this function has been used for solving QP problems in this thesis.



2.6



Stability



An essential property of any control technique is closed-loop stability. GPC algorithms such as those of Section 2.4 suffer from the fact that they require “tuning” of horizon lengths and weighting matrices for closed-loop stability. The comparison between GPC and LQR was made in (Bitmead et al., 1991), where the theoretical stability properties of LQR are preferred for systems without constraints. This chapter discusses stability separately for unconstrained and constrained systems in Sections 2.6.3 and 2.6.4 respectively. However, it is first necessary to define stability related concepts including Lyapunov functions and ‘the tail’. point of the feasible region, a new vertex is found by allowing movement along an edge of the feasible region, corresponding to removal of an active constraint, in the direction of maximum decreasing cost, until a new constraint becomes active (which will be the case for a bounded convex feasible region), and hence a new vertex is found, which will have a lower associated cost. If there are no edges from the vertex which are in a direction of decreasing cost then an optimal point has been found.
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Lyapunov stability and Lyapunov functions



MPC regulates (either implicitly with the augmented algorithm of Section 2.4.1 or explicitly with the deviation variable algorithm of Section 2.4.2) to an equilibrium point of the state-space. If the state-space has been redefined using deviation variables such that xss = Axss + Buss , then MPC regulates to the origin. Assuming the use of deviation variables, the origin is a stable equilibrium point °if for any given scalar ² > 0 there exists a scalar δ(², τ0 ) > 0 ° T T ° ° such that if [ w(τ ° ° 0 ) v(τ0 ) ] < δ, then the resultant motion satisfies °[ w(τ )T v(τ )T ]° < ² for all τ > τ0 . It is an asymptotically stable equi° ° librium point if °[ w(τ )T v(τ )T ]° → 0 as τ → ∞. These definitions are also applicable to discrete-time systems, where τ = k∆T , k ∈ N0 . A function V (w) is a Lyapunov function for a system described by (2.1) with wk = f (wk , vk ), if the following properties are satisfied (Maciejowski, 2002): 1. Positive definiteness: V (w, v) > 0 ∀ (w, v) 6= 0 and V (0, 0) = 0 2. Decrescence: ° T T ° ° T T ° °[ w1 v1 ]° > °[ w2 v2 ]° ⇒ V (w1 , v1 ) ≥ V (w2 , v2 ) 3. Monotonicity: V (wk+1 , vk+1 ) ≤ V (wk , vk ) ∀ k in the neighbourhood of (0, 0) Lyapunov’s theorem states that the existence of a Lyapunov function for a particular control scheme is a sufficient condition for the origin to be a stable equilibrium point. If the Lyapunov function has the additional property that V (wk , vk ) → 0 as k → ∞ then this is a sufficient condition for asymptotically stability of the origin.



2.6.2



The tail of an optimal trajectory and the principle of optimality



´ ³ u −1 z has been computed for If an optimal trajectory {u∗k+i|k }ni=0 , {z∗k+i|k }ni=1 a³ particular problem, its tail at´ time j (where j ≤ nu − 1 ≤ nz − 1) is z u −1 . A famous result from dynamic program, {z∗k+i|k+j }ni=j+1 {u∗k+i|k+j }ni=j ming is Bellman’s principle of optimality (Bellman, 1952), which states that any segment of an optimal trajectory is also optimal for nu = nz = ∞. This is because in the initial planning of the optimal trajectory it is assumed that the problem will not change in carrying it out, and so that the system evolves as predicted assuming a perfect model, the initial optimal trajectory is followed. Hence, with infinite horizons, the tail of an optimal trajectory is also optimal.
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2.6.3



Unconstrained stability



The receding horizon concept employed in MPC implies that new information is added at each time-step, and the problem being posed is different from one time-step to the next. In order to explain this further, consider the MPC algorithm of (2.31) for example, with Jd,k|k and Jd,k+1|k+1 expressed as in (2.19) (without use of prediction notation), with prediction evaluation times made explicit in reference to time-step k, and including penalisation of the current state: (n −1 ) nX z u −1 X ° ° ° ° 2 2 °wk+i|k ° + °vk+i|k ° v ∗k−1|k = arg min (2.62) Q R → − v k−1|k i=0 i=0 − → (n −1 ) nX u −1 z X ° ° ° ° 2 2 °wk+i+1|k+1 ° + °vk+i+1|k+1 ° v ∗k|k+1 = arg min (2.63) Q R → − v k|k+1 i=0



− →



i=0



with both optimisation subject to the model equality constraints in (2.1), i.e.: wk+j+1 = Awk+j + Bvk+j , zk+j = Cwk+j ∀ j > 0. From the control law of (2.35) is clear that − v ∗k = f (wk ), and from (2.32) Jd∗ is a function of w and → v and so is a function of v, and so we can write: − → (n −1 ) nX z u −1 X ° ° ° ° 2 2 °wk+i|k ° + °vk+i|k ° Jd∗ (wk , vk ) = min Q R v − →k−1|k



i=1



v − →k|k+1



i=1



(2.64)



i=0



(n −1 ) nX z u −1 X ° ° ° ° °wk+i+1|k+1 °2 + °vk+i+1|k+1 °2 Jd∗ (wk+1 , vk+1 ) = min (2.65) Q R i=0



At time-step k + 1 the problem´has changed with the addition of a stage cost ³ ° ° ° ° °wk+nz |k+1 °2 + °vk+nu |k+1 °2 which was not included in J ∗ (wk , vk ): for the Q



R



d



principle of optimality to apply this stage cost at the optimal solution would need to be zero implying that the principle of optimality is only applicable for a finite nz in the particular case when deadbeat behaviour is enforced, with settling to the setpoint occurring within the prediction horizon. For a controllable model of a system, if (xss , uss ) are consistent and feasible, through choice of a particular control trajectory with an infinite (nz , nu ) the optimal trajectory choice will be such that (xss , uss ) are the steady-state of the system, as otherwise ³° infinite°cost °would result. °2 ´ Therefore with infinite horizons the 2 ° ° ° stage cost w∞|k+1 Q + v∞|k+1 °R = 0, the principle of optimality applies, and the tail is followed, eventually attaining (xss , uss ). Application of the Lyapunov stability theorem Although it is tempting to assume that if (xss , uss ) is attained then Jd∗ (w, v) → 0 implies stability, the most rigorous approach is to make use of the Lyapunov
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stability result of Section 2.6.1. If the tail of − v ∗k−1|k is followed recursively as → is the case for infinite (nz , nu ), the difference in cost between time-steps k and k + 1 is the stage cost in Jd∗ (wk , vk ) associated with zk|k and vk|k : ³° °2 ° °2 ´ Jd∗ (wk+1 , vk+1 ) − Jd∗ (wk , vk ) = − °wk|k °Q + °vk|k °R (2.66) If full state measurement is assumed (i.e. C = I) and Q > 0, R > 0 then and also satJd (w, v) and therefore Jd∗ (w, v) are positive definite ³° functions, °2 ° °2 ´ isfy the decrescence property. This implies that °wk|k °Q + °vk|k °R > 0 ¡ ¢ if wk|k , vk|k 6= (0, 0) and hence from (2.66) Jd∗ (wk+1 , vk+1 ) ≤ Jd∗ (wk , vk ) implying monotonicity of Jd∗ (w, v). Together these properties satisfy the Lyapunov function properties of Section 2.6.1 and so the optimal cost function is a Lyapunov function: a Lyapunov function therefore exists and the system is stable. If nz remains infinite but nu is finite, a stability result can still be obtained by explicitly enforcing that the input tail is followed. As mentioned v k+i = 0, i ≥ nu , which implies that in Section 2.3, it is assumed that − → nu −1 ∗ {vk+j|k+i }j=nu −i = 0. Then the same arguments as with nu = ∞ can then be applied. If, however, instead of explicitly enforcing the tail, it is ensured that it is within the set of possible predictions, and a different − v ∗k−1 is chosen → that reduces the cost even further, then the optimal cost function remains a Lyapunov function, and stability is guaranteed (Rossiter, 2003). Input horizons therefore need not be infinite, and (depending on the system) can be as little as 1 for stable systems, but nu must be ≥ nus for guaranteed stability with unstable systems (for which stabilisability of (A, B) and detectability of 1 (A, Q 2 ) is also necessary (Bitmead et al., 1991)), where nus is the number of unstable modes (Maciejowski, 2002). The sufficient ingredients for stability are therefore use of an infinite prediction horizon, ensuring that the tail is always a possible MV trajectory 1 choice, and ensuring that nu ≥ nus , (A, B) stabilisable, (A, Q 2 ) detectable for unstable systems. The practicalities of an infinite prediction horizon in terms of cost is dealt with later in Section 2.7.1, and the ramifications of the necessity for the tail to be a possible MV trajectory choice when constraints are introduced into the problem are considered in Section 2.6.4. Other methods Other method of proving stability is to have any length of horizon but to include a terminal constraint or end condition which forces the state to take a particular value at the end of the prediction horizon which may result in the optimisation having no solution — i.e. the problem is infeasible (discussed later in Section 2.6.4). And it is surprisingly easy to prove this, even in a
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general case by using a Lyapunov function, as first was shown by Keerthi and Gilbert (1988). In (Poubelle et al., 1988; de Nicolao and Bitmead, 1997) it is shown that stability can sometimes be guaranteed with finite horizons, even when there is no explicit terminal constraint. In order to guarantee stability, the finite horizon predictive control problem is associated with a time-varying Riccati difference equation which is intimately related to the optimal value of the cost function. The use of this ‘fake’ algebraic Riccati equation (FARE) re-pose the finite horizon predictive control problem in the LQ framework.



2.6.4



Constrained stability



The stability results given in Section 2.6.3 are also applicable in the constrained case because Lyapunov stability theory is applicable to nonlinear closed-loop systems (and the use of a Quadratic Program (QP) implies a nonlinear control law and hence a nonlinear closed-loop system). In order to discuss this issue in detail, it is convenient to firstly introduce helpful definitions, including ‘feasibility’ and ‘invariance’. Hard and soft constraints, feasibility and recursive feasibility If the constraints present in an optimisation are overly restrictive such that no solution exists then the optimisation problem is infeasible. Conversely, if a solution does exist then the problem is feasible. Recursive feasibility is a property of an algorithm where if an optimisation at a particular time-step admits a feasible solution, then it will admit a feasible solution at the next times-step, and when applied recursively it can be guaranteed that all future optimisations will admit a feasible solution (Rossiter, 2003). Constraints can be softened through the use of slack variables in the optimisation, such that they are not violated if possible, but are relaxed if necessary in order to give a solution. Hard constraints on the other hand cannot be relaxed, perhaps representing a true physical limit such as MV actuator limits. Some texts refer to violation of soft constraints as infeasibility (Scokaert and Rawlings, 1999), but in this thesis only hard constraints are considered. The main source of infeasibility in MPC is when hard state/output constraints are present, and have been represented in the problem formulation, as in (2.39, 2.40). These constraints, when acting in combination with MV and MV rate constraints (2.41, 2.42), can form ‘blind alleys’ for which no feasible trajectory can be found. Note that MV values can always be found such that MV and MV rate constraints alone are satisfied (even though this may give very poor performance). If a disturbance model has been included,
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then sufficiently large disturbances can be a cause of infeasibility, as their action can result in no trajectory existing that does not violate hard CV and state constraints. Infeasibility can also be encountered with constrained and unconstrained algorithms when sharp setpoint changes are demanded. The practical consequences of infeasibility are potentially disastrous: it will generally take a relatively long time for the QP to determine that there is no feasible solution; after this, if still no control move has been determined, an arbitrary solution or the previous feasible solution may be provided, which could result in instability. Note that as the MPC QP solution is a (nonlinear) function of the state, states which result in a(n) (in)feasible optimisation can also be considered (in)feasible. The region of the state-space which admits a feasible solution to an optimisation program can be termed the feasible region. Perhaps as an abuse of notation, MV or CV values which do not satisfy constraints can also be considered infeasible. Invariance Positively invariant sets are introduced in (Blanchini, 1999) as being a subset of the state-space which contain all current member states in the future also, i.e. a set S ⊂ Rn is positively invariant for a system (2.1) if: x0 ∈ S ⇒ xk ∈ S, k ∈ N1



(2.67)



If a system therefore has state/output constraints, yet belongs to a feasible positively invariant set of the state-space, there will be no future constraint violations. With the assumption that the systems considered in this thesis are causal, it can be assumed that all feasible invariant sets considered henceforth are positively invariant. Invariance is the key tool in modern MPC theory for handling feasibility: if the state of a system enters a feasible invariant set then recursive feasibility is guaranteed thenceforth. Constrained MPC results in a control law and cost which are nonlinear functions of the state, yet the analysis of recursive feasibility is still applicable provided that an optimal solution is found at each time-step. If recursive feasibility is guaranteed from a particular time onwards, then the tail of an infinite horizon optimal trajectory will be recursively feasible, and so a Lyapunov function exists and nominal stability is guaranteed. The most popular approach in the literature to recursive feasibility (Mayne et al., 2000) has therefore been to find a region of the state-space, a positively invariant set, for which the action of an unconstrained optimal control law (e.g. a state feedback control law) is guaranteed to satisfy all future constraints. In the MPC predictions it can be assumed that once the invariant set is entered an unconstrained optimal control law then applies. This is termed dual-mode
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MPC, as there is a mode for navigating to the “terminal” set in the predictions, and a second mode that assumes no constraints are active. Further details of dual-mode MPC are given in the next section.



2.7



Dual-mode MPC



This section introduces the idea of dual-mode MPC (Sznaier and Damborg, 1987; Michalska and Mayne, 1993; Scokaert and Rawlings, 1998). Most authors now accept the usefulness of a dual-mode paradigm for guaranteeing nominal stability a priori, that is one whereby the predictions have two modes: (i) a transient phase containing degrees of freedom (d.o.f.) and (ii) a terminal mode with guaranteed convergence. In addition, it is now common practice to make use of invariant sets (Section 2.6.4) in order to establish recursive feasibility of the proposed optimisations and the feasible regions within which the chosen algorithm can operate reliably. The subsequent sections establish both details of the terminal control law and the concept of the Maximum Admissible Set (MAS) as the largest possible invariant set to be used as a terminal set, and how it might be computed practically.



2.7.1



Terminal control law



Dual-mode MPC is set up so that a standard MPC is assumed with constraints up to a particular horizon nu . Beyond this horizon it can be assumed that an unconstrained control law applies. For instance (as originally suggested in (Muske and Rawlings, 1993b)) the control input can be set to zero (or uss for a tracking problem), which is valid for stable plants. For unstable plants, the unstable modes would need to be zeroed (or achieve their setpoints, for tracking) by the end of the control horizon (Muske and Rawlings, 1993a), which may be unnecessarily restrictive (Scokaert, 1997). An attractive alternative is to assume an asymptotically stabilising state feedback K beyond nu , which results in a finite cost, i.e. (uk+i − uss ) = −K(xk+i − xss ), i ∈ (nu + 1, nu + 2, . . .). So there are nu d.o.f., but the CV cost horizon is effectively infinite. Hence consider re-posing the cost of (2.19) with infinite cost horizons in the following form (Muske and Rawlings, 1993b): Jd,k =



nX u −1 n



|i=0



∞ n o o X kwk+i+1 k2Q + kvk+i k2R (2.68) kwk+i+1 k2Q + kvk+i k2R +



{z J1



}



i=nu



|



{z



}



J2



The cost beyond the constraint horizon (mode 2 cost J2 ) is kwk+nu k2Σ , where Σ is the solution to a Lyapunov equation: ΦT ΣΦ = Σ − ΦT QΦ + KT R K



(2.69)
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(see Sections B.1 and B.3 in the appendices for proof). In order to incorporate J2 into (2.31) all that need be done is to add diag([0, . . . , 0], Σ) to Q, giving an equivalent cost penalty over an infinite prediction horizon.



2.7.2



Maximum Admissible Sets (MAS)s



Assuming that a stabilising linear state feedback gain K is applied as a control law to regulate (2.1) to the origin (yielding closed-loop state transition matrix Φ = A − BK), future constraints can be considered at the current time. The intersection of future constraint sets referred back to the current time through the closed-loop state transition matrix is a single constraint set Oτ 3 : © ª Oτ = x : CΦi x ∈ Z, −KΦi x ∈ U, Φi x ∈ X , ∀ i ∈ {0, 1, 2, . . . , τ } (2.70) For τ = ∞ this set is a positively invariant set called the Maximum Admissible Set (MAS). Consideration of constraints on the infinite horizon is intractable, but there may exist a time τ ∗ such that Oτ = O∞ , τ > τ ∗ , corresponding to further future constraints being redundant when considered at the current time. For an observable discrete system pre-stabilised by a linear state feedback gain K with constraint sets, X , Y, U, having the origin in their interior, a finitely determined MAS O∞ = Oτ ∗ exists, and is a subset of X , for which constraints are satisfied for all future time (Gilbert and Tan, 1991; Rao and Rawlings, 1999). In fact, each individual constraint in X , Y, or U has an associated value of τ for which it becomes redundant. O∞ is “maximal” because it is the largest possible invariant set. The above definition assumes that xss and uss are zero: an equivalent definition can be reached for the tracking case by incorporating these feedforward (xss , uss ) values into the definition of X , Y, U and defining Oτ in terms of deviation variables. This is made explicit later in this section where more details of the computation of the MAS, removal of redundant constraints, a MAS for tracking, and conditions for its finite determination are presented. Computation of the MAS In order to elaborate on the computation of the MAS, it is convenient to consider the set S , and their realisation associated with a particular future time-step: S = {x : Cx ∈ Z, −Kx ∈ U, x ∈ X } Sτ = {x : CΦτ x ∈ Z, −KΦτ x ∈ U , Φτ x ∈ X } 3



(2.71) (2.72)



Rate constraints have been omitted here for simplicity, but could easily be incorporated through the use of the augmented state ζ instead of x as defined in Section 2.2.
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The most obvious algorithm for determination of the MAS is Algorithm 2.1 (Gilbert and Tan, 1991) where a Lyapunov stable system is assumed, i.e. all eigenvalues, λe are on or within the unit circle. Algorithm 2.1 (Determination of the MAS) 1. Set τ = 0, Oτ = Sτ ; 2. Construct Oτ +1 = Oτ ∩ Sτ ; 3.



if Oτ +1 = Oτ then Stop; Set τ ∗ = τ and O∞ = Oτ ; else continue; end if



4. Assign τ ← τ + 1 and return to Step 2. Gilbert and Tan (1991) state that this algorithm is conceptual and not practical because it is not clear how to perform the test Oτ +1 = Oτ . However, if it is assumed that X , Y, U are polytopes as assumed in (2.39-2.42), the test would be possible using polytope routines developed in the (freely available) Multi-Parametric Toolbox (Kvasnica et al., 2004). The polytopic realisation of Sτ would then be:       Ax bx   τ     Az C Sτ = x : Φ x − bz ≤ 0 (2.73)   −Au K bu Nevertheless, a practical algorithm is also given in (Gilbert and Tan, 1991) for the computation of O∞ . The set Sτ has ns inequalities: denote the particular inequalities of Sτ as fi (τ, x) ≤ 0, i ∈ {1, . . . , ns }. Details of the practical algorithm are as follows: Algorithm 2.2 (Practical determination of the MAS) 1. Set τ = 0; 2. Construct Oτ = Sτ in polytope form; 3. Solve for i = 1, . . . , ns : Ji∗ = max {Ji (x) = fi (τ + 1, x)} x



s.t.



x ∈ Oτ
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if Ji∗ ≤ 0 for i ∈ {1, . . . , ns } then Stop; Set τ ∗ = τ , O∞ = Oτ ; else continue; end if



5. Assign τ ← τ + 1 and return to Step 3. where step 3 is solved with an LP. Oτ ∗ = O∞ is a polytope, and so can be expressed in terms of linear inequalities: MO∞ x ≤ qO∞



(2.74)



Removal of redundant constraints Algorithm 2.2 searches for a τ = τ ∗ for which all constraints added at τ + 1 are redundant. In fact, only a subset of the constraints in S and therefore Sτ , τ ∈ {0, . . . , τ ∗ } may contribute to Oτ∗ = O∞ . Also, if a constraint fi (τ, x) ≤ 0 is redundant, then it is also redundant for τ + i, i ∈ {0, . . . , ∞}. Therefore there is a set S ∗ ⊂ {1, . . . , ns } and corresponding horizons τi∗ ≤ τ ∗ . that can be used to define O∞ . A procedure for determining a more minimal 4 representation of O∞ is as follows (Gilbert and Tan, 1991): 1. Let Jiτ = maxx fi (τ, x) s.t. x ∈ O∞ ; 2. For each i ∈ {1, . . . , ns } determine τ¯ ∈ N0 so that Jiτ∗ ≤ 0 for τ = ∗ ∗ ∗ τ¯ + 1, . . . , τ ∗ and Ji¯ ¯. If Jiτ < 0 τ = 0. If this is possible, i ∈ S , τi = τ ∗ ∗ for τ ∈ {0, . . . , τ }, i ∈ /S . Note that this procedure can be implemented through a number of LPs. Finite determination of the MAS Sufficient conditions for finite determination of the MAS are given in (Gilbert and Tan, 1991) including: 1. Φ is asymptotically stable (no integrating modes); 2. system observability and detectability; 3. S is bounded; 4



A truly minimal representation would take into account inequalities which turn out to be identical, but this would not be robust to small changes in the system parameters.
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4. the origin is in the interior of S . It has been assumed K as a stabilising feedback gain, and so condition 1 is satisfied. Detectability only is therefore required, and this is a standard assumption. Condition 3 is satisfied if U and Z when mapped to the statespace and intersected with X (where X may not be bounded) bound the statespace, but it is not obvious when this might be the case. Analysis could be performed for a particular set of constraints using a polytope tool such as the Multi-Parametric Toolbox (MPT) (Kvasnica et al., 2004). If X fully bounds the state-space then condition 3 is satisfied. Condition 4 is not restrictive with constraints of the form of (2.38). However, with tracking problems the origin is effectively moved: for deviation variables it should be ensured that xss ∈ int(S ), which can be ensured assuming that condition 3 is satisfied, and that Cxss ∈ int(Z), uss ∈ int(U) and xss ∈ int(X ). MAS for tracking For a tracking problem, the MAS can be calculated for a particular setpoint defined by (xss , uss ) by revision of Sτ in terms of deviation variables as:         Ax bx Ax   τ τ       Az C bz Sτ = w : Φ w− + Az C Φ xss ≤ 0   −Au K bu − Au uss 0 (2.75) and w can then replace x in the Algorithms 2.1 and 2.2. MAS for tracking with rate constraints Rate constraints can be incorporated by revision of Sτ in terms of ξ by defining a new state transition matrix Φζ = Aζ − Bζ [K 0]:         Ax A [I 0] b   x x           A C A C[I 0] b z z z τ τ       Sτ = ξ :  + Φ x ≤ 0 Φ ξ − ss  bu − Au uss   0  −Au [K 0]  ζ       b∆u 0 −Aδ [K I] (2.76) and ξ can then replace x in the Algorithms 2.1 and 2.2. These expressions in terms of the augmented state ξ result in the following polytope expression for O∞ : MO∞ ξ ≤ qO∞



(2.77)
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Finite determine of the MAS for systems with integrating modes It is possible to guarantee finite determination of an inner approximation to the MAS when Φ contains integrating modes, if the set S is adjusted as follows (Gilbert and Tan, 1991): S (²) = {x : fi (x) ≤ −², i ∈ {1, . . . , ns }} ,



²>0



(2.78)



As ² is increased the approximation of O∞ is less accurate, but τ ∗ is (favourably) reduced. Remark 2.2 The number of constraints in each iteration of step 2 in Algorithm 2.2 involves ns LPs each with τ × ns inequalities: with asymptotically stabilised systems having eigenvalue magnitudes close to the unit circle τ can become very large, and the time taken to complete step 2 in Algorithm 2.2 can become prohibitive. This can be countered by increasing ² at the expense of a less accurate approximation to the MAS. Alternatively (or in addition) the Q penalty matrix in the LQR algorithm could be made larger to reduce τ ∗ , but this could make the closed-loop system more susceptible to model uncertainties.



2.7.3



Dual-mode MPC algorithm



Assuming deviation variables, it now remains to incorporate the terminal control law and terminal constraint set ideas into the general QP format of (2.55). The MAS should be incorporated such that the state is predicted to enter this set at the end of the control horizon. Equation (2.49) gives − x k in terms → of ξk and − v k−1 . Therefore ξk+nc = [0 . . . 0 I] ξ k = [0 . . . 0 I]{(Pζζ + → → − Pζ∆u P∆vξ )ξk + Pζ∆u P∆vv − v k−1 }. Substituting this identity into (2.77) results → in the following set of inequalities in terms of ξk and → v k−1 : − n o MO∞ [0 . . . , I] (Pζζ + Pζ∆u P∆vξ )ξk + Pζ∆u P∆vv ∆v (2.79) k−1 ≤ qO∞ −→ MO∞ [0 . . . , I]Pζ∆u P∆vv ∆v ≤ q − MO∞ [0 . . . , I](Pζζ + Pζ∆u P∆vξ )ξk | {z } −→k−1 | O∞ {z } Mterm



qterm (ξk )



(2.80) The dual-mode QP is therefore: v ∗k−1 = arg min Jd,k → − v − →k−1¸ · · ¸ Md qd (ξk ) v k−1 ≤ s.t. → Mterm − qterm (ξk )



(2.81)
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where: ° °2 ° ° Jd,k = °(Pzζ + Pz∆u P∆vξ )ξk + Pz∆u P∆vv ∆v k−1 ° −→



Q+diag({0,...,0},Σ)



ΦT ΣΦ = Σ − Q + KT RK



° ° ° ° + °− v k−1 ° →



R



(2.82) The effective additions to the standard MPC algorithm (2.55) sufficient for nominal stability therefore comprise of a set of additional constraints on ξk+nc |k , and a heavier penalty on zk+nc |k .



2.8



Closed-loop paradigm



This section introduces a specific mechanism for setting up a dual-mode algorithm which most authors believe to be useful. In particular it is included because it is numerically advantageous to actually assume a pre-stabilising gain throughout mode 1 and 2, which is a realisation of ideal closed-loop predictions. Let the ‘predicted’ control law (Rossiter et al., 1998; Rossiter, 2003) for sample times k be: ½ −K(xk+i − xss ) + ck+i ; i ∈ {0, ..., nc − 1} uk+i − uss = (2.83) −K(xk+i − xss ); i ∈ {nc , nc + 1, . . .} where ck+i are the d.o.f. (or control moves) available for constraint handling, and are perturbations to the feedback control law. Assuming that K is the LQ optimal state feedback gain one can efficiently reparameterise the cost (2.68) in terms of − c k−1 : → Jd,k =wTk Σwk



+



nX c −1



cTk+i [BΣB + R]ck+i



(2.84)



i=0



= kwk k2Σ



+ kck−1 k2W



(2.85)



where W = diag(BΣB + R) (see Appendix B for proof), and R > 0, BΣB > 0 ⇒ W > 0. This re-parameterised cost is equivalent to the infinite (MV and CV) horizon cost of (2.68). The term kwk k2Σ does not depend on the decision variable, and can be ignored in minimising this cost, giving: ° °2 ° ° c k−1 ° J c = °− (2.86) → W



If the constraints are expressed in terms of − c k−1 then a QP equivalent to → that in (2.81) can be derived, differing only in terms of d.o.f. parametrisation, numerical conditioning, and algebraic conciseness.
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Integral action and disturbance modelling



In order to account for the mismatch between model and true plant, an unmeasured disturbance model is commonly employed. The simplest form of disturbance model (which was assumed by the Dynamic Matrix Control algorithm (Cutler and Ramarker, 1979)) is additive on the output, and is the difference between the current measured output, and the current output predicted at the previous time-step. This is adequate for some scenarios, but can have drawbacks. The DMC disturbance model does not make use of additional (non-CV) output measurements, that could improve the accuracy of the disturbance measurement; input disturbances are not modelled well; ad hoc fixes must be introduced for systems with integrating modes; and noise is not accounted for optimally (Qin and Badgwell, 2003). A better method for approaching disturbance modelling is through the use of optimal estimation theory (detailed in (Kwakernaak and Sivan, 1972)). In any case, state-space GPC requires knowledge of the internal states of a system: a natural development is to augment the estimator used to estimate the system states with extra disturbance states.



2.9.1



Disturbance and state estimation with steady-state Kalman filtering



Gaussian process and measurement noise can generally be assumed (as coloured noise can be represented also by augmenting the estimator with further states), resulting in the following revised system model: xk+1 = Axk + Buk + Bd dk + nx,k yk = Cxk + Cd dk + ny,k zk = Hyk



(2.87)



where dk is a disturbance vector, d ∈ Rd . Following the guidelines of (Pannocchia and Rawlings, 2003) for the specification of the disturbance model in (2.87), a steady-state Kalman filter (see Section A.2 in the appendices) can be designed through the choice of (Bd , Cd ) and noise covariance matrices (Rn , Qn ) based ˜ on augmenting the state in (2.87) with disturbance states d: ·



¸· ¸ · ¸ ˜k x B A Bd = ˜ k + 0 uk 0 I d | {z } | {z } ˜ ˜ A B ¸ · £ ¤ x ˜k C Cd yk = ˜ | {z } dk



˜ k+1 x ˜ k+1 d



¸



·



˜ C



(2.88)
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The form of the disturbance augmented steady-state Kalman filter is the same as the one presented in Appendix A: · ¸ · ¸ · µ · ¸ ¶¸ ¸· ˜k ˜ k−1 ˜ k−1 x x x Lx ˜ ˜ ˜ ˜ yk − C A ˜ + Buk−1 ˜k = A d ˜ k−1 + Buk−1 + Ld d dk−1 | {z } L∞



(2.89) ˜ can then be used in predictions (for constraint handling) and Estimates (˜ x, d) the control law. If (C, A) is detectable, and (Bd , Cd ) are chosen such that the augmented system (2.88) is detectable, then a stable linear estimator exists. ˜ A) in (2.88) is detectable if: System (C, · ¸ I − A −Bd (2.90) rank = n + nd C Cd This implies that the number of disturbance states nd must be less than or equal to the number of measurements l. If it is additionally chosen that nd = l then Ld will be full rank, and in (Pannocchia and Rawlings, 2003) it is stated that provided that the closed-loop system is stable, and constraints are not active at steady-state, use of an MPC algorithm such as that presented in Section 2.7.3 will result in zero offset in the controlled variables. Kalman filter theory (Appendix A) can then be used to derive a particular gain to be used to combine prior predictions with measurement updates, for which it can be assumed that the separation principle applies in that the estimator dynamics can be separated from the controller predictions. This formulation has been generally assumed for this thesis despite the fact there are other alternatives such as the one presented in (Muske and Badgwell, 2002).



2.9.2



Incorporation of measured disturbances



If measured disturbances are present they can be interpreted as augmented inputs in a augmented model and Kalman filter which is a small change to the format of (2.88, 2.89): ¸· ¸· ¸ · ¸ · ¸ · ˜ k+1 ˜k x x A Bdu B Bdm uk ˜ u,k+1 = ˜ u,k + 0 0 I 0 dm,k d d | | {z } {z } ˜ ˜ A B (2.91) ¸ ¸ · · £ ¤ x £ ¤ ˜k uk C Cd Cdm yk = ˜ u,k + | 0 {z | {z } d } dm,k ˜ C



·



˜k x ˜ du,k



¸



³



˜ = I − L∞ C



´µ



˜ D



· ˜ A



˜ k−1 x ˜ du,k−1



¸



· ˜ +B



uk−1 dm,k−1



¸ ¶ + + L∞ (yk − Cdm dm,k ) (2.92)
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where dm and du are measured and unmeasured disturbances respectively. Note that even though there is now a direct feed-through matrix in the augmented system, the current input (which is based upon the current estimated state in the control law) is not required in the revised filter equation. The measured disturbance should be available at the current time-step.



2.10



Conclusions



This chapter has outlined the typical ingredients of a modern state-space MPC algorithm. These ingredients have included details of how prediction is achieved, and how these are used in a cost function to penalise deviations from desired behaviour. MPC chooses a particular MV trajectory that avoids constraint violations, and the vehicle for this choice is a QP. For state-space MPC, integral action is achieved through disturbance modelling, which can be achieved with estimation theory. An a priori stability guarantee for MPC is achieved through infinite prediction horizons such that the optimal cost is a Lyapunov function: this carries over to the constrained case as long as the tail of the optimal trajectory is a feasible choice in subsequent time-steps. Constrained stable MPC can therefore be approached by a dual-mode scheme in the predictions, whereby the first mode can be used for constraint handling with the constraint that the state at the end of the control horizon enters a terminal invariant set, commonly chosen to be the MAS to maximise the solution space, which has the property that constraints are not violated once in this set. A terminal cost is also put on the state at the end of the control horizon which has the same effect as an infinite prediction horizon. MPC algorithms can incorporate infinite prediction horizons and this is addressed through the dual-mode paradigm and invariant sets, for which details are given. Finally, it has been shown that if an optimal stabilising feedback gain is assumed throughout the whole infinite prediction horizon then perturbations to this trajectory at any stage have the same effect as the dual-mode paradigm: such a formulation is good for numerical conditioning of the problem. Generally, recent developments have focused on removing the assumptions made in standard MPC: • Consideration of nonlinear models instead of linear models; • Robust constraint satisfaction with uncertain models and unpredictable disturbances; However, this thesis will instead concentrate on computational efficient linear MPC, as there are a number of issues still meriting attention in this area. Standard algorithms have been presented in this chapter so that details of computational issues can be discussed in the literature review of the next chapter.



Chapter 3 Literature review This chapter presents the literature review of predictive control with emphasis on efficient algorithms in order to identify the key issues for real-time implementations. The chapter starts reviewing briefly the roots of predictive control in optimal control, this is presented in Section 3.1. Then, in Section 3.2, the first predictive control algorithms are summarised in a historical context. In Section 3.3, a discussion of the design goals for the real-time implementation of MPC is given. The most complete formulation of predictive control includes nonlinear models which lead to nonlinear optimisation problems, a summary of the most efficient nonlinear optimisation algorithms is presented in Section 3.4. In Section 3.5, MPC algorithms with potential to be implemented for fast applications are presented, either because they deal directly with the computational delay that arise from solving on-line the optimisation problem or because of their computational simplicity. Finally, in Section 3.6, the conclusions of the chapter are given.



3.1



Theoretical foundations



The development of the model predictive control is normally related to the work done around optimal control problems. Between them, the topics that Lee and Markus (1967) and Fleming and Rishel (1975) dealt with, can be cited: • The existence of solutions to optimal control problems. • Characterisation of optimal solutions (necessary and sufficient conditions of optimality). • Lyapunov stability of the optimally controlled system. • Algorithms for the computation of optimal feedback controllers (where possible). • Optimal open-loop controls. 40
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From the optimal control theory, some ideas that are central to predictive control, were taken. Two of them are (i) the theory Hamilton-Jacobi-Bellman (dynamic programming) which gives the necessary conditions of optimality and provides a procedure to determine a feedback controller u = K(x); and, (ii) the maximum principle that provides the necessary conditions for optimality and leads to computer algorithms to determine an open-loop optimal controller u∗ given an initial state x0 . Other seminal ideas in the literature that underly predictive control are linear programming (Zadeh and Whalen, 1962) and the receding horizon concept which was proposed by Propoi (1963) in the openloop optimal feedback, widely used in the 70’s. Solving an infinite horizon, open-loop, optimal control problem is not usually practical, especially on-line. Instead, what the predictive controller basically does is to solve a standard optimal control problem but with one main difference: the optimal control problem needs a finite control horizon and not infinite (like in the case of the linear optimal control problems H2 and H∞ ). MPC solves the optimal control on-line where the initial state is the actual state of the plant rather than solving an off-line feedback policy (which provides optimal control for all the states). The on-line solution is obtained by solving an open-loop optimal control problem in which the initial state is the current state of the system being controlled; this is a mathematical programming problem. Determining the feedback solution, on the other hand, requires solution of the Hamilton-Jacobi-Bellman (Dynamic Programming) differential or difference equation, a vastly more difficult task. From this point of view, MPC differs from other control methods merely in its implementation. The requirement that the open-loop optimal control problem be solvable in a reasonable time (compared with plant dynamics) necessitates, however, the use of a finite horizon.



3.2



The process control literature



One of the first predictive controllers was presented by Richalet et al. (1978); it was called Model Predictive Heuristic Control and later known as Model Algorithm Control (MAC). This algorithm uses a dynamic process model obtained from an impulse response to predict the effect of the future input signals, in the manipulated variables, over the controlled variables. This algorithm was successfully applied to a fluid catalytic cracking unit, a main fractionator column, a power plant generator and a poly-vinyl chloride plant. Independently Cutler and Ramarker (1979), engineers from Shell Oil, presented the algorithm known as Dynamic Matrix Control (DMC). The controller used a step response model of the process for the predictions and the application was to a furnace temperature control. These algorithms were heuristic and represent the first generation of pre-
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dictive controllers. Both of them report large improvements in profit of constrained multivariable industrial applications, but since the models used to represent the process were from an impulse response and a step response these algorithms could only deal with stable open-loop plants. On the other hand, according to Garc´ıa et al. (1989), academic research in this area started with adaptive ideas. Some early academic approaches where Predictor-Based Self-Tuning Control (Peterka, 1984), Extended Horizon Adaptive Control (Ydstie, 1984), Multistep Multivariable Adaptive Control (Greco et al., 1984) and Extended Prediction Self Adaptive Control (Keyser and Cuawenberghe, 1985). Some years later in (Clarke et al., 1987a; Clarke et al., 1987b) the Generalized Predictive Control (GPC) was presented, which uses some ideas of the generalized minimum variance control (Clarke and Gawthrop, 1979) and nowadays is one of the most popular predictive control algorithms in academia. This controller uses a CARIMA (Controlled Auto-Regressive Integrated Moving Average) model to predict the output of the process and has the characteristic that could be adaptable using a recursive least square parameter estimator. There is another formulation that has had success in the process industry: the Predictive Functional Controller (PFC) developed in (Richalet, 1993). This controller uses a simplified optimisation procedure by only taking a subset of points of the control horizon (coincidence points), making with this a faster calculation of the control input. Another characteristic of this algorithm is the use of basis functions to structure the control signal that allows the controller to track different setpoints. Finally, predictive control has been also formulated in state-space (e.g. Morari, 1994) which is a unified methodology to understand and generalize the MPC algorithms. This formulation allows a systematic study of the properties of the systems in closed-loop from the point of view of the optimal control. In addition, the MPC formulated in the state-space can be extended to the nonlinear case. There are a lot of applications of predictive control in the industry, most in the petrochemical market (Qin and Badgwell, 2003) but there are also applications in chemical processes, aerospace, pulp and paper, metallurgy, etc. An excellent survey of MPC addressed to industry personnel with expertise in control can be also found in (Rawlings, 2002). Books of MPC (Maciejowski, 2002; Rossiter, 2003; Camacho and Bordons, 2004) can be found and different versions of a complete MPC toolbox have been available since 1998 for Maltlabr (Morari et al., 2008b), showing the interest of the academic community in this field. This toolbox incorporates different model representations, the ability of constraints handling and the extension to the multivariable case.
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Real-time implementation challenges



The success of the early industrial and heuristic predictive controllers motivated the research interest in the academic community that has developed different controllers to overcome particular theoretical issues. Now, there are successful theoretical results and several approaches of predictive controllers but just few of them are proved experimentally and almost none exploited commercially despite all the proved benefits they could bring. This section presents five aspects that should be covered when designing an MPC controller. These aspects have direct impact on implementation since together determine the performance and complexity of the controller. The challenge relies in choosing the best balance according to the application needs.



3.3.1



Stability



One of the most important aims is obviously to obtain a controller that stabilises the system according to some stability measure. MPC algorithms should incorporate measures that guarantee recursive feasibility and stability in a sense relevant to the control problem they aim to solve, i.e. stabilization, tracking or disturbance rejection.



3.3.2



Feasibility



For MPC algorithms that are guaranteed to be recursively feasible, the feasible set is equal to the set of initial states for which the optimisation problem is initially feasible. Typically, this is also the region for which stability is guaranteed. Consequently, another important aim is to obtain a feasible region that is as large as possible. However, incorporating stability measures typically significantly reduces the size of the feasible region. On the other hand, larger values of nu result in a larger feasible region, although to a finite limit.



3.3.3



Optimality



MPC controllers are used when the constraints play a determinant role in the control problem and as such, typically, improves the obtainable control performance significantly compared to the unconstrained case. However, when operating in regions away from the constraints, it is desirable that the MPC controller closely achieves an optimal unconstrained controller behaviour, e.g. an LQR controller. Typically more optimal terminal control laws (e.g. the LQR-optimal) lead to relatively small feasible regions, whereas large feasible regions typically correspond to suboptimal terminal controllers. Another way of improving optimality is increasing the degrees of freedom nu .
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Computational complexity



Maybe the most important issue for a real-time controller is the computation time: the optimisation problem has to be solved on-line and in order to be implemented in practice, it has to be done in a time determined by the sampling period of the application. Due the high quantity of numerical operations, accumulated errors can easily arise and, with that, a degradation of the process performance (Findeisen and Allgower, 2004). Therefore, the computational efficiency of the algorithm in this aspect becomes critical when the controller is being designed. Computational complexity is mainly determined by the number of optimisation variables, the number of constraints and the class of optimisation problems. The number of constraints increases proportional to ny and the number of optimisation variables increases proportional to nu , which obviously limits the length of the horizon that can be chosen. Therefore, it is obvious that there is a clear trade-off between computational complexity and the two previous design goals: feasibility and optimality.



3.3.5



Robustness



Finally, another important aim of MPC controller design is its robustness with respect to differences between the prediction model and the plant model and robustness with respect to external disturbances that act upon the system. As with stability properties, adding mechanisms to improve robustness result in more complex optimisation problems.



3.4



Nonlinear predictive control



Nonlinear predictive control (NMPC), is motivated by the possibility of improving the quality of the predictions and therefore the optimality of the control. Different types of models can be used: empirical models (input-output models, Voterra models, neural networks), fundamental models or grey-box models. Sometimes finding the suitable nonlinear model may be difficult, its not clear which type of model represents the process better. Furthermore, when the model of the process is considered nonlinear the optimisation problem is also nonlinear and possibly non-convex increasing the complexity of the problem with no guarantee to find neither a feasible nor optimal solution (Morari and Lee, 1999). Some efficient algorithm methods to overcome difficulties associated with the optimisation problems can be divided in the following areas (Cannon, 2004): • Direct optimisation methods.
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• Euler-Lagrange and Hamilton-Jacobi-Bellman (HJB) approaches. • Cost and constraint approximation. • Re-parametrisation of the degrees of freedom. As stated before, no matter which method is used, it should also ensure stability and robustness. In (Mayne et al., 2000) it is concluded that theory on stability of nonlinear predictive control has now reached a relative mature stage; but in robustness, the progress has not been so dramatic, the problem now has been studied and is well understood: the proposed solutions are conceptual controllers that work in principle but are too complex to implement in practice. The next subsections present a brief overview of these optimisation methods exposing the advantages and drawbacks of them.



3.4.1



Direct optimisation



These methods adapt the Nonlinear Programming algorithm to the Nonlinear MPC receding horizon problem. These are variations of Sequential Quadratic Programming (SQP) applied (i) sequentially, where the predicted trajectories of the model are calculated in each sampling time; (ii) or simultaneously, where the system state is treated as an optimisation variable and the model dynamics is included as a constraint. Convergence to a globally optimal solution cannot be guaranteed since optimisation may end in any of the multiple locally optimal solutions and this has implications for closed-loop stability. These methods can be classified in: Sequential model approach. This method (also known as single shooting) eliminates the states from the optimisation problem putting them as a function of the future input signal which is substituted in the objective and the terminal constraints. The system equation and the optimisation problem are treated sequentially each sample time and, with an adequate modification of the optimisation problem, it is equivalent to a successive linearization strategy. The principal drawback of this method is that the state predictions may be far from the desired trajectory for poor initial guesses making the the algorithm numerically unstable especially for unstable open-loop model dynamics (Diehl et al., 2005). Furthermore, the effect of eliminating the states of the optimisation problem results in non-sparse gradient and Hessian matrices, therefore the computational load becomes heavier approximately as (nu )3 (Fletcher, 1987), where nu are the degrees of freedom of the optimisation problem. This result makes this solution method unattractive for controlling large-scale systems.
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Simultaneous model approach. The simultaneous model approach overcomes the problems presented in the sequential model approach by maintaining the future control sequence and the states predictions in the optimisation problem and dealing with it in its original form: the model system equations are solved simultaneously with the optimisation problem. As a result of this, the number of the optimisation variables increases but the Hessian has a favorable structure (almost block diagonal) to be solved and the nonlinearity of the system model could be better controlled even if it is unstable (Diehl et al., 2005). Moreover, due the Hessian structure, more effective sparse factorization routines are available and therefore, the computational load varies linearly along the prediction horizon ny , making this approach more attractive to control large-scale systems. The initial guess for the simultaneous model approach does not need to satisfy the constraints but early termination strategies cannot be used since they do not always maintain a feasible solution in each iteration.



3.4.2



Euler-Lagange and Hamilton-Jacobi-Bellman (HJB) approaches



The conventional strategy of direct optimisation is attractive due its wide applicability and transparency. Nevertheless, it generally requires an infinite number of degrees of freedom and consequently a large number of iterations in the optimisation. Alternatively, Euler-Lagange and Hamilton-Jacobi-Bellman approaches use on-line searches of numerical solutions to optimal control formulation of the NMPC receding horizon problem. The NMPC problem formulation is normally done in continuous-time. Euler-Lagrange approach. The search is done by the use of a Hamiltonian function in a iterative algorithm. The first order necessary conditions for the minimisation are given in (Bryson and Ho, 1975). This algorithm can be implemented using discrete-time formulation based on finite-difference approximation of the necessary conditions for the minimisation (Ohtsuka and Fuji, 2004); this formulation does not consider inequality constraints but is possible to extend the algorithm. The stability of receding horizon control law can be guaranteed using a terminal state constraint (Cannon et al., 2008). Hamilton-Jacobi-Bellman (HJB) approach. A Hamilton-Jacobi-Bellman equation is created using the cost function, and the optimal input is obtained from the solution of this equation. The major disadvantage is the computational load and the high quantities of data that must be stored and recovered on-line for the computation of the solution.
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Cost and constraint approximation



In order to reduce the computation time for the minimisation problem, the optimisation is reduced to a level less or comparable to a quadratic or linear problem at the expense of suboptimality. This is done by determining off-line approximations of the feasible regions of the optimisation variables and cost approximations; and feasible sets to be used in combination with cost bounds corresponding to partitions of state-space determined off-line. Affine Difference Inclusion (ADI) representations of the model simplify the constructions of invariables or reachable sets. The procedures to compute linear model sets exist if f (x, u) is at least twice differentiable with respect to x, u (Bacic et al., 2003a). Another alternative is to introduce degrees of freedom in the predictions as perturbations on a fixed-term state feedback law u = K(x) and then determine an invariable set for the model state augmented by the vector of degrees of freedom in the predictions (Kouvaritakis et al., 1999b; Cannon et al., 2001).



3.4.4



Re-parametrisation of the degrees of freedom



The standard predictive control algorithm uses the value of the future input signal as degrees of freedom for the optimisation. The MPC tuning is subject to a compromise between performance and the size of the stabilizable set of future input moves, since short horizons make the optimisation algorithm less expensive in computational load terms but poor in performance and result in small stabilizable initial conditions sets. To avoid this trade-off the input and the state predictions can be parameterised in terms of the predicted trajectory under given feedback laws, e.g. interpolation between fixed control laws (Kouvaritakis et al., 1998; Bloemen et al., 2002). Additional degrees of freedom can be introduced in the receding horizon optimisation as proposed in (Magni et al., 2001). This approach considers the predicted inputs over a horizon of nc samples as degrees of freedom, then switches to an auxiliary control law for the remainder of a prediction horizon of length np > nc invoking the terminal constraint after np steps ahead (rather than nc ).



3.5



Efficient MPC algorithms



Control systems using the optimisation algorithms presented in Section 3.4 have in general high performance because they consider a complete model of the plant. Nevertheless, for a large range of applications and real-time platforms they still are unrealistic. This section presents a review of a selection of algorithms that are suitable for implementation because of the way
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the constraints are handled without incurring in excessive on-line computational burden and, in general, meeting the design requirements described in Section 3.3.



3.5.1



Cautious design and saturation



The simplest and fastest way to solve the problem of delays in the calculation of the control input is avoiding the optimisation problem. This can be done by being cautious in the design of the controller or by saturating the control signal when it violates a constraint. In the cautious design approach, one aims to deal explicitly with constraints by deliberately reducing the performance demands until the point where the constraints are not reached at all. This has the advantage of allowing one to essentially use ordinary unconstrained design methods and hence to carry out a rigorous linear analysis of the problem. On the other hand, this is achieved at the cost of a potentially important loss in achievable performance since high performance is expected to be associated with pushing the boundaries, that is, acting on or near constraints. In the saturation approach, one takes no special precautions to handle constraints in the design phase; on-line, if u reaches the constraints, saturation is used:   umax if u ≥ umax u if umin < u < umax sat(u) = (3.1)  umin if u ≤ umin and hence occasional violation of the constraints is possible (that is, actuators reach saturation, states exceed their allowed values, and so on). Sometimes this can lead to perfectly acceptable results. However, it can also have a negative impact on important performance measures, including closed-loop stability, since no special care is taken of the constrained phase of the response. If any form of anti-windup is included, one may suspect that, by careful design and appropriate use of intuition, one can obtain quite acceptable results provided one does not push too hard; however, eventually, the constraints will override the usual linear design paradigm. In (Rojas and Goodwin, 2002) it is argued that there are some special cases when saturation is the optimal solution. However, as discussed before, there are strong practical reasons why constraints cannot be ignored if one is seeking high performance. The principal drawback of saturation is that is no longer valid when hard state/output constraints are present; furthermore, the closed-loop may have poor performance if the open-loop dynamics are poor.
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3.5.2



Allowing uncertainty in the time to solve the optimisation problem



The predictive control algorithm is sequentially repeated, and all the different algorithms take for granted that the sampling time period Ts is always the same and the control signal u is applied instantly. In real-time applications this can not be true, sometimes the optimisation algorithms takes longer to give a result or even if the sampling is done in fixed times, the computation of the output does not last the same in each sampling time introducing a variable computational delay τd . If this is the case, one could just treat this delay as and additional disturbance and the controller will (hopefully) compensate it. Another approach (Henriksson et al., 2002) is to take into account this input delay as part of the model of the process. In order to illustrate how this can be done, consider a linearised continuous-time model of the plant: x˙ c (t) = Ac xc (t) + Bc uc (t) yc (t) = Cc xc (t)



(3.2)



A constant sampling time implies yk = yc (kTs ) and that: uc (t) = uk



for kTs + τd ≤ t < (k + 1)Ts + τd



(3.3)



so, ½ x˙ c (t) =



Ac xc (t) + Bc uk−1 Ac xc (t) + Bc uk



for for



kTs ≤ t < kTs + τd kTs + τd ≤ t < (k + 1)Ts



(3.4)



the solution for the state vector xc (t) of (3.2) is well known (Franklin et al., 2002) to be given by: Z t Ac (t−t0 ) xc (t) = e xc (t0 ) + eAc (t−θ) Bc uc (θ)dθ (3.5) t0



where t0 < t is the initial time and xc (t0 ) is the initial state at that time. Applying this solution over the interval kTs ≤ t < kTs + τd , and defining xk = xc (kTs ), gives: µZ kTs +τd ¶ Ac (kTs +τd −θ) Ac τ d xk + e dθ Bc uk−1 xc (kTs + τd ) = e (3.6) kTs



Defining η = kTs + τd − θ, it is easy to show that Z kTs +τd Z τd Ac (kTs +τd −θ) e dθ = eAc η dη = Γ kTs



(3.7)



0



is a constant matrix, so: xc (kTs + τd ) = eAc τd xk + ΓBc uk−1



(3.8)
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Similarly, applying (3.5) over the interval kTs + τd ≤ t < (k + 1)Ts , gives: ÃZ ! (k+1)Ts xk+1 =eAc (Ts −τd ) xc (kTs + τd ) + (3.9) eAc ([k+1]Ts −θ) dθ Bc uk kTs +τd Ac (Ts −τd )



=e



£



e



¤



Ac τ d



µZ



Ts −τd



xk + ΓBc uk−1 +



¶ Ac η



e



dη Bc uk



(3.10)



0



=Axk + B1 uk−1 + B2 uk



(3.11)



where



Z Ac Ts



A=e



;



Ac (Ts −τd )



B1 = e



ΓBc ;



Ts −τd



B2 =



eAc η dηBc .



(3.12)



0



Now, this is not in the standard form because of the dependence of xk+1 on uk+1 , but this can be resolved by augmenting the state vector: · ¸ · ¸· ¸ · ¸ xk+1 A B1 xk B2 = + uk uk 0 0 · uk−1¸ I (3.13) £ ¤ xk yk = Cc 0 uk−1 With this formulation the controller can actively compensate the computational delay τd , but this approach would require huge amounts of computations in each sample to set up to optimisation problem (2.54, 2.55), since all the involved matrices would be time-varying.



3.5.3



Early termination



When time becomes critical in the computation of the control signal, the optimisation procedure could be finished and the current value of the optimisation variable could be sent to the plant even if this value is not optimal. The optimisation method must maintain feasible solutions at each iteration so early termination strategies can be employed. In real-time applications, feasibility is more important than optimality. Then, assuming a decreasing cost function at each iteration of the optimisation algorithm, the optimisation can be terminated arbitrarily or using a termination criteria. To be able to determine when to abort the MPC optimisation and output the control signal, it is necessary to quantify the trade-off between the performance gain resulting from subsequent solutions of the QP problem, and the performance loss resulting from the added computational delay. This is achieved by the introduction of a delay-dependent cost index, which is based on a parametrisation of the cost function (2.18). However, using the representation (3.13) it is possible to evaluate the cost function (2.18) assuming a constant computational delay τd over the prediction horizon. The assumption that the delay is constant over the prediction
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Figure 3.1: Typical evolution of the cost index during an optimisation run (Henriksson and Akesson, 2004).



horizon is in line with the assumptions commonly made in the standard MPC formulation, e.g. that the current reference values will be constant over the prediction horizon. Thus, for each iteration, ∆u −→k produced by the optimisation algorithm, the following cost is computed T T Jτd (∆u −→k g(τd ) + c(τd ) −→k H(τd )∆u −→k − ∆u −→k , τd ) = ∆u



(3.14)



where H, g, c are delay-dependant matrices and can be calculated as in (Henriksson and Akesson, 2004). This cost index penalises not only the deviations from the desired reference trajectory, but also the performance degradation due to the current computational delay τd . There are two major factors that affect the evolution of Jτd . On one hand, an increasing τd , corresponding to an increased computational delay, may degrade control performance and cause Jτd to increase. On the other hand, Jτd will decrease for successive ∆u −→’s since the quality of the control signal has improved from the last iteration. Figure 3.1 shows a typical evolution of Jτd during an optimisation run. At the beginning of the optimisation, Jτd decreases rapidly, but then increases due to computational delay. In this particular example, the delayed control trajectory seems to achieve a lower cost than the original. This situation may occur since the cost functions are evaluated for non-optimal control sequences, except for the last iteration. Notice, however, that for the optimal solution, Jτd is higher than the original cost. One termination strategy is then to compare the value of Jτd (∆u −→k , τd,k ) with the cost index computed after the previous iteration, i.e. Jτd (∆u −→k−1 , τd,k−1 ), where τd,k denotes the current computational delay after the kth iteration. If the cost index has decreased since the last iteration, is concluded that is gained more by optimisation than is lost by the additional delay. On the other hand, if the cost index has increased, the optimisation may be aborted.
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Another possible approach would be to include a fixed-sample delay in the process description. However, since the computational delay is highly varying, compensating for the maximum delay may become very pessimistic and lead to decreased obtainable performance. The drawback of early termination strategies is that the values of the unfinished optimisation procedure may lead to instability since the initial guess for the next optimisation procedure is normally the last input value. One option to ensure stability (Scokaert et al., 1999) is to include a terminal constraint at the expense of computational load.



3.5.4



Scheduling



An approach proposed in (Tan and Gilbert, 1992) is to define off-line a large number of alternative control laws and then select on-line (using a scheduler or supervisor) from the currently feasible control laws, the one giving the best performance. The invariant sets defined in Algorithm 2.2 are computed for different feedback laws. It is logical to find K that optimise (2.20) subject to constraints (2.39-2.42) for a range of R from the desired value R1 to a large number of Rn . Let the controllers and the invariant sets associated to choice be Ri , Ki and Oi , respectively. It is reasonable (although not necessary) to expect that often Ri > Ri−1 ⇒ Oi−1 ⊂ Oi . Given that the desired choice for R is R1 , then all the other choices result in suboptimal controllers but in general allow the definition of larger invariant sets and hence extend the applicability of control. The control algorithm is as follows: Algorithm 3.1 (Scheduling) 1. Let i = 1. 2. Test if x ∈ Oi . if x ∈ Oi then Let K = Ki ; else Set i = i + 1 and go to the Step 2; end if 3. Implement u = −Kx. 4. Update sample instant and go to Step 1. Remark 3.1 The control law of the Algorithm 3.1 is defined for all x ∈ O1 ∪ O2 ∪ . . . ∪ On .
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This approach can easily be extended to the robust case (Wan and Kothare, 2004). The disadvantage is that as mentioned before, the resulting controller Kn can give suboptimal performance when feasible and may also give significant restrictions to feasibility. Also, the algorithm above may not deal well with open-loop unstable plants where a nonlinear control law is required to increase the stabilizable region. Moreover, the maximum admissible set definition, especially in the robust case can require a large number of linear inequalities, and thus storage and set-membership tests may become non-trivial for more than a few alternative sets.



3.5.5



Interpolation



Interpolation methods look for alternative ways in the formulation of the degrees of freedom for optimisation (Bacic et al., 2003b; Rossiter et al., 2004). This approach has stability guaranteed since the predictions are based in the closed-loop paradigm (Scokaert and Rawlings, 1998; Rossiter et al., 1998). They are based on two control laws K1 and Kn , that are the desired (highly tuned) control law and the most detuned control law and hence the range of applicability of the interpolation methods is often the same as the scheduling method. Algorithm 3.2 (Interpolation) 1. Define Φ1 = A − BK1 , Φn = A − BKn , denote by x0 the current state and let the prediction state evolution with each control law respectively be: xk = Φk1 x0 ;



xk = Φkn x0



(3.15)



2. Compute predicted inputs and corresponding state predictions (α ∈ R) uk = (1 − α)K1 Φk1 x0 − αKn Φkn x0 xk = (1 − α)Φk1 x0 − αΦkn x0



(3.16)



3. Substitute predictions (3.16) into the constraints Mxk −d ≤ 0, Euk −f ≤ 0, k = 0, 1, . . . and 0 ≤ α ≤ 1 to give feasible region mα − n ≤ 0



(3.17)



where m, n are linear in the initial state x0 . 4. Minimise α subject to (3.17). Use the optimum α∗ to compute uk from (3.16). 5. Update the sampling instant and go to Step 2.
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The on-line optimisation is equivalent to the minimisation of J subject to (3.16) and 0 ≤ α ≤ 1. Note that α is used to gradually increase the tuning as x converges to the origin. There are different variants of interpolation, however, these methods do not currently extend well to large dimensional systems and they do not fit as conveniently into a normal paradigm.



3.5.6



Triple-mode MPC



Many MPC algorithms use a single or dual-mode prediction strategy whereby one assumes that the first nc predicted control moves can be chosen to optimise performance and to drive the state inside a terminal invariant set. It is assumed that once inside the terminal set, a precomputed control law u = −Kx will stabilise the system and moreover the implied performance cost J is known inside this set. The weakness of such an approach is that nc may need to be very large if the terminal control is well tuned and this could lead to an unacceptable on-line computational burden, hence the need for the computationally efficient algorithms discussed earlier. One suggestion is the concept of triple-mode control (Rossiter et al., 2005; Imsland et al., 2008). In this strategy one embeds a smooth transition between a controller with good feasibility and other with good performance into a single model and use the decision variables to improve performance/feasibility further. The prediction class to be used comprises: Mode 1. This is the control law used when inside the feasible set OSE0 for the fixed state feedback uk = −Kxk . Mode 2. The control law uk = −Kxi + ci , i ∈ {mc , mc + 1, ..., mc + nc − 1} which is used when the state is in the feasible ellipsoidal region OSE . Mode 3. The control law uk = −Kxi + ci , i ∈ {0, ..., mc − 1} used in a polyhedral feasible region OSE2 ⊃ OSE to drive the state into the region of attraction OSE for mode 2. For mode two, the solution of the optimisation problem subject to ellipsoidal constraints reduces to solving for the only positive root of a polynomial, convergence is guaranteed and is very fast. The main motivation for adding an additional mode is to recover a feasible region similar to that given by the standard dual-mode MPC and this implies the need for polyhedral sets. Triplemode MPC has a number of advantages over the standard dual-mode MPC: (i) the implied on-line computational burden is far smaller for the same feasible region and (ii) for the same computational burden, the feasible region is far



55



Chapter 3. Literature review.



greater. Moreover, the implied suboptimality is negligible. Triple-mode MPC is based in the dual-mode algorithm presented in (Kouvaritakis et al., 1999a), and is summarised in Algorithm 3.3. Algorithm 3.3 (Triple-mode MPC) 1.



if x ∈ OSE then Solve the dual-mode algorithm as in (Kouvaritakis et al., 1999a); update the sampling instant and go to Step 1 else Continue to Step 2; end if



2. Define ui = −Kxi +ci , i = 0, 1, . . . , mc −1 and hence define the predicted value of xmc :   c0 £ ¤  xmc = Φmc x0 + Φmc −1 B . . . B  ...  (3.18) cmc −1 3. Using c = −Ke xmc for mode 2 1 , define the cost to be minimised as: J3 =



m c −1 X



cTi Wci + xmc KTe diag[W, . . . , W]Ke xmc



(3.19)



i=0



4. Minimise J3 w.r.t. ci , i = 0, 1, . . . , mc − 1 subject to the constraints for i = 0, 1, . . . , mc − 1 and subject to xmc ∈ OSE2 . 5. Of the optimising ci , implement uk = Kxk + ck , update the sampling instant and go to Step 1. In essence what is being done here is combining the advantages of ellipsoidal sets and polyhedral sets allowing a small degree of suboptimality. This work is successful but relies on heavy computation and algebra in the off-line parts and thus may be difficult for industrialists to implement since the control law is time varying.



3.5.7



Exploiting non-synergy



Ding and Rossiter (2008) discuss a way to take advantage from detuning a dualmode predictive controller (Scokaert and Rawlings, 1998; Rossiter et al., 1998), 1



For details about how to compute Ke see (Kouvaritakis et al., 1999a).
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i.e. exploiting the non-synergy between the cost function and the terminal feedback. It is assumed an optimal cost: J=



∞ X



xTk+i+1 Qxk+i+1 + uTk+i Ruk+i



(3.20)



i=0



and a prediction class: ½ −K2 xk+i + ck+i ; uk+i = −K2 xk+i ;



i ∈ {0, ..., nc − 1} i ∈ {nc , nc + 1, . . .}



(3.21)



where K2 is a detuned feedback giving a large feasible region at the expense of suboptimality. This choice leads to a different performance compared with a standard dual-mode MPC algorithm. Following the substitution of the prediction class (3.21) and the system model (2.1) into J (3.20) this index takes the form: J2 = − c Tk W1 − ck+→ c Tk W2 xk + xTk W3 xk → → −



(3.22)



The key point to note is that unlike for a standard dual-mode MPC, W2 6= 0; furthermore W1 has also a more complex structure in this algorithm. For both cases the last term is ignored since is not dependent on ck . Although it is intuitively obvious that the optimisation is not well-defined, it can be seen from examples presented in (Ding and Rossiter, 2008) that the gain in feasibility is large compared with the losses in performance. There are not systematic ways of choosing the terminal feedback to achieve the best balance, but the work may be a guide as to what can be expected for a good choice in the trade-off between performance and feasibility.



3.5.8



Multi-parametric Quadratic Programming



While traditional MPC solves the optimisation problem each sampling time, multi-parametric Quadratic Programming (mp-QP) approach transfers the computation of the optimisation problem to an off-line procedure. The key idea is to find all possible solutions of the optimisation problems off-line, store the solutions and on-line perform a set membership test to select the explicit control law associated with the current state values. A summary of the key conclusions in (Bemporad et al., 2002b) is given next. Where implicit or superfluous, the subscript (·)k and precise definitions ˆ r ) are omitted; these are available from (Bemporad et al., 2002b) (e.g. tr , pr , K and will be detailed in Chapter 7. Define region Pr = {x : Mr x − dr ≤ 0}, r = 0, 1, . . . , such that within each region the active set is the same. Define c and corresponding control
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optimising as ˆ r x + tr x ∈ Pr ⇒ − c = −K → ½ ˆ r x + tr ), c1 = eT1 (−K ⇒ u = −Kr x + pr ,



(3.23)



ˆ r , pr = eT tr and e1 = [I, 0, 0, . . .], I an identity matrix where Kr = K + eT1 K 1 with the input dimension. The main drawback is that the number of possible solutions could be easily very large, leading to big amounts of memory requirements and the membership test could be more burdensome than simply solving the optimisation problem. Research in this area is focused on how to compute faster all the solutions (Tøndel et al., 2003a; Borrelli et al., 2003), how to pose the optimisation problem to lower the number of the off-line solutions (Borrelli et al., 2001; Bemporad and Filippi, 2001; Grieder et al., 2003; Rossiter and Grieder, 2005a) and how to do a better search for the solution on-line (Tøndel et al., 2003b; Johansen and Grancharova, 2003).



3.6



Conclusions



In this chapter, the literature review of predictive control beginning from its theoretical foundations in optimal control and the early predictive strategies in an historical context were presented. This was followed by the discussion of five aspects that have direct impact on the complexity and performance of the controller and therefore in its implementation. These aspects are: stability, feasibility, optimality, computational complexity and robustness. Different options in complexity and performance can be obtained by changing the tuning parameters in the MPC controller design. However, these different goals are often not obtainable simultaneously. Based on the fact that nonlinear predictive controllers improve optimality, the most efficient nonlinear optimisation approaches where discussed briefly, nevertheless, these algorithms are still too complex for the purposes of this thesis. Finally, highly efficient algorithms of predictive control were surveyed; the principal proposals are: (i) to take in account the computational delay, (ii) to consider different parametrisations of the predictions or cost function allowing a degree of suboptimality and (iii) to take most of the computational load to an off-line procedure. The next part of this thesis will develop solutions to improve feasibility and performance further using low-complexity predictive control algorithms. Stability of the algorithms will be guaranteed since the algorithms are based in dual-mode closed-loop predictive control. Robustness is not covered in this thesis. The algorithms will be tested experimentally.



II



Efficient predictive control developments



Chapter 4 Auto-tuned predictive control based on minimal plant information This chapter presents original contribution to the thesis. First, this chapter tackles the issue of availability of constrained predictive control for low level control loops. Hence, the chapter describes how the constrained control algorithm is embedded in an industrial Programmable Logic Controller (PLC) using the IEC 1131.1 programming standard. Secondly, there is a definition and implementation of an auto-tuned predictive controller; the key novelty of the implementation is that the modelling is based on relatively crude but pragmatic plant information. Laboratory experiment tests were carried out in two bench-scale laboratory systems to prove the effectiveness of the combined algorithm and hardware solution. For completeness, the results are compared with a commercial PID controller (also embedded in the PLC) using the most up to date auto-tuning rules. The chapter is organised as follows: Section 4.1 presents the introduction and motivation of the chapter; Section 4.2 outlines the modelling assumptions, the controllers and auto-tuning rules; Section 4.3 gives an overview of the hardware used for the implementation of the control algorithms; Section 4.4 describes the implementation of the controllers in the target hardware; Section 4.5 presents the results obtained on real hardware; finally, Section 4.6 presents the conclusions of the chapter.



4.1



Introduction



As stated in Chapter 1, control design methods based on the predictive control concept have found wide acceptance in industry and in academia, mainly because of the open formulation that allows the incorporation of different types 59
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of models of prediction and the capability of constraint handling in the signals of the system. Model predictive control (MPC) has had a peculiar evolution. It was initially developed in industry where the need to operate systems at the limit to improve production requires controllers with capabilities beyond PID. Early predictive controllers were based on heuristic algorithms using simple models. Small improvements in performance led to large gains in profit. The research community has striven to give theoretical support to the practical results achieved and, thus the economic argument, predictive control has merited large expenditure on complex algorithms and the associated architecture and set up times. However, with the perhaps notable exception of Predictive Functional Control (PFC) (Richalet, 1993), there has been relatively little penetration into markets where PID strategies dominate, and this despite the fact that predictive control still has a lot to offer because of its enhanced constraint handling abilities and the controller format being more flexible than PID. The major obstacles are: (i) the implementation costs; (ii) the complexity of the algorithms; and (iii) the algorithm not being available in the off the shelf hardware, most likely used for local loop control. Some authors have improved the user-friendliness (complexity) of MPC software packages available for high level control purposes (Froisy, 2006; Zhu et al., 2008). Nevertheless, they have the same implementation drawback in that the development platform is a stand-alone computer running under Windowsr OS. Furthermore, these packages involve complex identification procedures which thus require the control commissioning to be in the hands of a few skilled control engineers; ownership by non control experts is an impediment for more widespread utilization. Some early industrial work (Richalet, 2007) has demonstrated that with the right promotion and support, technical staff are confident users of PFC where these are an alternative to PID on a standard PLC unit. Technical staff relate easily to the tuning parameters which are primarily the desired time constant and secondly a coincidence point which can be selected by a simple global search over horizons choices. Because PFC is based on a model, the controller structure can take systematic account of dead-times and other characteristics, which are not so straightforward with PID. Also constraint handling can be included to some extent by using predicted violations to trigger a temporary switch to a less aggressive strategy. The vendors conjecture is that PFC was successfully adopted because of two key factors: first there is effective support in technician training programmes (get it on the syllabus) and second the algorithm is embedded in standard PLC hardware they encounter on the job, thus making it easily accessible (and cheap). However, despite its obvious success, academia has shied away from the PFC algorithm because its mathematical foundations are not systematic or rigorous like other approaches; that is, the performance/stability analysis is primarily an a posteriori approach as opposed to the a priori one
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more popular in modern literature. So there is a challenge for the academic community to propose rigorous but nevertheless intuitive and simple algorithms which could equally be embedded in cheap control units. On the other hand, in recent specialised conferences, authors have often focussed on the level of rigorism required in the modelling and tuning procedure for different cases (Morari et al., 2008a). However, accessibility and useability in such a mass market may require different assumptions from those typically adopted in the literature; specifically much less rigour and more automation in the modelling will be essential. Hence, the first objective of this chapter is to develop an auto-tuned MPC controller based on minimal plant information which would be available from staff at technician level only who may be responsible for maintaining and tuning local loops. Secondly, the paper aims to demonstrate how an MPC algorithm, using this model information, can be embedded in a commercial PLC and of particular interest to readers will be the incorporation of systematic constraint handling within the PLC unit. A final objective is to contrast the auto-tuned MPC with a commercial PID controller in order to show that the MPC is a practical (available and at the same cost) alternative to PID for local loops.



4.2



The controllers



This section outlines the modelling assumptions (Section 4.2.1) and the autotuning rules for the PID (Section 4.2.2) and MPC (Sections 4.2.3-4.2.5) strategies adopted. It is noted that the auto-tuning rules are only applicable to stable systems so discussion of unstable systems is deferred for future work.



4.2.1



Modelling assumptions



If anything, this chapter is more generous with the auto-tuned PID than the MPC because it allows the PID algorithm a large quantity of measurement data and the ability to dither the input substantially during tuning to extract the required information. Moreover, the complexity of this algorithm means that the modelling is done off-line. This decision was taken to give a stiff test for the auto-modelled/auto-tuned MPC algorithms. For MPC, crude modelling information only is provided, for instance such as could be provided by a technician or plant operator but specifically avoiding the use of a rigorous least squares model estimator which could be expensive if required for large numbers of loops and impractical to put on the PLC unit. The technician should provide estimates of behaviour as compared to standard second order characteristics: rise-time, settling time, overshoot, steady-state
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gain and dead-time. From this data an approximate second order model with dead-time is determined 1 . Consider an open-loop stable continuous-time model in the Laplace domain of the form: F (s) =



Kwn2 s2 + 2ξwn s + wn2



(4.1)



where K is the gain, wn is the undamped natural frequency of the system and ξ is the damping factor. If 0 < ξ < 1, the values of the transient response parameters can be calculated with the following equations (Franklin et al., 2002): p wd =wn 1 − ξ 2 (4.2) „ − √



«



ξ



1−ξ2



Π



Mp =100 × e 4 ts = ξwn µ ¶ wd 1 −1 tr = tan wd −wn ξ



(4.3) (4.4) (4.5)



where Mp is the maximum peak in percentage, ts is the settling time and tr is the raising time. If ξ ≥ 1, F (s) can be approximated to two first order transfer functions in cascade: µ ¶µ ¶ p1 p2 F (s) = K s + p1 s + p2 K(p1 p2 ) (4.6) = 2 s + (p1 + p2 )s + p1 p2 where p1 , p2 ∈ R are poles of the system and the transient response will be dominated by the slowest pole of the system. From equations (4.2-4.6) it is possible to substitute back the parameters of the transient response to obtain the transfer function model (4.1) which can be easily converted to a state-space representation [if equation (4.6) is used, then, 2ξwn = p1 + p2 and wn2 = p1 p2 ]: ¸ · · ¸ −ξwn −wn2 1 x˙ c (t) = xc (t) + uc (t) 1 0 0 | {z } | {z } (4.7) Ac ¤ Bc £ yc (t) = 0 Kwn2 xc (t) {z } | Cc 1



The author accepts that for more complex dynamics a slightly more involved procedure may be required.
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This representation is called controllable canonical form because is guaranteed to be controllable. Another option would be · ¸ · ¸ −ξwn 1 0 x˙ c (t) = xc (t) + uc (t) −wn2 0 Kw2 | {z } | {z n } (4.8) Ac¤ Bc £ yc (t) = 1 0 xc (t) | {z } Cc



Which is an observable canonical form since the observability is guaranteed. To obtain the final model for prediction, the continuous model (4.7-4.8) can be discretised with a sensible sampling time Ts using the approximation (˚ Astr¨om and Wittenmark, 1990): µ ¶µ ¶−1 1 1 xk+1 = I + Ac Ts xk I − Ac Ts 2 2 | {z } A ¶µ µ ¶−1 1 1 (4.9) + Ts I + Ac Ts I − A c Ts B c uk 2 2 {z } | yk+1 =



Cc x k |{z}



B



C



If dead time exist, states are added to the system (4.9) to shift forward in time (the equivalent number of sampling instants of the dead time – this assumes that the delay is an integral multiple of Ts ) the dynamic response.



4.2.2



Design point, auto-tuning and constraint handling for PID



A novel auto-tuned PID controller as described in (Clarke, 2006; Gy¨ongy and Clarke, 2006) is used. A schematic diagram of the system is shown in Figure 4.1. The objective is to adapt the controller so as to achieve a carefully chosen design point on the Nyquist diagram. The key components are phase/frequency and plant gain estimators (PFE, GE), described in detail in (Clarke, 2002). In essence a PFE injects a test sinewave into a system and continuously adapts its frequency ω1 until its phase shift attains a desired value θd (in this case the design point). Also forming important part of the tuner, but not shown in Figure 4.1, are variable bandpass filters (VBPF) at the inputs of the PFE and GE. These are second-order filters centered on the current value of the test frequency. They are used to isolate the probing signal from the other signals circulating on the loop (such as noise, setpoint changes and load disturbances).
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Figure 4.1: Schematic diagram of the auto-tuning PID.



The algorithm is initialised using a first-order/dead-time (FODT) approximation G(s) for the plant, obtained from a simple step test. The initialization involves the computation of suitable values for the parameters associated with the GE, PFE and the controller. The controller is based on a design point in the Nyquist diagram. This design point is chosen to obtain the desired closed-loop behaviour, i.e. rise time, damping value, settling time. In this case, the desired damping value of 0.5 for all the systems is chosen. From this desired damping value, the variables for all the auto-tuning process are obtained as is shown in (Clarke, 2006; Gy¨ongy and Clarke, 2006). The PID design does not take explicit account of constraints and thus ad hoc mechanisms are required. Typically input saturation with some form of anti-windup will be used but state constraints are not considered; this is a weakness.



4.2.3



Basic assumptions for MPC



For the purpose of this chapter almost any conventional MPC algorithm can be deployed as the main distinguishing characteristic, with sensible tuning, is the model. Hence, assume that the MPC law can be reduced to minimising a GPC 2 cost function of the form: J=



ny X ¡



wk+i − yk+i



¢T ¡



u −1 ¢ nX ∆uTk+i R∆uk+i wk+i − yk+i +



(4.10)



i=0



i=1



where the second term in the equation (4.10) is the control effort and R is weighting sequence factor. The reference trajectory wk , is the desired output in closed-loop of the system and is given by: wk+i|k = rk+i − αi (rk − yk ) ; 2



1 ≤ i ≤ ny



(4.11)



To simplify some algebra compared to dual-mode approaches (e.g. Rossiter et al., 1998; Scokaert and Rawlings, 1998).
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where rk is the setpoint and α (0 < α < 1) determines the smoothness of the approach from the output to rk . When constraints are introduced, the cost function (4.10) can be expressed in more compact form in terms of the predicted output: J=



1 T T ∆u k−1 + ∆uk−1 f + b k−1 H∆u − → − → − → 2 s.t. M∆u −→k−1 ≤ q



(4.12)



where ∆u −→k−1 is the vector of future inputs increments and the other matrix details are omitted for brevity but are available in Chapter 2 and standard references (e.g. Maciejowski, 2002; Rossiter, 2003; Camacho and Bordons, 2004). The tuning parameters are usually taken to be the horizons ny , nu and weights R. However, more recent thinking suggests that ny should be larger than the settling time, nu is typically 2 or 3 (for practical reasons rather than optimality which requires higher values) and R becomes the major tuning parameter, albeit some may argue a poor mechanism for tuning. The parameter α will also have a substantial impact (Clarke et al., 1987b) but is rarely discussed except in PFC approaches.



4.2.4



Constraint handling for MPC



The systems considered here are open-loop stable, therefore in the absence of output constraints, for a reachable setpoint the system will only violate the constraints in presence of disturbances or overshoots derived from setpoint changes. In practice, one may not be able to program a complete QP solver, so a sensible way of handling constraints is to interpolate two unconstrained control laws (Rossiter et al., 2002), one with good performance (e.g. ∆u −→f ast ) and one with good feasibility (e.g. ∆u ) , using (β ∈ R): −→slow ∆u (4.13) −→ = (1 − β)∆u −→f ast + β∆u −→slow ; 0 ≤ β ≤ 1 The variable β is used to form the mix of fast and slow according to the predicted situation (if feasible β = 0). Hence, the optimisation procedure reduces to simple linear program in one variable that is a set of inequality checks of the form: β ∗ = min β



s.t. M{i} ∆u −→k − q{i} ≤ 0;



i = 1, . . . , ny



(4.14)



where ∗ denote optimality and the subscript {i} denotes the selection of the ith row of the associated matrix/vector. Remark 4.1 Solution for this problem only exist if the state is inside the maximum admissible set (Gilbert and Tan, 1991) for the unconstrained law for good feasibility. If not, more complex strategies are needed not covered in this formulation.
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The procedure to calculate β ∗ is described in the following algorithm: Algorithm 4.1 (Interpolation optimisation) 1. Perform the following operation row by row to calculate the vector βv , whose elements are β ∗ candidates according to the predicted constraint violations: ny n X i=1



βv,{i} = scale−1 {i} × check{i} ³



o (4.15)



´



scale = M ∆u −→slow,k − ∆u −→f ast,k check = q − M∆u −→f ast,k



(4.16) (4.17)



where the subscript {i} denotes the selection of the ith row of the associated matrix/vector. 2. Extract the maximum value of the vector βv (denoted as βv,max ): βv,max = max



βv,{i}



i∈{1,...,ny }



3. The value of β ∗ will be  if βv,max ≥ 1  1 ∗ βv,max if 0 < βv,max < 1 β =  0 if βv,max ≤ 0



4.2.5



(4.18)



Simple auto-tuning rules for MPC



There are many alternatives for auto-tuning, some with better properties than the one used here are possible, but the author felt this chapter should initiate discussion with an industrial standard. Thus, the predictive control design and tuning procedure is described next. For the MPC the prediction horizon ny is chosen equal to the settling time plus nu , with nu ¿ ny . Assuming normalisation of input/output signals, then 0.1 ≤ R ≤ 10, a form of global search can be used to settle on the ‘best’ parameters against some criteria. However, if we take the criteria to be the cost J of equation (4.10) with R = 1, then this fixes R and nu is chosen to be as large as possible. The design response speed αf ast (to form ∆u −→f ast ) will be taken as half the open-loop time constant α0 so that the controller has to deliver some extra speed of response as well as stability and offset free tracking; and αslow (to form ∆u −→slow ) will be taken as 0.95 to have a smooth closed-loop response and avoid overshooting in setpoint changes. Thus, the auto-tuning is fixed precisely by the model parameters and the technician role is only to
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provide best estimates of these parameters (in practice some iteration should take place). The tuning method proposed in this chapter do not enforce closed-loop stability. As in any other GPC type of algorithm, the controller may require fine “tuning” of horizon lengths and weighting matrices to achieve closed-loop stability, this not further discussed here; implementation of more complex constraint handling procedures and stability guaranteed algorithms are tackled in the next chapters.



4.3



Programable Logic Controller (PLC) and the IEC 1131.3 programming standard



With the previous section defining the PID and MPC controllers, this section gives an overview of the hardware that will be used for the control application. Beginning in Section 4.3.1 with an introduction as to the reasons for the popularity of the PLCs, then will introduce the reader in Section 4.3.2 to the particular PLC system to be used throughout this thesis, the types of programming languages available to the instruction sets which can be used in Section 4.3.3 and some issues for the development of complex algorithms within the PLC in Section 4.3.4.



4.3.1



The popularity of the PLCs



PLCs are by far the most accepted computers in industry which offer a reliable and robust system, are relatively simple to program and debug, include dedicated I/O, communication, memory expansion etc. The arrangement and packaging of the PLC system is tailored for ease of integration into on-site control racks or cabinets with minimal effort. They are also suited for the ease of implementation of standard wiring terminations. Each of these means that any on-site technician will have no difficulty or require any additional skills or tools when it comes to installing a controller. PLC systems also offer an added advantage that the program can be monitored on-line. The visual nature of the language means that the user can view in real-time the changing nature of bits, the value of counters or timers etc. and how these relate to the overall program structure. Another advantage which PLC systems afford is that in the most cases, adjustments to programs can be made on-line without having to take the process or system under control off-line. This is obviously an attractive property to industry as shutting down parts of a process can be a very costly affair indeed. However, it must be noted that this does present some safety issues which must be carefully addressed beforehand.
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Figure 4.2: Allen Bradleyr PLC – SCL500 processor family. [Source: Rockwell Automation Inc. (1997)].



To reinforce this proof of PLC popularity, it can be found reliable market analysis such as (ARC Advisory Group, 2007; F & S Consultants, 2009) that reveals the steadily growing trend on manufacturing and sales of this hardware.



4.3.2



Allen Bradleyr – Rockwell Automationr PLC



The two largest vendors and thus the most common PLC systems around the world are Siemensr and Rockwell Automationr . This project will focus on Rockwell Automationr PLC systems. This is mainly due to the availability of the appropriate software/hardware. The range of PLC systems that Rockwell Automationr manufacture is known as Allen-Bradleyr . Allen-Bradleyr initially was an independent PLC, control, automation manufacture/vendor company until they merged with ‘ICOM Lines’ in 1994 to become Rockwell Automationr . From here, they became one of the world leaders in development and support of software for the automation marketplace. This development is based on the family of SLC500 processors, (e.g. see Figure 4.2). A commercial publication by Rockwell Automationr (Rockwell Automation Inc., 1997) has the information shown in Table 4.1 about these PLCs. Allen Bradleyr range of PLCs are of a modular based design built around a chassis. Each chassis usually requires an individual power supply with only the main chassis requiring a single processor card (CPU) which forms the main
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Table 4.1: SLC500 processors specifications.



SLC501 SLC502 Mem. size (words) Max. I/O Max. rack slots Bit execution Real-time clock



1k/4k 3940 3/30 4µs No



4k 4096 3/30 2.4µs No



SLC503



SLC504



8k/16k 4096 3/30 0.44µs Yes



16k/32k/64k 4096 3/30 0.37µs Yes



controller 3 . The processor card holds all user data (i.e. the software), system ROM (i.e. instruction sets), firmware etc., and also carries out all processing of tasks. The controller is connected to a backplane which forms part of the chassis. This backplane forms a ‘bus’, allowing the controller to communicate with additional cards placed into the chassis. This bus can be extended onto additional expansion chassis by use of a parallel communication cable if the required number of cards requires the extra space. All system I/O (Inputs / Outputs) are connected via specific cards added into the chassis. These cards are available in a whole range of dedicated Digital Input, Digital Output, Analogue Input and Analogue Output cards etc, each of varying capacity (number of physical I/O on each). Any number of specialised cards can also be added such as Ethernet communication, MODBUS serial network, high specification, dedicated PID controller cards etc.



4.3.3



The IEC 1131.3 programming standard



The Allen Bradleyr set of PLC includes the facilities to be programmed in 3 of 5 languages in agreement with the 1131.3 standard using Control Logix 5000r software programming package. Each of these allows any combination of programming languages to be used for a single project. These three languages are: 1. Ladder Diagram is a graphical language that uses a standard set of symbols to represent relay logic. The basic elements are coils and contacts which are connected by links. Links are different from the wires used in Function Block Diagram because they transfer only binary data between Ladder Diagram symbols, which follow the power flow characteristics of relay logic. Function blocks and function elements must have at least one binary input and output in a Ladder Diagram. Ladder logic is thus a highly visual, easy to understand, program and diagnose as previously stated. An example of this language is illustrated in Figure 4.3. 3



Note that safety critical systems may have any number of redundant controllers.
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0001 DEBOUNCE_OFF SWITCH_IN (/)



SWITCH_OUT (R)



T_ON



DEBOUNCE_TIME



IN



Q



PT



ET



002



0002 DEBOUNCE_OFF SWITCH_IN (/)



SWITCH_OUT (R)



T_ON IN



DEBOUNCE_TIME



Q



PT



ET



002



Figure 4.3: Ladder diagram language. DEBOUNCE_ON SWITCH_IN



T_ON IN



Q



PT



ET



SWITCH_STATE 001



SR S1



Q1



SWITCH_OUT



R



003



DEBOUNCE_OFF T_ON



DEBOUNCE_TIME



IN



Q



PT



ET



002



Figure 4.4: Function block diagram language.



2. Function Block Diagram is a graphical language that corresponds to circuit diagrams. The elements used in this language appear as blocks wired together to form circuits. The wires can communicate binary and other types of data between Function Block Diagram elements (e.g. Real, Integers, Double Integers). In a Function Block Diagram, a group of elements, visibly interconnected by wires, is known as a network. A Function Block Diagram can contain one or more networks. An example of this language is illustrated in Figure 4.4. 3. Structured Text is a general purpose, high-level programming language, similar to PASCAL or C. Structured Text is particularly useful for complex arithmetic calculations, and can be used to implement complicated procedures that are not easily expressed in graphical Languages such as Function Block Diagram or Ladder Diagram. Structured Text allows to create boolean and arithmetic expressions as well a structured programming constructs such as conditional statements (IF, THEN, ELSE). Functions and function blocks can be invoked in this language.
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Programming issues



There are some barriers and criteria required before an MPC algorithm can be coded effectively into the PLC; these are discussed next. The SCL500 ControlLogix Controllers together with RSLogix 5000r allows for the memory allocation of matrices (which it refers to as data arrays), for up to 3 dimensions. However, with the exception of one-dimensional, simple element by element arithmetic, they do not lend themselves easily to other matrix operations, notably: transposition, inversion and multiplication. To achieve such functions, it is thus necessary to code functions from scratch within the software to perform such operations. One could code an entire control algorithm in Structured Text, but for the ease of understanding by technicians it is strongly advisable to program most of the algorithm in a graphical language. In this way, they could view all the real-time data of the controller and debug the program if need be, in a more intuitive way. Finally, all the computations to calculate the next control movement should be done in a limited time dictated by the sampling period, so the computational load should be kept as low as possible to avoid errors caused by long computation times. There is a need therefore to check and evaluate the algorithm timing after coding while noting that a bigger program inevitably requires more memory and therefore a more powerful PLC with the associated cost.



4.4



Implementation of the algorithms



This section presents the incorporation of the control algorithms into the PLC. Section 4.4.1 briefly describes the PID controller and Section 4.4.2 describes the incorporation of the of the Auto-tuned MPC controller including details about the program structure, routines and memory requirements.



4.4.1



PID



The Control Logix 5000r software programming package also includes a function block to implement a PID controller. The PID function block is a professional development from Rockwell Automationr used in industry (with a PLC) to control a variety range of processes. The tuning of the PID is done off-line by the algorithm described in Section 4.2.2. The obtained parameters are passed to the PID block before downloading the program to the PLC. As noted earlier, the PID has been unfairly favoured here in that this off-line procedure requires a certain amount and type of experimental data for the model identification of the process.
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Figure 4.5: Structure of the Auto-tuned MPC algorithm in the target PLC.



This controller is going to be used to compare the results obtained with the auto-tuned MPC.



4.4.2



MPC



The Control Logix 5000r software programming package for this PLC system offer a structured programming, i.e. a program can be broken into any number of routines and subroutines. Any routine or subroutine can be called from any other with variables having the option of being declared locally or globally. Additionally, routines or subroutines can be executed periodically or by an ‘event trigger’ using interrupt service routines. The complete structure of the proposed MPC program (based on Sections 4.2.3–4.2.5) is shown in Figure 4.5. The algorithm has been programmed in the High Priority Periodic Execution Group 4 called AutotunedMPC which contains the routines summarised in Table 4.2 and described next: MPC MAIN (Ladder Logic Diagram). This is the main routine whose purpose is to control the program execution, calling routines as and when they are needed. It contains all the necessary declarations. The disturbance estimate is also calculated here using: dk = yk −yk|k−1 , and it is assumed to be constant over the prediction horizon. 4



This periodicity is set up with the chosen sample time.
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Table 4.2: Routines and programming languages for the Auto-tuned MPC.



Routine name 1 2 3 4 5 6 7 8 9 10 11



MPC MAIN Controller Output Exp Trajectory Reference Matrix Formation Matrix Inverse Matrix Multiply Matrix Transpose Observer Output Predictions Plant Simulation Optimisation



Programming language Ladder logic Ladder logic Ladder logic Structured text Structured text Structured text Structured text Structured text Ladder logic Ladder logic Structured text



Observer (Structured text). This subroutine is used to reconstruct the state vector using a Kalman filter, see Section 2.9.1. Invokes the subroutine Matrix Multiply to complete the operations. This subroutine does not run on the first scan of the program. Exp Trajectory Reference (Ladder Logic Diagram). This subroutine is called from a FOR loop in MPC MAIN (J = 1 to ny ). The program calculates the current error between the plant output and the desired setpoint and then generates the future trajectory of the reference wk using equation (4.11). Output Predictions (Ladder Logic Diagram). This subroutine is called from a FOR loop in MPC MAIN (J = 1 to ny ). The program contains the transient response parameters which are currently required to be hardcoded by the user. The behaviour of this routine can be divided in two parts according to the stage of the identification of the prediction model: ∗ First scan. Disables the reading of the plant output, then invoke the subrutine Matrix Formation. ∗ Next scans. Reads in the current value of plant output. Forms predictions of the states − x k and plant output y k for the next ny → − → cycles, see Section 2.2. Matrix Formation (Structured Text). This subroutine is called from a ‘Jump to Subroutine’ command from Output Predictions and is only enabled on the FIRST SCAN. It performs the necessary operations to precompute the prediction model, see Section 4.2.1. And precomputes Pxx , Px∆u ,
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Pyx , Py∆u since these matrices depend only on the model of the plant, see Section 2.2. After execution, it sets a Bit to ‘Done’ which disables the routine from future scans as well as a further test happening in program Output Predictions. Controller Output (Ladder Logic Diagram). This subroutine is called from a ‘Jump to Subroutine’ command in MPC MAIN. This routine calculates wk + col(1)dk , then calls the Optimisation routine via a ‘Jump to Sub∗ routine’ command. After this routine returns a value for ∆u k , the new − → ∗ control signal uk is calculated using equation (2.15) and is sent to the plant. Optimisation (Structured Text). This subroutine is accessed via a ‘Jump to Subroutine’ instruction from the Controller Output routine. It is the most complex routine which must pass parameters into three other routines for matrix multiplication, transposition and inversion. This is used to calculate the unconstrained control laws using equation (2.27) and the final set of control increments using Algorithm 4.1 and equation (4.13). Matrix Multiply (Structured Text). This subroutine is called a number of times from the Optimisation, Observer and Output Prediction routines via a ‘Jump to Subroutine’ command. The matrix dimensions are passed to this along with two matrices. The routine returns the resulting answer matrix of the multiplication. Matrix Inverse (Structured Text). This subroutine is called from the routine Optimisation via a ‘Jump to Subroutine’ command. The matrix dimensions are passed to this along with one matrix. The routine returns the resulting inverted matrix using an augmented matrix with Gaussian elimination. Matrix Transpose (Structured Text). This subroutine is called from the Optimisation routine via a ‘Jump to Subroutine’ command. The matrix dimensions are passed to this along with one matrix. The routine returns the resulting transposed matrix. PLANT SIMULATION (Ladder Logic Diagram). This subroutine is for development purposes only and called from MPC MAIN routine via a ‘Jump to Subroutine’ command. It is used to simulate the plant dynamics/response and thus off-line testing of the controller coding. It can be seen from the properties of the controller with the RSLogixr programming tool (Figure 4.6) that the program uses 17% of the available storage of the PLC including required memory for I/O, running cache and other necessary subroutines.
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Figure 4.6: Auto-tuned MPC memory usage on the target PLC.



Once again, the input parameters for the program are only those which are related with the model, i.e. dead time (td ), rise time (tr ), settling time (ts ), overshoot (MP ), gain (K) and sampling time (T s). The tuning is done on-line on the first scan of the program and is not repeated after, however, some mechanism to update the model of the plant and tuning parameters can be embedded.



4.5



Experimental laboratory tests



This section shows the experimental results from applying the MPC law via the PLC on a first and a second order plant. For both processes the interest is tracking of step references, which is the most common situation in industry. The PID/MPC experiments ran under the same conditions, in so far as this can be guaranteed.



4.5.1



First order plant – Temperature control



The first experiment is a heating process consisting of a centrifugal blower, a heating grid, a tube and a temperature sensor, see Figure 4.7. The objective is to control the temperature at the end of the tube by manipulating speed of the blower (the input voltage of the D.C. motor). The model of the plant for the PID off-line tuning is done by a least square estimator assuming a first order plant. The tuning parameters for the PID controller and the input parameters for the Auto-tuned MPC are shown in Table 4.3. The second order approximate model for the predictions is built using standard analysis of the transient response of the plant as described
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Sensor



Heating grid



Air blower



Figure 4.7: Heating process. Heating process 36 34
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Figure 4.8: Model validation of the heating process.



earlier, the resulting discrete model, with a sampling time of 10 sec. (which is also roughly the dead-time), is: · ¸ · ¸ 1 0.5479 0.3671 uk xk+1 = xk + (4.19) 1 0 0 £ ¤ yk = 0.9927 0.3260 xk (4.20) For information purposes only, the experimental validation of the mathematical model is shown in Figure 4.8. The experimental comparisons deploy a step change at t = 50 secs of the setpoint from 20 ◦ C to 30 ◦ C; after the output reaches a new steady-state, the process is disturbed at t ≈ 120 secs by partially blocking the end of the tube. A new change in the setpoint to 20 ◦ C is required at t = 180 secs without taking out the disturbance. It can be seen in Figure 4.9 that the plant output is successfully tracking the reference signal for both controllers. Of course this is a simple first order model and thus good control is to be expected.
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Table 4.3: Tuning parameters for the PID controller and input parameters for the Auto-tuned MPC.



Heating Process



Speed Process



Parameter



Value



Value



Units



PID



P I D



1.590 0.486 0.0



0.325 0.799 0.0



– – –



MPC



Ts td tr ts K Mp



10.0 2.0 38.0 64.0 16.0 –



0.50 1.00 4.90 2.71 190.0 –
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Figure 4.9: Experimental test for the heating process.
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Figure 4.10: Model validation of the speed process.



4.5.2



A second order plant – Speed control



This process consists of a motor fitted with a speed sensor, the control objective is to regulate the speed of the motor by manipulation of the input voltage. The same procedure as in the first experiment is applied. The mathematical model of the system with a sampling time of 0.1 sec is: ¸ · ¸ · 1 0.93 −0.007 xk + uk xk+1 = (4.21) 0 1 0 £ ¤ yk = −0.1078 29.68 xk (4.22) For information purposes, the experimental validation is shown in Figure 4.10 and the tuning parameters are in Table 4.3. Two setpoint step changes are demanded; once again, the results in Figure 4.11 show that MPC and PID are tracking the setpoint accurately.



4.5.3



Constraint handling



A final test is done in the second order plant presented in the past subsection in order to show graphically the behaviour of the system when the unconstrained optimal is not reachable (see Figure 4.11). Consider now the same scenario but introducing the constraints: u ≤ 3.5V ∆u ≤ 0.05V



(4.23) (4.24)
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Figure 4.11: Experimental test for the speed process.
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Figure 4.12: Experimental test for the speed process: constrained case.



The results of the test are shown in Figure 4.12. In the first setpoint change, is clear that the constrained MPC is not following the unconstrained MPC behaviour in order to avoid the violation of the imposed limits. This is because, when the constrained controller predicts a limit violation is gradually detuned to meet the constraints requirements. Although this is a suboptimal solution for this particular problem, is a cheap coding implementation option to handle constraints. However, in the second setpoint change, both controllers have the same input/output trajectory since they are operating far from the limits, therefore, there are no impediments for the constrained MPC to follow the optimal trajectory.



4.5.4



Performance indices of the algorithms



The numerical performance indices of the systems with the two different control strategies are summarised in Table 4.4. Specifically the table shows the
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Figure 4.13: Execution time and sampling jittering of the Auto-tuned MPC for the speed process. Table 4.4: Performance indices for the systems.



Heating process τs PI MPC1 MPC2



31 sec 27 sec —



Mp



J



Speed process τs



Mp



29.0 % 1723 5.9 s 16% 3.0 % 1628 5.0 s 26% — — 5.4 s 12%



J 1052.98 800.84 885.08



∗ MPC1 unconstrained; MPC2 constrained.



measures of performance which are given by the cost function (J), the settling time (τs ) and the overshoot (Mp ). The numbers on the Table 4.4 show that MPC performs similar to the standard PID controller but, in this case, with a much simpler auto-tuning procedure. When constraints are introduced, unsurprisingly the MPC has a lower performance since the optimal cannot be achieved. To complete the assessment of the implemented program, the diagnostics tool from the hardware (shown in Figure 4.13) displays that the time for scanning the program each sample time oscillates between 9.328 ms and 11.637 ms while the elapsed time between triggers (sampling instants) for the speed process oscillates between 99.327 ms and 100.763 ms. The significance of this is the potential to apply the algorithm on much faster processes.
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Conclusions



This chapter presented an implementation of a MPC controller in a PLC with the objective of embedding a predictive control algorithm in standard industrial hardware. The author believes that there is a potential here to propose more rigorous algorithms that could be equally embedded in standard hardware. The challenge is to keep the algorithms simple and thus to meet the memory and processing constraints within the PLC. This chapter has made three contributions. First, it has demonstrated that an MPC algorithm with systematic, albeit simplistic, constraint handling can be coded in an industrial standard PLC unit and with sample times of milliseconds. Secondly, it has demonstrated that such an algorithm can make use of simplistic modelling information in conjunction with basic auto-tuning rules and still outperform an advanced auto-tuned PID whose design relied on far more information. Moreover, the MPC includes constraint handling. Thus, thirdly, the chapter has demonstrated that MPC is a realistic industrial alternative to PID in loops primarily controlled with PLC units. This final contribution opens up the potential for much improved control of loops where PID may be a poor choice. These results demonstrate the potential for implementing more rigorous MPC strategies within a PLC. In the next chapters, more advanced and efficient constraint handling techniques will be developed with the aim of embedding them into the PLC.



Chapter 5 Feed-forward design This chapter presents original contribution to the thesis. Simple MPC algorithms produce a feed-forward compensator that may be a suboptimal choice. This chapter gives some insights into this issue and simple means of modifying the feed-forward to produce a more systematic and optimal design. In particular it is shown that the optimal procedure depends upon the underlaying loop tuning and also that there are, as yet under utilised, potential benefits with regard to constraint handling procedures. The chapter is organised as follows: Section 5.1 presents the introduction and motivation of the chapter, Section 5.2 first revisits the basics and gives an overview of conventional MPC algorithms while Section 5.3 discusses the impact of including the feed-forward as a separate design parameter. Section 5.4 introduces issues related to constraint handling and Section 5.5 presents an experimental example using a PLC. Finally, Section 5.6 gives the conclusions of the chapter.



5.1



Introduction



This chapter aims to look at some areas of model predictive control (MPC) (Mayne et al., 2000; Rossiter, 2003; Camacho and Bordons, 2004) that have been somewhat neglected in the mainstream literature, albeit themes that occur in many places. Specifically, consideration is given to tracking, especially where the setpoint trajectory is other than a straightforward step. This is of interest for several reasons: • One potential benefit of MPC is the ability to include, systematically, information about the future setpoint (Clarke et al., 1987b), however it is known that the original claims were severely flawed (Rossiter and Grinnell, 1996) due to prediction mismatch (Rossiter, 2003) whereby the class of predictions with a low control horizon nu is unable to match 83
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closely the desired closed-loop behaviour (constraints could have a similar impact). • Recent work built MPC around the unconstrained optimal (Scokaert and Rawlings, 1998; Kouvaritakis et al., 1998; Rossiter et al., 1998) thus avoiding prediction mismatch, but could encounter difficulties with feasibility for low numbers of degrees of freedom (d.o.f.). Also, it is important to note that, this work did not discuss feed-forward or trajectories that were not piecewise constant. • Where the setpoint is not a simple step, the paradigm of Scokaert and Rawlings (1998) is not optimal as this is based on steady-state assumptions and uses no advance knowledge of setpoint changes. A formal extension to include the setpoint dynamics and redo the ‘optimal control’ aspects is possible in some cases, but may not extend well to most cases and could be computationally intractable and/or impractical in general. • The amount of advance knowledge available has a significant impact on what is the best feed-forward compensator during constraint handling, the approach presented in this chapter follows the idea of reference governor techniques (Bemporad et al., 1997; Borrelli et al., 2009). The chapter will be organised to first demonstrate clearly where existing algorithms have weaknesses and then several different approaches will be proposed for specific scenarios, along with some analysis of the corresponding strengths and weaknesses. The key point is that it may be fruitful to think of the optimisation d.o.f. and the feed-forward compensator in a different way to that usually adopted in the literature. For example, it is common to adopt the closed-loop paradigm (Rossiter et al., 1998) and treat perturbations to the nominal loop as the d.o.f., but in this case there is a significant overlap between the role of the feed-forward and the d.o.f.; could one therefore equally consider perturbations to the feed-forward? Another vital issue is the time duration of the d.o.f. (Wang, 2001; Wang, 2004; Wang and Rossiter, 2008); where the setpoint is changing over a significant duration, there must be d.o.f. to match this and thus the usual choice of input perturbations may not be efficient or viable. For the sake of clarity, this work will not consider the impact of disturbances and parameter uncertainty, although future work will discuss these. Moreover, it is assumed that all steady-states are feasible and strictly inside any associated admissible sets (Gilbert and Tan, 1991) and that constraints are not time varying. So first, an overview is given of some different approaches and scenarios: 1. What potential to improve tracking is there in designing the feed-forward compensator separately from the default choice within the MPC optimi-
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sation? Can this approach take systematic account of constraints, different setpoint trajectories and different amounts of advance knowledge? 2. What potential is there in the structure of the d.o.f. in the control predictions and thus are there preferred structures for different scenarios?



5.2



Modelling, predictive control and tracking



This section will introduce the basic algorithms (Clarke et al., 1987b; Scokaert and Rawlings, 1998) underneath the proposals in the chapter and background information.



5.2.1



Model, constraints and integral action



Assume a standard state-space model of the form: xk+1 = Axk + Buk yk = Cxk + dk



(5.1)



with dk the disturbance, xk ∈ Rn , yk ∈ Rl and uk ∈ Rm which are the state vector, the measured output and the plant input respectively. This chapter adopts an independent model approach to prediction and disturbance estimation so defining wk = yk|k−1 as the output of the independent model (given by simulating model (5.1) in parallel with the plant) the disturbance estimate ˆ k = yk − wk and it is assumed to be constant over the prediction horizon. is d Disturbance rejection and offset free tracking (for constant setpoints) will be achieved using the offset form of state feedback (Muske and Rawlings, 1993b; Rossiter, 2006), that is: uk − uss = −K(xk − xss )



(5.2)



where x is the state of the independent model and xss , uss are estimated values of the steady-states giving no offset; these depend upon the model parameters, the setpoint r and the disturbance estimate. However, where £ ¤T r k = rTk+1 rTk+2 . . . rTk+na is time varying, the control law will in ge− → neral also have a term: Pr − rk →



(5.3)



where Pr is the feed-forward compensator and na is the number of samples of advance knowledge. In this chapter there is an implicit assumption that rk+na +i = rk+na , ∀i ≥ 0 (this term is used to compute xss , uss ), which may not be true for more general setpoint trajectories (Wang and Rossiter, 2008) but is good enough when na ≥ τs , τs the settling time. If na < τs , this is
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analogous to driving in foggy conditions, thus with a restricted view of the road ahead, and clearly suboptimal performance must result. For simplicity (for details of P1 , P2 see (Muske and Rawlings, 1993b)) define: ˆ k ); uss = P2 (rk+na − d ˆk) xss = P1 (rk+na − d Let the system be subject to constraints of the form  umin ≤ uk ≤ umax  ∆umin ≤ ∆uk ≤ ∆umax ∀k  ymin ≤ yk ≤ ymax



5.2.2



(5.4)



(5.5)



GPC/DMC algorithms: IMGPC



In conventional MPC (Clarke et al., 1987b), the optimum feed-forward arises from the optimisation. Thus, if one were to consider that the prediction matrices take the form: ˆ y k = Pyx xk + Py∆u ∆u −→k−1 + Pyd dk − →



(5.6)



Then, the performance index takes the form T r k − y k ) + ∆u J = (− r k − y k )T Q(− −→k−1 R ∆u −→k−1 → → − → − →



(5.7)



and the unconstrained optimal IMGPC (Internal Model GPC) control law is: T ∗ −1 T ˆk) ∆u r k − Pyx xk − Pyd d −→k−1 = (Py∆u QPy∆u + R) Py∆u (− →



(5.8)



Clearly, the dependence upon future setpoint information is through the feedforward Pr £ ¤ Pr = eT1 (PTy∆u QPy∆u + R)−1 PTy∆u ; eT1 = I 0 0 . . . (5.9) Constraints, over the prediction horizon, can be summarised by inequalities of the form E∆u −→k−1 + Fxk ≤ f



(5.10)



Thus, the control law for the constrained case, minimising J s.t. (5.10), has a less clear dependence on the setpoint trajectory.



5.2.3



Optimal MPC



The key idea in (Scokaert and Rawlings, 1998; Rossiter et al., 1998) is to embed into the predictions the unconstrained optimal behaviour and handle
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constraints by using perturbations about this. Hence, assuming K is the feedback, the input predictions are defined as follows: ½ −K(xk+i − xss ) + ck+i ; i ∈ {0, ..., nc − 1} uk+i − uss = (5.11) −K(xk+i − xss ); i ∈ {nc , nc + 1, . . .} where the perturbations ck are the d.o.f. for optimisation; conveniently sum¤T £ T T . . . c c marised in vector − c . Steady-state values correk = k+n −1 k c → sponding to a given disturbance/setpoint can be computed (for details of T1 , T2 see (Muske and Rawlings, 1993b)) from equations of the form: ˆ k ); uss = T2 (rk − d ˆk) xss = T1 (rk − d



(5.12)



It is known that for suitable M, N, f (e.g. Rossiter et al., 1998), the input predictions (5.11) and associated state predictions for model (5.1) satisfy constraints (5.5) if: Mxk + N− c k ≤ f(k) →



(5.13)



A typical performance index is based on a 2-norm and is computed over infinite horizons for both the input and output predictions. So, in the regulation case: ∞ X J= (xk+i+1 − xss )T Q(xk+i+1 − xss ) + (uk+i − uss )T R(uk+i − uss ) (5.14) i=0



with Q, R positive definite state and input cost weighting matrices. Note that the terms in J are equivalent to that used by GPC in that one could equally find Q such that (xk+i+1 − xss )T Q(xk+i+1 − xss ) ≡ k− r k − y k k22 → − → (for constant r or time varying xss ). In practice, the unconstrained optimal predictions may violate constraints (5.5), so prediction class (5.11) is used instead. It is easy to show (Rossiter et al., 1998) that optimisation of J over input predictions (5.11) is equivalent to minimising J = → c Tk W− c k (W = BT ΣB + R, Σ − ΦT ΣΦ = Q + KT RK, Φ = − → A − BK) and thus, in the absence of constraints, the optimum is − c ∗k = 0. → Where the unconstrained predictions would violate constraints, non-zero − c ∗k → would be required to ensure constraints are satisfied. Algorithm 5.1 (OMPC) The OMPC algorithm is summarised as (Scokaert and Rawlings, 1998; Rossiter et al., 1998): c ∗k = arg min − c Tk W− ck − → → → ck − →



s.t. Mxk + N− c k ≤ f(k) →



(5.15)
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Use the first element of − c ∗k in the control law of (5.11), with K. → This algorithm will find the global optimal, with respect to (5.14), whenever that is feasible and has guaranteed convergence/recursive feasibility in the nominal case. Remark 5.1 There is no explicit discussion in standard references of how advance knowledge of the setpoint would be taken into account by Algorithm 5.1, or for that matter input predictions (5.11). Hence, the default feed-forward is a simple gain which is implicit the estimate of xss , uss , see equation (2.37).



5.2.4



Illustrations of poor feed-forward design: no constraints



This section will demonstrate briefly the weakness of standard IMGPC/OMPC algorithms with regard to handling advance knowledge of setpoint changes. Specifically two types of plots are given: 1. Standard behaviour of IMGPC/OMPC when there is no feed-forward of setpoint changes; that is, the feed-forward is a simple gain. 2. Standard behaviour of IMGPC when the default feed-forward compensator of (5.9) is adopted. This is denoted AdvIMGPC. For the examples presented through this chapter, consider a SISO system given by:     1.4 −0.105 −0.108 0.2  xk +  0  uk 0 0 xk+1 =  2 0 1 £ 0 ¤ 0 0.5 0.75 0.5 xk yk = Figure 5.1 shows how the responses to some simple trajectories (step changes, ramped step) vary with: (i) the control horizon nu and (ii) the advance knowledge na (given as 10 samples). Table 5.1 shows normalised run-time costs of the example. The problems are clear: • IMGPC/OMPC does not react until after the setpoint has occurred; there is no anticipation. • If na À nu and nu is small, the feed-forward causes a slow drift with AdvIMGPC (anticipation) before moving quickly near the time of significant setpoint movements. This is clearly suboptimal. Thus, the feedforward may be poorly chosen in that the advance movement of the input is far from ideal with nu = 1.
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Figure 5.1: Closed-loop responses with various choices of nu .



Table 5.1: Performance indices for the example of Figure 5.1.



d.o.f. IMGPC OMPC AdvIMGPC



nu nu nu nu nu nu



=1 = 10 =1 = 10 =1 = 10



Normalised J 2.518 1.000 1.000 1.000 0.682 0.278



• With larger nu the drift (anticipation) problem of AdvIMGPC is less pronounced. Indeed, if nu is sufficiently large, AdvIMGPC gives reasonable closed-loop dynamics (close to OMPC) but more critically, the synergy with the feed-forward is much improved. • The default feed-forward of (5.9) is clearly suboptimal and in some cases, very suboptimal.
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Remark 5.2 Conceptually the problem is clear: the IMGPC algorithm is given just nu moves, starting now, with which it has to track a setpoint which may not begin changing until several samples in the future; thus the time position of the input moves available does not overlay the time position of the setpoint moves and the algorithm has to come with a compromise. Clearly a logical algorithm has to ensure that d.o.f. are available coincident with the setpoint changes. In this case nu ≥ na achieves such a requirement.



5.2.5



Summary



Standard predictive control algorithms such as IMGPC often come with a poor default feed-forward design (Rossiter and Grinnell, 1996) because nu is small and therefore one cannot satisfy the logical requirement that nu > na . OMPC algorithms seem to have ignored discussion of this altogether. Although it is implicit in LQR theory where there are no constraints and the setpoint is known and included in the relevant Riccati equations; these assumptions are impractical in general. Nevertheless, in cases where setpoints are not simple steps and advance information of desired trajectories is known (e.g. automobile, UAVs, power generation), there is a need to propose better ways of including advance information and the MPC literature seems largely to have ignored this issue.



5.3



Using the feed-forward as a design parameter: constraint free case



This section builds on the early ideas in (Rossiter and Grinnell, 1996) to demonstrate that: (i) in the unconstrained case one can easily define a much better feed-forward than the default; (ii) this approach is easily extended to OMPC; and (iii) it can also be extended to the constraint handling case. However, the section finishes with useful insights which implicitly contain warnings about the limitations of the approach.



5.3.1



Feed-forward design with OMPC algorithms



The difficulty with OMPC algorithms (Scokaert and Rawlings, 1998; Rossiter et al., 1998) is the use of infinite horizons in the performance index assumes that the setpoint trajectory is known and in fact it is typically assumed constant beyond the control horizon. If one assumes that the setpoint is constant throughout then the optimal feedback law can be determined from an unconstrained optimal control problem and takes the form of equation (5.11) where
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uss|k , xss|k are estimates of the steady-state values (at sample k) giving no steady-state offset. Remark 5.3 In the absence of constraints, predictions (5.11), with ck+i = 0, ∀i, are clearly suboptimal except for the case where rk = rk+1 = rk+2 , . . .



5.3.2



Two stage design



It is common practice to design the feed-forward after the control loop. Consequently one could ignore the default Pr of (5.9) and instead find a better Pr by a separate optimisation. A simplistic but effective algorithm is as follows. Algorithm 5.2 (Two stage design for the feed-forward compensator) Simulate the model and control law for an arbitrary feed-forward and known setpoint. Assuming zero initial conditions, the responses take the form: y(z) = Gc (z)Pr (z)r(z); ∆u(z) = Gcu (z)Pr (z)r(z);



(5.16)



where Gc , Gcu are closed-loop transfer functions. The output of the feedforward is given from p(z) = Pr (z)r(z) or in long hand: p(z) = [P1 z + P2 z 2 + . . . + Pna z na ]r(z) ⇓ pk = Pna rk+na + Pna −1 rk+na −1 + . . . + P1 rk+1



(5.17)



Hence,      |



pk pk+1 pk+2 .. . {z











    =   }



|



p − →



rk+1 rk+2 · · · rk+2 rk+3 · · · rk+3 rk+4 · · · .. .. .. . . . {z



rk+na rk+na +1 rk+na +2 .. .



Sr



    



P1 P2 .. .



    



(5.18)



Pna } | {z } P



with p ∈ Rny , Sr ∈ Rny ×na and P ∈ Rna . Therefore, in time domain form, − → up to a given horizon, (5.16) can be represented as: y = Hy Sr P; − → ∆u −→ = Hu Sr P;



(5.19)



with Hy , Hu ∈ Rny ×ny . Minimise the predicted performance J (5.7) w.r.t. to the parameters of P to give: £ ¤−1 Pbest = (Hy Sr )T (Hy Sr ) + (Hu Sr )T R(Hu Sr ) (5.20) (Hy Sr )T − r → Use Pbest in the control law.
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It should be noted that a different feed-forward is implied for each control law and setpoint as the matrices Hy , Hu depend on the control law and the matrix Sr depends upon the setpoint. The IMGPC algorithm with this choice of feedforward is denoted AdvIMGPC2 to distinguish from the algorithm AdvIMGPC which uses the default (5.9). OMPC with this optimal feed-forward is denoted AdvOMPC. Remark 5.4 A major weakness of this two stage design is that the feedforward is optimised, off-line, for a specific scenario. If the setpoint trajectory is a different shape to that within (5.19), then optimisation of (5.20) needs to be recomputed, because Sr will be different 1 . Of course being a simple least squares and assuming na is not large, one might argue this is straightforward. There is also an assumption (for optimality) that the feed-forward is used for the whole time span over which the predictions (5.19) are computed and the initial conditions are known, for instance steady-state.



5.3.3



Numerical examples



Figure 5.2 gives simulations for the same scenario as Figure 5.1 but for algorithms AdvIMGPC, AdvIMGPC2 and AdvOMPC ultising default and optimal feed-forward designs respectively. Table 5.2 shows normalised run-time costs of the example. In order to emphasise the potential of the two stage design, AdvIMGPC2 deploys just nu = 1 and thus the loop tuning has relatively poor dynamics compared to OMPC. However, the reader should note in particular that: • The feed-forward (AdvIMGPC2) leads to overall performance that is close to that possible with AdvOMPC, despite the poor loop dynamics. • The disturbance response (around sample 40) shows that AdvIMGPC and AdvIMGPC2 have the same loop dynamic, but very different feedforwards as evident in the initial part of the step responses. • Figure 5.2/Table 5.2 gives good evidence for the potential improvement in behaviour with the feed-forward parameters of (5.20). • If nu is sufficiently large, AdvIMGPC and AdvIMGPC2 closed-loop dynamics are similar to AdvOMPC. In summary, the literature rather neglects the issue of what to do when the setpoint is time varying within the immediate prediction horizon. Also, one might argue that resorting to the optimal control literature (which assumes knowledge of the entire horizon) does not adequately deal with the issue of 1



This also ignores issues linked to initial conditions.
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advance knowledge of setpoint changes being restricted to na at all points in time, although, with some patience, one may be able to create an equivalent state-space model (potentially with very large state dimensions) including all this information. Thus, once again there is need to look at how the setpoint information is brought into the control law. Outputs with n = 1
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Figure 5.2: Closed-loop behaviour with optimised feed-forward compensators of order 10. Table 5.2: Performance indices for the example of Figure 5.2.



d.o.f. AdvIMGPC AdvOMPC AdvIMGPC2



nu nu nu nu nu nu



=1 = 10 =1 = 10 =1 = 10



Normalised J 1.936 0.982 1.000 1.000 1.132 0.982
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5.3.4



Other setpoint trajectories



Of course the weakness of the design used in Figure 5.2 is that it was set up for a step change. Consider next a scenario where the setpoint changes in a more varied fashion, say, as may be the case for a vehicle or cutting machine. Figure 5.3 gives plots which demonstrate comparisons between: (i) optimised feed-forward for a step (AdvIMGPC2o) and (ii) optimised feed-forward for given setpoint (AdvIMGPC2). The corresponding normalised run-time costs for the example are shown in Table 5.3. Outputs with nu = 1
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Figure 5.3: Closed-loop behaviour with optimised feed-forward compensators of order 10 for different trajectories. Table 5.3: Performance indices for the example of Figure 5.3.



d.o.f. AdvIMGPC2o AdvIMGPC2



nu nu nu nu



=1 = 10 =1 = 10



Normalised J 1.415 1.000 1.157 1.000
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Unsurprisingly, a feed-forward optimised for a specified trajectory is always best on that trajectory but in practice this would require the optimisation of equation (5.20) to be done on-line. As this is a simple least squares one could argue that this is a tractable and sensible proposition. However, as the size of nu increases, the loop tuning improves and the difference in feed-forward for different setpoint trajectories seems to reduce as the feed-forward is doing less work to overcome poor default behaviour. For Figure 5.3, with nu = 1, the optimised feed-forward parameters for step Pbest,step and the full trajectory Pbest,f ull are: £ ¤ 0.1340 −0.4725 0.1634 0.1403 0.0921 0.0496 . . . Pbest,step = £ ¤ Pbest,f ull = −0.1237 −0.0561 0.0845 0.0866 0.0655 0.0355 . . . These are clearly quite different. Conversely, when nu = 5, the feed-forward parameters are the same to within a few percent, regardless of the choice of setpoint (that is matrix Sr ): £ ¤ Pbest,step = 0.0738 0.1655 0.2201 0.1506 0.0831 0.0312 . . . £ ¤ Pbest,f ull = 0.0721 0.1675 0.2200 0.1504 0.0830 0.0312 . . .



Conjecture 5.1 If the order of the feed-forward is greater than the settling time of the closed-loop and the loop is optimally tuned, then the best feedforward is largely independent of the setpoint trajectory. However, if the loop is not optimally tuned, the feed-forward will seek to improve the dynamic behaviour and this is highly dependent upon the shape of the setpoint trajectory and na . Corollary 5.1 If the loop is well tuned, the optimum feed-forward can be computed with a relatively small least squares optimisation based on any closed-loop step response over the system settling time. Remark 5.5 1. By its very nature, the impact of the feed-forward will also be sensitive to parameter uncertainty but this effect is not considered here. 2. One might also note that it is implicit in this whole section that the setpoints settle to a steady-value at some point. Tracking of cyclic signals requires a more complex re-design of the MPC algorithm (Wang and Rossiter, 2008).
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Using the feed-forward as a design parameter: constrained case



The unconstrained case is relatively straightforward, but the best choice of feed-forward is not so straightforward where constraints are present because the unconstrained optimal will often be infeasible. Typical MPC formulations concentrate on step responses, but here it will be shown that where the setpoint has a more complex evolution, standard feasibility/performance results and intuition break down. The most obvious issue that will be demonstrated is the location of the d.o.f. in the input trajectory. If these are not matched to the major dynamic changes in the setpoint, then the input is not able to deal with the setpoint properly and infeasibility may be inevitable. A properly designed feed-forward can help to some extent, but this will always be sensitive to requiring precise knowledge of the setpoint and initial conditions and thus would be useful only where a scenario was known to occur regularly, such as in batch processing or a particular vehicle manoeuvre that always begins from the same initial condition.



5.4.1



Constraint handling via feed-forward



When the feed-forward is optimised, as in the previous section, this optimisation can be augmented to take account of constraints so that, in the nominal case, the combination of feed-forward, loop control law and setpoint gives feasible trajectories which minimise the predicted cost J. An illustration of this is given in Figure 5.4 where the the only difference from earlier figures is that the Figure 5.4 shows closed-loop responses with optimised feed-forward: (i) unconstrained case and (ii) constrained case (−0.06 ≤ u ≤ 0.06, −0.04 ≤ ∆u ≤ 0.04); both for AdvIMGPC2 with nu = 2. The advantage of such an approach is that, in the nominal case, no on-line optimisation is required for the constraint handling. Moreover, one can choose to do this around OMPC thus getting optimal nominal performance. If one were to take the nominal AdvOMPC algorithm, then it may easily become infeasible for na > nc . For example, consider a scenario where, with na = 1, non-zero ck was required to maintain feasibility. If na À nc , the d.o.f. ck are not situated in the right place in time to help deal with a sudden change in uss .
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Outputs with nu = 2
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Figure 5.4: Closed-loop behaviour for AdvIMGPC2 with optimised feed-forward compensators improving tracking and constraint handling.
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Figure 5.5: Closed-loop behaviour for AdvIMGPC2 with optimised feed-forward compensators improving tracking, constraint handling and disturbance rejection.



5.4.2



Allowing for uncertainty



The on-line optimisation is able to focus solely on dealing with uncertainty and does not have to cater for the effects of setpoint changes, which are accommodated through the feed-forward. This greatly reduces the computational load or d.o.f. required to maintain feasibility while allowing high performance and thus improves the applicability of the overall algorithm. In Figure 5.5, a disturbance is added which causes the nominal loop to lose feasibility, and this is handled with just nu = 2 d.o.f., despite the tracking problem being challenging already.



5.5



Experimental implementation of the algorithm



This section shows the experimental implementation of the proposed two stage design for the feed-forward compensator of the MPC. Section 5.5.1 presents the integration of the program into the PLC, while Section 5.5.2 shows the experimental results of implementing the control law.
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Figure 5.6: Structure of the MPC algorithm with optimised feed-forward in the target PLC.



5.5.1



PLC implementation



The algorithm to be implemented is an unconstrained IMGPC with advance knowledge. The program structure is shown in Figure 5.6. Since, the principal routines dedicated to control the program execution, the matrix operations and the observer have been described already in Chapter 4 only the routines with changes are described next: MPC MAIN (Ladder Logic Diagram). This is the main routine whose purpose is to control the program execution, calling routines as and when they are needed. The model of the plant has to be hardcoded by the user in this routine. The disturbance estimate is also calculated here using: dk = yk − yk|k−1 , and it is assumed to be constant over the prediction horizon. Output Predictions (Ladder Logic Diagram). This subroutine is called from a FOR loop in MPC MAIN (J = 1 to ny ). On the first scan of the program calls the routine Matrix Formation. On the next scans reads in the current value of plant output and forms predictions of the states − x k and → plant output y k for the next ny cycles. − → Matrix Formation (Structured Text). This subroutine is called from the routine Output Predictions and is only enabled on the FIRST SCAN.
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Figure 5.7: MPC algorithm with optimised feed-forward memory usage on the target PLC.



Precomputes Pxx , Px∆u , Pyx , Py∆u . After execution, it sets a Bit to ‘Done’ which disables the routine from future scans. Optimisation (Structured Text). This subroutine is accessed from the routine Controller Output. Calculates the unconstrained control law given by (2.27), where the feed-forward term has been optimised off-line for a given trajectory. From the properties of the controller it can be seen (Figure 5.7) that the program uses 13% of the available storage of the PLC including required memory for I/O, running cache and other necessary subroutines.



5.5.2



Experimental test



The speed process presented in Section 4.5.2 is used as the test rig. The interest is tracking of a ramped step with constraints: u ≤ 3.5V , ∆u ≤ 0.05V . The feed-forward calculated off-line using Algorithm 5.2 is given by: £ ¤ Pbest = 0.016 0.2782 0.255 0.021 0.0035 . . . Other tuning parameters of the controller are: ny = 15, nu = 3, na = 10, R = I, Ts = 0.1 secs. The results presented in Figure 5.8, demonstrate accurate tracking of the setpoint. Finally, in Figure 5.9 shows the sampling time and jittering of the program. Since this is a simpler program that the one presented in Chapter 4 it is expected to execute faster.
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Figure 5.8: Experimental test for the speed process using an optimised feedforward compensator of order 10.



Figure 5.9: Execution time and sampling jittering of the MPC algorithm with optimised feed-forward.
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Conclusions



This chapter has highlighted several issues which are not really discussed in the literature and could cause difficulties with naive implementations of MPC. First it has reinforced the message that the default feed-forward from a GPC type of algorithm is often very poor unless nu is large; however typical recommendations used in industry would deploy a small nu . It has demonstrated that a two stage design whereby the feed-forward is selected once the loop controller is known, perhaps unsuprisingly, ensures a proper synergy exists and therefore gives better performance. However, of particular note is that this chapter has highlighted some further insights. One might expect the best feed-forward to depend upon the setpoint trajectory. For GPC/DMC algorithms with small nu , and thus closedloop performance that is sub-optimal with respect to the chosen performance index, the feed-forward arising from a two stage design attempts to overcome some of the poor tuning, for the specific setpoint provided. Consequently the best feed-forward is closely linked to the trajectory and should be modified for different trajectory shapes. Where the user has adopted a dual-mode MPC approach such as (Scokaert and Rawlings, 1998), so that the default tuning is good, then the optimum feedforward is no longer dependent on the setpoint shape, as long as the order of the feed-forward is greater than or equal to the loop settling time. Also, the chapter has explored briefly the links between the feed-forward and the d.o.f. used for constraint handling, as these impact on the closed-loop in a similar way. It has been shown that for repeated setpoint trajectories it is possible and probably advantageous to use the feed-forward design to deal with constraints, thus shifting the major computational load to an off-line problem. The optimisation d.o.f. then need only focus on feedback aspects such as arise from parameter uncertainty and disturbances. Finally, it was shown how this strategy could be implemented in a PLC in order to reinforce the message of this thesis: keep algorithms simple and embedded in standard hardware.



Chapter 6 Laguerre functions to improve feasibility This chapter presents original contribution to the thesis. First, with the aim of enlarging the feasible region, two simple modifications to conventional MPC algorithms are introduced: (i) an algorithm exploiting the non-synergy between the cost function and the terminal feedback; and, (ii) the use of Laguerre functions for the definition of the d.o.f. in optimal MPC. Then, it is shown that despite the relatively large feasibility gains, the loss in performance may be far smaller than expected and thus the algorithms give mechanisms for achieving low computational loads with good feasibility and good performance while using a simple algorithm set up. Both algorithms have standard convergence and feasibility guarantees. The chapter is organised as follows: Section 6.1 presents the introduction and motivation of the chapter; Section 6.2 summarises the proposals; Section 6.3 presents the background and assumptions adopted for this chapter; Section 6.4 presents the algorithm exploiting non-synergy; Section 6.5 presents the algorithm that uses Laguerre functions; Section 6.6 presents numerical examples; and finally, Section 6.7 gives the conclusions of the chapter.



6.1



Introduction



One key conflict in linear predictive control is between feasibility and performance. If a dual-mode MPC controller, that is one based on infinite output horizons, is tuned to give high performance, then it will often have relatively small feasible regions (regions where the class of predictions satisfy constraints) (Scokaert and Rawlings, 1998; Kouvaritakis et al., 1998) unless one uses a prohibitively large number of decision variables (or degrees of freedom, d.o.f.). Conversely, a strategy giving good feasibility may achieve this through detuning and thus may have relatively poor performance. 103
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It has been noted that a DMC (Cutler and Ramarker, 1979) or GPC (Clarke et al., 1987a; Clarke et al., 1987b) type of algorithm will usually give reasonable performance for large (large is typically 3-5) input horizons and output horizons over the settling time. Significantly, DMC/GPC deploys a detuned terminal mode – essentially open-loop behaviour. However, there are processes where this may not be so effective; for instance systems with: (i) poor open-loop dynamics and (ii) state or output constraints. In these cases, DMC or GPC with an input horizon of one may produce closed-loop behaviour close to the open-loop and therefore unsatisfactory. State constraints may also severely restrict the operating region and have a strong influence on the constrained control law. A further significant theoretical weakness of GPC/DMC is the lack of a general stability guarantee, especially during constraint handling. Although one could argue that with large output horizons such issues are nit picking, it can also be argued that if such guarantees are straightforward to achieve, then it seems reasonable to do so. Hence, in this chapter the standard dual-mode prediction set up (Kouvaritakis et al., 1998; Mayne et al., 2000) will be adopted as this enables guarantees of asymptotic stability and recursive constraint satisfaction. In summary, some key on going debates are how best to: (i) maximise the feasible region; (ii) maintain a sensible limit on the implied on-line computational load; and (iii) obtain good enough closed-loop performance. Several authors have looked at this problem, although less so in recent years where the focus has moved more to nonlinear systems, robustness and parametric solutions. The simplest approach is to adopt saturation control when the controller is infeasible (Rojas and Goodwin, 2002), but this is only really applicable to stable systems with no output/state constraints and, may give poor performance where the open-loop dynamics are poor. Another simple approach (Tan and Gilbert, 1992) defines (off-line) a large number of alternative linear control laws and then selects on-line from the currently feasible laws (i.e. the current state lies with the associated MAS), the one giving best performance. This approach is also easily extended to the robust case (Wan and Kothare, 2004) and indeed a similar concept is developed for the linear or nonlinear case in (Limon et al., 2005) where the authors also introduce some flexibility in the transients. However, a major weakness is that the optimum constrained control law is known to be affine time varying (Bemporad et al., 2002b) and thus this approach can give suboptimal performance when feasible and may also give significant restrictions to feasibility. Moreover, storing the MAS for many different control laws has a potentially large overhead, especially in the uncertain case (Pluymers et al., 2005a). Other work has looked at alternative ways of formulating the degrees of freedom for optimisation, for instance by interpolation methods (Bacic et al., 2003b; Rossiter et al., 2004). However, these methods do not currently extend well to large dimensional systems and, as they do not fit as conve-
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niently into a normal paradigm, more work is required to encourage take up by colleagues and industry. Some interesting work considered so called triple mode strategies (Rossiter et al., 2005; Imsland et al., 2008) where one embeds a smooth transition between a controller with good feasibility and one with good performance into a single model and use the decision variables to improve performance/feasibility further still. This work is successful but relies on heavy computation and algebra in the off-line parts and thus may be difficult for industrialists to implement.



6.2



Proposals



Despite the obvious recent interest, it is the author’s view that some simple insights remain unpublished and therefore perhaps, neither fully appreciated nor investigated by the community. Moreover, in order to maintain strong links with commercial algorithms, such as DMC, this chapter makes some simple assumptions: 1. Base MPC on a conventional dual-mode algorithm such as in (Scokaert and Rawlings, 1998; Kouvaritakis et al., 1998). 2. Investigate the potential of changing the three main tuning parameters: (a) The terminal mode control law. (b) The cost function. (c) The definition of the degrees of freedom during transients. The reader may be surprised that some of the associated insights are not well disseminated already and so the chapter summarises why these are worth investigating further. It is well known that the terminal mode law affects feasibility, but this has not been tied up effectively with the observation that choice of cost function is a separate tuning parameter which can counter balance the impact of a poorly tuned terminal law. There has been a surprising inertia, especially given the insights of (Scokaert and Rawlings, 1998), against changing the specification of the d.o.f. away from individual control values whereas in fact many other possible parameterisations exist (e.g. Wang, 2001; Wang, 2004; Rossiter et al., 2005). The chapter will discuss the potential of Laguerre functions for improving the complexity versus feasibility trade-off. Moreover, these insights will be transferred to a more sophisticated dual-mode algorithm and it will be shown that, in some cases, one can obtain significant feasibility improvements over a standard algorithm such as (Scokaert and Rawlings, 1998) without necessarily any sacrifice of performance.
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Finally, a minor contribution in this chapter is the presentation of the numerical examples. One common difficulty is that feasibility is hard to plot for n-state systems (n ≥ 3); here, a novel means of illustrating the feasibility/performance trade-off for high dimensional systems is presented.



6.3



Modelling and predictive control



This section introduces the assumptions used in the chapter and background information, but omitting well known algebra that does not add to concepts.



6.3.1



Model, constraints and integral action



Assume a standard state-space model of the form: xk+1 = Axk + Buk yk = Cxk + dk



(6.1)



with dk the disturbance, xk ∈ Rn , yk ∈ Rl and uk ∈ Rm which are the state vector, the measured output and the plant input respectively. This chapter adopts an independent model approach to prediction and disturbance estimation, so defining wk = yk|k−1 as the output of the independent model (given by simulating model (6.1) in parallel with the plant)the disturbance estimate ˆ k = yk − wk and it is assumed to be constant over the prediction horizon. is d Disturbance rejection and offset free tracking will be achieved using the offset form of state feedback (Muske and Rawlings, 1993b; Rossiter, 2006), that is: uk − uss = −K(xk − xss )



(6.2)



where x is the state of the independent model and xss , uss are estimated values of the steady-states giving no offset; these depend upon the model parameters, the setpoint r and the disturbance estimate. For simplicity (for details of P1 , P2 see (Muske and Rawlings, 1993b)) define: ˆ k ); uss = P2 (rk − d ˆk) xss = P1 (rk − d Let the system be subject to constraints of the form  umin ≤ uk ≤ umax  ∆umin ≤ ∆uk ≤ ∆umax ∀k  ymin ≤ yk ≤ ymax



(6.3)



(6.4)
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Predictions, constraint handling and feasibility



The key idea in (Scokaert and Rawlings, 1998; Rossiter et al., 1998) is to embed into the predictions the unconstrained optimal behaviour and handle constraints using perturbations about this. Hence, assuming Kj is the feedback, the input predictions are defined as follows: ½ −Kj (xk+i − xss ) + ck+i ; i ∈ {0, ..., nc − 1} uk+i − uss = (6.5) −Kj (xk+i − xss ); i ∈ {nc , nc + 1, . . .} where the perturbations ck are the d.o.f. for optimisation; conveniently sum¤T £ T T c . . . c . marised in vector − c k = k+n −1 k c → It is known that for suitable Mj , Nj , fj (e.g. Rossiter, 2003), the input predictions (6.5) and associated state predictions for model (6.1) satisfy constraints (6.4) if: Mj xk + Nj − c k ≤ fj (k) →



(6.6)



Remark 6.1 The MCAS 1 (maximal controllable admissible set) is defined as c k ≤ fj (k)}. The volume and shape of Sj Sj = {x : ∃− c k s.t. Mj xk + Nj − → → depends on Mj , Nj , fj (k) which vary with the state feedback Kj within (6.5) and the model (6.1); fj (k) also depends upon xss , uss and constraints (6.4) and thus is time varying. Remark 6.2 It is assumed throughout this chapter that any sets used are not only invariant (Blanchini, 1999), but in general are the maximal controllable admissible sets (MCAS, (Gilbert and Tan, 1991)) corresponding to any given prediction class. Using such sets gives a guarantee of recursive feasibility. There are some nuances for the uncertain case (e.g. Pluymers et al., 2005a) but these are not central to this thesis.



6.3.3



Optimal MPC



A typical performance index is based on a 2-norm and is computed over infinite horizons for both the input and output predictions. So, in the regulation case: ∞ X Jj = (xk+i+1 − xss )T Qj (xk+i+1 − xss ) + (uk+i − uss )T Rj (uk+i − uss ) i=0



(6.7) 1



If nc > 0 it is necessary to mathematically define the concept of the MCAS, the domain of attraction of the closed-loop system, which is the projection to x-space of the implied set. − c k can be thought of as enlarging the MAS, as increasing the control horizon → nc implies more available time-steps to move the state into the MAS through the action of perturbations − c k. →
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with Qj , Rj positive definite state and input cost weighting matrices. Define the unconstrained optimal state feedback law associated to Jj with Qj , Rj as Kj . In practice, the unconstrained optimal predictions may violate constraints (6.4), so the prediction class (6.5) is used instead. It is easy to show (Rossiter et al., 1998) that optimisation of Jj over input predictions (6.5) is equivalent to minimising Jj = → c Tk Wj − c k (Wj = BT ΣB + Rj , Σ − ΦT ΣΦ = Qj + − → KTj Rj Kj , Φ = A−BKj ) and thus, in the absence of constraints, the optimum is − c ∗k = 0. Where the unconstrained predictions would violate constraints, → non-zero → c ∗k would be required to ensure constraints are satisfied. − Algorithm 6.1 (OMPC) The OMPC algorithm is summarised as (Scokaert and Rawlings, 1998; Rossiter et al., 1998): ck c Tk Wj − c ∗k = arg min − → → − → ck s.t.



− →



Mj x k + N j − c k ≤ f(k) →



(6.8)



Use the first element of − c ∗k in the control law of (6.5), with Kj . → This algorithm will find the global optimal, with respect to (6.7), whenever that is feasible and has guaranteed convergence/recursive feasibility in the nominal case. If Kj is chosen to be the LQR optimum, two key observations can be made: 1. The feasible region Sj depends only on the prediction class (6.5) and thus depends upon nc (number of free moves) and Kj , the terminal feedback. 2. In general, the performance measure Jj can be distinct from the prediction class, even though a well conditioned optimisation problem and the desire for a global optimum would suggest a synergy between Jj and Kj (Scokaert and Rawlings, 1998). This chapter seeks to explore more carefully the potential gains of not having a synergy between the prediction class (6.5) and the performance index (6.7). Although it is intuitively obvious that the optimisation is not as well-defined, this chapter will demonstrate that one may achieve significant feasibility gains with very small loses in performance. Remark 6.3 DMC/GPC algorithms assume that Kj = 0 in (6.5) and thus implicitly are a subset of all the discussions.
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A MPC algorithm exploiting non-synergy



This section investigates more carefully the choice of the terminal mode within a dual-mode MPC algorithm. However, the specific innovation is to investigate the benefits of deliberately using a cost function Ji and terminal feedback Kj , (i 6= j) so that they are unrelated. So, it is usual either: • to use as the feedback in prediction (6.5) the unconstrained optimal K1 corresponding to a well tuned cost function J1 (6.7), and on-line to minimise the same cost. • to improve feasibility by using a feedback K2 corresponding to a less aggressive cost (e.g. R2 À R1 in J2 ) and on-line minimise J2 . c Tk W2 − c k respectively, In both cases the costs J1 , J2 take the form → c Tk W1 − c k, − → → − → for suitable W1 , W2 . Here the proposal is different. The optimisation of (6.8) is always based on the same performance index J1 , the ideal one, irrespective of the terminal feedback adopted in prediction class (6.5). Definition 6.1 (Performance) The optimal performance and hence both predictions and simulations are all assessed by the cost function J1 of (6.7) defined with R1 , Q1 . Definition 6.2 (Prediction classes and optimisation) There are two alternative prediction classes used to optimise J1 , given as: OMPC. Combine K1 with J1 - this is the usual algorithm of (Scokaert and Rawlings, 1998; Rossiter et al., 1998). ½ −K1 (xk+i − xss ) + ck+i ; i ∈ {0, ..., nc − 1} uk+i − uss = (6.9) −K1 (xk+i − xss ); i ∈ {nc , nc + 1, . . .} The associated cost to be minimised on-line is given in (6.8). OMPC-b. Combine K2 with J1 - this is, not having a synergy between the the cost function and terminal feedback. ½ −K2 (xk+i − xss ) + ck+i ; i ∈ {0, ..., nc − 1} uk+i − uss = −K2 (xk+i − xss ); i ∈ {nc , nc + 1, . . .} (6.10) Substituting predictions (6.10) into cost J1 defines the predicted cost as: J1 = − c Tk W1,2 → ck+− c Tk Z1,2 xk + xTk Hxk → − →



(6.11)
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for suitable W1,2 , Z1,2 (see chaps 6,7 of (Rossiter, 2003)). The key point is that unlike for (6.1), the cross term Z1,2 6= 0 so − c ∗k = 0 is no → longer the unconstrained optimal and in fact W1,2 is also more complex in structure than W1 . The last term is ignored as not being dependent on the d.o.f. − c k . The constraint inequalities which ensure that the OMPC-b → predictions meet system constraints are given as: M2 x k + N 2 − c k ≤ f2 (k) →



(6.12)



for suitable M2 , N2 , f2 (k); f2 (k) depends upon state, setpoint, etc. Algorithm 6.2 (OMPC-b) The OMPC-b algorithm is summarised as: n o ∗ T T c = arg min c W c + c Z x − →k − →k 1,2 − →k − →k 1,2 k c − →k



s.t.



(6.13)



M 2 xk + N 2 − c k ≤ f2 (k) →



Use the first element of − c ∗k in the control law of (6.10), with K2 . → OMPC-b is in fact equivalent to many algorithms in the literature, for certain choices of K2 . Hence the main aim here is to ask: 1. How much performance do we actually lose by using OMPC-b as opposed to OMPC? 2. How much feasibility do we gain by using OMPC-b instead of OMPC? The argument given here is that the loss of performance is often far smaller than might be expected, especially when contrasted to the potentially large gains in feasibility. This gives a strong argument for always preferring OMPC-b and this has not been made clear in the literature.



6.5



Using Laguerre functions in OMPC



This section makes a proposal which the author believe is a significant move away from the community conventions. The benefits of such a move are clear in the examples section. Specifically, what is proposed is an OMPC algorithm that uses Laguerre functions in place of the more usual single sampling instant perturbations ck but whereas earlier work focussed on GPC type algorithms and performance, this section goes a step further and considers the impact on feasibility which is where there is most to be gained. Section 6.5.1 introduces the Laguerre functions; Section 6.5.2 presents details in how to incorporate the Laguerre functions in the parametrisation of the d.o.f. for OMPC.
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6.5.1



Laguerre polynomials



The z-transforms of the discrete-time Laguerre polynomials are written as: p (1 − a2 ) Γ1 (z) = 1 − az −1 p (1 − a2 ) z −1 − a Γ2 (z) = 1 − az −1 1 − az −1 .. . Γn (z) =



p



(1 − a2 )



(z −1 − a)n−1 (1 − az −1 )n



(6.14)



where a is the pole of the discrete-time Laguerre network, and 0 ≤ a < 1 for stability of the polynomials. The parameter a is required to be selected by the user; a is also called the scaling factor. The Laguerre polynomials are well known for their orthonormality. In the frequency domain, this orthonormality is expressed in terms of the orthonormal equations for Γm (m = 1, 2 . . .) as: Z Π ¡ ¢ ¡ ¢? 1 Γm ejw Γn ejw dw = 1; 2Π −Π Z Π ¡ ¢ ¡ ¢? 1 Γm ejw Γn ejw dw = 0; 2Π −Π



m=n



(6.15)



m 6= n



(6.16)



where (·)? denotes complex conjugate of (·). In the design of predictive control, Laguerre functions in the time domain are used. The discrete-time Laguerre functions are obtained through the inverse z-transform of the Laguerre polynomials. However, taking the inverse z-transform of the Laguerre polynomials does not lead to a compact expression of the Laguerre functions in the timedomain. A more straightforward way to find these discrete-time functions is based on a state-space realization of the polynomials. Note that: Γn (z) =Γn−1 (z)



(z −1 − a) (1 − az −1 )



(6.17)



Letting lk,n denote the inverse z-transform of Γn (z, a). This set of discrete-time Laguerre functions is expressed in a vector form as: Lk =



£



lk,1 lk,2 . . . lk,n



¤T



(6.18)



Taking advantage of (6.17), the set of discrete-time Laguerre functions satisfies the following difference equation: Lk+1 = AL Lk



(6.19)
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where matrix size of AL is n × n and is a function of parameters a and β = 1 − a2 , and the initial condition is given by L0 , which yields to:   a 0 0 0 ···  β a 0 0 ···     −aβ  β a 0 · · · Lk+1 =   Lk ;  a2 β −aβ β a · · ·    .. .. .. .. . . . . . . . | {z } (6.20) A L   1  −a    √  2  L0 = 1 − a 2  a  ; β = 1 − a 2  −a3    .. . The dimension of the state-space predictor (6.20) can be taken as large (or small) as needed to capture the desired polynomial sequences. Remark 6.4 For multivariable signals, one can easily modify the above algebra to allow a separate set of sequences for each loop. Hence, it is also easy to allow different a for different loops. This detail is omitted. The orthonormality expressed in (6.15) and (6.16) also exists in the time domain, namely: ∞ X



lk,i lk,j = 1;



i=j



(6.21)



lk,i lk,j = 0;



i 6= j



(6.22)



k=0 ∞ X k=0



This orthonormality will be used in the design of discrete-time model predictive control. Figure 6.1, shows the coefficients of the first five Laguerre polynomials with a = 0.5 and a = 0.8. It is seen that with a = 0.5, the Laguerre functions decay to zero in less than 20 samples. In contrast, with a = 0.8, the Laguerre functions decay to zero at a much slower speed (more than 50 samples are required). Also, the initial values for the Laguerre functions with the smaller a value are larger than the corresponding functions with a larger a, particularly with the first function in each set.
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Figure 6.1: Coefficients of five Laguerre polynomials with a = 0.5 and a = 0.8.



Special case when a=0 When a = 0, the AL matrix in (6.20) becomes  0 0 0 0 ···  1 0 0 0 ···   AL =  0 1 0 0 · · ·  0 0 1 0 ···  .. .. .. .. . . . . . . .



      



and the initial condition vector becomes £ ¤T L0 = 1 0 0 0 . . .



(6.23)



(6.24)



Then, lk,1 = δk , lk,2 = δk−1 , lk,3 = δk−2 , . . ., lk,n = δk−n−1 , where δ i = 1 when i = 0; and δ i = 0 when i 6= 0. It is seen that the Laguerre functions become a set of pulses when a = 0. This is important because the previous work in the design of predictive control essentially uses this type of description for the incremental control trajectory, thus the MPC design using Laguerre functions with a = 0, becomes equivalent to the traditional approach.
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Use of Laguerre functions in OMPC design



A fundamental weakness of OMPC algorithms is that the d.o.f. are parameterised as individual values at specific samples (ck+i , i = 0, ..., nc − 1), i.e. signals that have an impact over just one sample and thus have a limited impact on feasibility. If the initial state is far away from the MAS associated to c k = 0, then nc steps will be insufficient to move into the MAS, especially − → where nc is small and therefore the algorithm will be infeasible. One argument (Wang, 2001; Wang, 2004) is that the typical choices of d.o.f. in MPC were chosen for convenience and transparency, not because they were the best way to map the desired set. However, one might overcome this limitation if the class of predictions includes other trajectories that also evolve over a longer horizon, thus relaxing the timescale required to enter a target MAS. Laguerre polynomials with a > 0 evolve over an infinite horizon with convergence linked to a. If the ‘best’ closedloop dynamics have time constant a, then it is intuitive that an appropriate mix of Laguerre polynomials will give a better match than a mix of simple input values over a short horizon. Also, where a state is well outside the MAS, a small number of simple input perturbations is not sufficient to regain feasibility (Kouvaritakis et al., 1998) whereas basing the perturbations ck on Laguerre provides a long horizon trajectory and thus may improve feasibility. However, apart from application to GPC (Wang, 2004; Rossiter and Wang, 2008), this has not been considered. Laguerre functions in MPC The parameter a defines the timescale of input predictions made up as a combination of Laguerre functions; the nearer a becomes to one, the longer the timescale and implicitly the slower the output response. Where an initial state is far from the MAS, then a Laguerre function based on a larger a may be able to produce a feasible input trajectory which enters the MAS, but far more than nc steps later. So, conceptually, the main thrust of the proposal here is built input predictions which use as the d.o.f. an interpolation between Laguerre functions, and where one could even consider modifying a on-line to improve feasibility where required and thus deploying no extra d.o.f.. For ease of distinction, the associated algorithm will be denoted as LOMPC (Laguerre OMPC). As the algebra is relatively routine, the presentation is deliberately concise. Remark 6.5 One can easily use Laguerre functions to redesign DMC/GPC (Rossiter and Wang, 2008) achieving good performance and feasibility, but as this chapter is focussed on dual-mode algorithms with guaranteed stability, those details are omitted.
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Remark 6.6 One of the most popular parametrisations of the d.o.f. is ‘move blocking’, where one fixes the perturbation ck (offset blocking), the future input uk (input-move blocking) or its derivatives ∆uk (delta blocking) to be constant over a number of time-steps. This parametrisation distributes the d.o.f. over the prediction horizon and therefore extends the effect of these. The main drawback of this approach is that the stability of the closed-loop is not guaranteed (Gondhalekar et al., 2009) unless one adopt a time-dependant blocking strategy (Cagienard et al., 2007). Remark 6.7 It is acknowledged that other parametrisations that allows feasibility improvements exist, such as the one presented by Cannon and Kouvaritakis (2005), but this approach relies in heavy computation and algebra since the algorithm requires the solution of linear matrix inequalities. Furthermore, the algorithm is expected to be suboptimal as it is based on ellipsoidal sets but the original paper (Cannon and Kouvaritakis, 2005) fails to present the feasibility/performance trade-off. Future work will aim to compare the strategy presented in this chapter with others existing in the literature. The proposed LOMPC algorithm The basic concept of OMPC (Scokaert and Rawlings, 1998; Rossiter et al., 1998) is preserved, that is the predictions take the form of (6.5) and thus the algorithm retains the ability to find the global optimum when xk ∈ S1 and moreover the optimal dynamics are embedded within the predictions. However, a key difference is that the perturbation terms → c k are defined by Laguerre − polynomials rather than taken as individual degrees of freedom. For ease of viewing the corresponding predictions for the decision variables used in OMPC and LOMPC are put side by side:  T    ck L0   ..  LT    ηk .  1     T     .. c k =  ck+nc −1  or − c k = HL η k =  L2   (6.25)  . → − →  LT    − → 0  3  ηk+nc −1   .. .. . . | {z } {z } | OM P C



LOM P C



The reader will note that one key difference here is that the HL matrix has a large number of rows 2 and, as mentioned before, sufficient rows must be included to capture all the dynamics within the constraint handling; in practice, the results of (Gilbert and Tan, 1991) can be used to reduce this to a finite number. η k becomes the nc decision variable where one uses the first − → nc columns of HL . The following defines the LOMPC algorithm formally. 2



Technically infinite but it may be convenient to go up a given horizon only or capture the asymptotic behaviour with Lyapunov equations.
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Algorithm 6.3 (LOMPC) The following steps are required, the first two being off-line and the third online. 1. Determine the predicted cost in terms of perturbations ck , this is J1 =



∞ X



cTk+i W1 ck+i



(6.26)



i=0



Substitute in from (6.20) and (6.25) the LOMPC predictions of ck+i = LTi η k to give: − → ∞ X JLOM P C = η Tk Li W1 LTi η k − → − → i=0 Finally, substitute Li = AL Li−1 and hence: "∞ # X i T i T T ηk JLOM P C = η k A L0 W1 L0 (AL ) → − − → i=0 L {z } |



(6.27)



(6.28)



SL



= η − →



T k SL



ηk − →



(6.29)



2. Define the constraint inequalities associated to (6.4) in the form Mxk + NHL η k ≤ f(k) − →



(6.30)



3. At each sampling instant, perform the optimisation: η ∗ = arg min − →k ηk s.t.



− →



JLOM P C



Mxk + NHL η k ≤ f(k) − →



(6.31)



Reconstitute the first value of the predicted input trajectory uk using ck = LT0 η ∗k and (6.5). − → Theorem 6.1 If the values of ck are restricted by (6.20), then nevertheless, it is always possible to choose ck+i|k+1 = ck+i|k ∀i > 0. Proof: Define the predictions at     LT0 ck|k  ck+1|k   LT0 AL       ck+2|k   LT0 A2L   ∗    .. ..  η k;  = . . →    −    T n   ck+n|k   L0 AL  .. .. . .



two consequent samples as follows:     past ck|k  ck+1|k+1    LT0     T  ck+2|k+1   L0 AL      ∗ .. ..  =  η k+1 ; (6.32) . .    − →    T n−1   ck+n|k+1   L0 AL  .. .. . .
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In order to make ck+i|k+1 = ck+i|k ∀i > 0, it is sufficient to make LT0 AiL η ∗k = LT0 ALi−1 η ∗k+1 ; − → − → This is easily done by choosing η ∗k+1 = AL η ∗k . − → → −



(6.33) u t



Theorem 6.2 LOMPC has a guarantee of stability and recursive feasibility, in the nominal case. Proof: From Theorem 6.1, it is known that at time k + 1, a shifted version of the optimal offset sequence → c ∗k can be found if η ∗k+1 = AL η ∗k . So, sub− − → − → stituting η ∗k and η ∗k+1 = AL η ∗k for time-steps k and k + 1 respectively, in → − − → − → the cost function (6.29); at time k + 1 the cost function will be less than that ∗ ∗ at time k for all x0 6= 0, i.e. JLOM P C, k+1 − JLOM P C, k ≤ − η k SL η k ≤ 0. − → − → ∗ ∗ ∗ Since JLOM P C is bounded below and JLOM P C, k+1 ≤ JLOM P C, k ∀k ∈ N1 this ∗ ∗ implies that JLOM P C, k+1 − JLOM P C, k → 0 as k → ∞ and therefore JLOM P C is Lyapunov. Finally, note that for all states inside the MAS, the unconstrained optimal control law uk = Kxk will be feasible, i.e. ck = L0 η ∗k = 0. Hence, − → Lyapunov stability of the origin follows from the fact that the MAS contains the origin in its interior. Recursive feasibility uses the same argument. u t



6.6



Numerical examples



This section will illustrate the efficacy of the proposed OMPC-b and LOMPC algorithms by way of numerical examples. But first some explanation is given of how the results will be presented so that one can equally represent systems with small and large state dimensions. The aim is to compare two aspects: • The closed-loop performance for a range of initial conditions or, when feasible, how does the performance of a given algorithm compare to the global optimum. • The volume or extent of the feasible region for a range of state directions. The global optimum JOP T (OMPC with high nc ) is used as a measure of how far the algorithms are from optimal.



6.6.1



Explanations of illustrations or comparisons



Although there exist some types of plots that work well enough for systems with two-states there is no simple way of extending this to large systems. Yet,
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of particular interest to a potential user is a clear comparison of how OMPC, OMPC-b and LOMPC compare over the entire MCAS for higher dimensional systems. This section proposes a novel yet very simple way of displaying the relevant feasibility and performance information that does extend to arbitrary dimensions, does not require exhaustive computation over the entire phase space and yet gives a very insightful summary. First, the basic principle is illustrated using an arbitrary two-state example and then this is applied to two, three and four state examples. The procedure is summarised as follows: 1. Take the MCAS for the OMPC-opt (global optimum) and OMPC and choose an arbitrary search direction, for instance in Figure 6.2, direc£ ¤T tion 1 is x = 1 0 . 2. Scale this direction until it intersects with the boundary of the MCAS for OMPC-opt; hence define the boundary point as p = µx. This is £ ¤T illustrated in Figure 6.2 which shows p ≈ 44 0 for direction 1. 3. Compute JOP T (λp), JOM P C (λp), ∀λ, 0 < λ ≤ 1 which captures all feasible states for OMPC-opt and OMPC along the chosen direction. If OMPC is infeasible for some λ, set JOM P C = 0. Plot JOM P C /JOP T against λ. Figure 6.3 clearly shows for what ranges of λ and hence initial states x in the given direction, either OMPC-opt or OMPC gives better performance and feasibility. In this case there is no difference in performance (JOM P C /JOP T = 1) when both are feasible but OMPC-opt has far better feasibility as expected. Figure 6.3 gives an illustration for a single direction in the state-space. In reality, a comparison is needed for all possible directions, for example Figure 6.2 demonstrates an alternative, direction 2. Ideally, one should compute figures analogous to Figure 6.3 for many different directions which span the space.



Example 1 – x ∈ R2



6.6.2



The model, constraints and feedbacks are: · ¸ · ¸ 0.90133 −0.1426 0.2752 0.6243 xk+1 = xk + uk 0.1121 0.9471 · 0.04752 0.9964¸ 0.4543 0.5623 yk = xk 0.0776 0.4545 · umax =



5 5



¸



· = −umin ; ∆umax =



1 1



¸



· = −∆umin ; ymax =



20 20



¸ = −ymin
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Figure 6.2: Search directions, MCAS and p for two-state example.
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Figure 6.3: Performance and feasibility comparisons over a single search direction for two-state system. A zero implies infeasible.
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Figure 6.4: Ratio of algorithm cost with global optimum for several directions x ∈ R2 . A zero implies infeasible.



· K1 =



0.0948 0.0361 0.2198 0.4286



¸



· ; K2 =



0.0247 0.0261 0.0909 0.1573



¸



The tuning weights are: Q1 = R1 = I; Q2 = I, R2 = 10R1 . The plots of normalised cost against λ for a number of different state directions are plotted in Figure 6.4 for OMPC, OMPC-b and LOMPC, all with nc = 2, a = 0.5. The global optimum is computed with OMPC with nc = 20. OMPC: For states well within the MCAS, OMPC gives slightly better performance (plots near to one), but feasibility is severely restricted as the plots drop to zero for small λ. OMPC-b: As the initial state gets closer to the boundary of the MCAS for OMPC, OMPC-b has better performance; moreover it has far better feasibility. LOMPC: For the chosen directions, this algorithm gives practically the same performance as the global optimum and better performance and feasibility than OMPC and OMPC-b.
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Figure 6.5: Ratio of algorithm cost with global optimum for several directions x ∈ R3 . A zero implies infeasible.



6.6.3



Example 2 – x ∈ R3



For this example the model is given as:     0.2 1.4000 −0.1050 −0.1080  x k +  0  uk 2 0 0 xk+1 =  0 1¤ 0 0 £ 5.0 7.5 0.5 xk yk = The constraints for the system are: umax = 0.04 = −umin ; ∆umax = 0.02 = −∆umin ; ymax = 1.2 = −ymax The tuning parameters are Q1 = R1 = I, Q2 = I, R2 = 10I, nc = 2, a = 0.5 and there are 16 directions for the initial states, evenly spread. Figure 6.5 shows the feasibility/performance results. OMPC: OMPC is equal to the global optimum while its feasible, but feasibility is severely limited. OMPC-b: Has noticeably better feasibility than OMPC, but with lower performance near the origin. LOMPC: Has noticeably better feasibility than OMPC/OMPC-b and negligible loss of performance compared to the global optimal over the whole MCAS.
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Figure 6.6: Ratio of algorithm cost with global optimum for several directions x ∈ R4 . A zero implies infeasible.



6.6.4



Example 3 – x ∈ R4



For this example the model has four states:     0.9146 0 0.0405 0.1 0.0544 −0.0757  0.1665 0.1353 0.0058 −0.2     xk +  0.0053 0.1477  uk xk+1 =    0.8647  0 0 0.1353 0.5  0 0 0 0.8 0.5 0.2 · −0.2 ¸ 1.7993 13.2160 0 0.1 yk = xk 0.8233 0 0 −0.3 The constraints are: · ¸ · ¸ 1 0.5 umax = = −umin ; ∆umin = = −∆umin ; 2 0.5 · ¸ · ¸ 7 −3 ymax = ; ymin = . 1 −1 The tuning parameters are Q1 = R1 = I, Q2 = I, R2 = 10I, nc = 3, a = 0.5. There are 32 directions for the initial states, evenly spread. Figure 6.6 give the same comparisons as explained in earlier figures. Similar conclusions can be derived as for the previous two examples.
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6.6.5
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Summary



In principle, the same algorithm as proposed in (Tan and Gilbert, 1992) could be deployed: if the state is close to the origin, use OMPC and if not, use OMPC-b. However, given the complexity of J(x) one would be unlikely to determine this explicitly as in parametric solutions and thus the potential and detailed implementation of such an algorithm is left for future consideration. On the other hand, using LOMPC the MCAS is expanded with virtually no losses in performance.



6.7



Conclusions



The chapter has argued for the potential benefits of some simple modifications to standard MPC algorithms. The numerical examples presented show that embedding a mismatch between the terminal control law and performance index can allow high performance and large feasibility gains. These numerical examples also show that a simple re-parameterisation of the degrees of freedom within the input predictions can have similar if not greater benefits. Hence one could argue that both proposed algorithms, OMPC-b and LOMPC have many benefits over a more conventional approach while the loss of performance near the setpoint is often minimal. The author believes the field of how to parameterise the flexibility within the predictions of MPC is understudied, with many authors defaulting to the conventional choice of (6.5) with explicit perturbations ck at given sample instants. For his part, the author intends to develop this area and look at how the concepts can be taken further. The next chapter will seek to implement the LOMPC algorithm in a PLC using multi-parametric solutions, presenting other advantages of using Laguerre functions in predictive control.



Chapter 7 Multi-parametric solution to Laguerre OMPC This chapter presents original contribution to the thesis. Multi-parametric Quadratic Programming (mp-QP) is an alternative means of implementing conventional predictive control algorithms whereby much of the computational load is transferred to off-line calculations. However, coding and implementation of this solution may be more burdensome than simply solving the original QP. This chapter shows how Laguerre functions can be used in conjunction with mp-QP to achieve a large decrease in both the on-line computation and data storage requirements while increasing the feasible region of the optimisation problem. Extensive simulation results are given to back this claim. An experimental example using a PLC is also presented. This chapter is organised as follows: Section 7.1 presents the introduction and motivation of the chapter; Section 7.2 and 7.3 gives background to polytopes and multi-paramtric Quadratic Programming respectively; the optimal predictive control algorithm using Laguerre and mp-QP is introduced in Section 7.4; Section 7.5 presents the numerical illustrations and Section 7.6 presents an experimental implementation using a PLC. Finally, conclusions are presented in Section 7.7.



7.1



Introduction



Due to the computationally expensive on-line optimisation which is required, there has been some limitation to which processes predictive control (MPC) could be used on. There has recently been derived explicit solutions to the constrained MPC problem, which could increase the area of use for this kind of controllers. Explicit solutions to MPC problems are not mainly intended to replace traditional implicit MPC, but rather to extend its area of use. MPC functionality can, with this, be applied to applications with sampling rates in 124
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the µ-sec range, using low cost embedded hardware. Software complexity and reliability is also improved, allowing the approach to be used on safety-critical applications. The basic idea of the explicit solutions is to solve, off-line, all possible QP problems that can arise on-line. Within certain regions, the optimum predicted input trajectory has an affine dependence on the state; mp-QP finds all possible active sets and the associated regions and control trajectories. The QP is then replaced by set membership tests; if the state is inside region r, use the associated control trajectory. However, although mp-QP is transparent, it may not reduce either coding complexity or computational effort as the number of computed regions, and hence, data storage may grow exponentially in the prediction horizon (Bemporad et al., 2002b). Thus mp-QP could be unsuitable for large dimensional problems. The aim of this chapter is to reduce the number of regions and therefore the implementation time (as this correlates to the number of on-line setmembership tests). Little has yet to appear in the literature which gives significant reductions in complexity. In (Borrelli et al., 2001) the authors reduce data storage requirements by using an evaluation of a value function for the set-membership test, but the number of regions is not reduced. In (Tøndel et al., 2003b), the authors use an efficient search tree, but the off-line computation of this can be prohibitive for complex controller partitions and the storage requirement may even increase. Other groups reduce the number of regions by allowing some suboptimality (Bemporad and Filippi, 2001; Grieder et al., 2003) either in the performance index or the terminal region, although preliminary results are as yet unconvincing. Another alternative is to specify regions as hypercubes (Johansen and Grancharova, 2003) to allow for efficient on-line search algorithms; however, as the structure of the controller is userdefined, it may not cover the entire controllable set. Finally, in (Rossiter and Grieder, 2005a) the authors simply remove several regions from the feasible partition set and interpolate two control laws to obtain an on-line approximated control action for the missing regions achieving a large decrease in the number of regions. This chapter takes a different approach and is based on Laguerre parametrisations of input sequences. As demonstrated in Chapter 6, this parametrisation has the property of enlarging the feasible region of the controller when is used in conjunction of an Optimal MPC law, which also provides guaranteed stability for the closed-loop system. Since the LOMPC algorithm has been presented in the previous chapter, the next two sections of this chapter are focused on the presentation of the theoretical background of polytopes and the multiparametric Quadratic Programming as in (Grieder, 2004; Kvasnica, 2008) but adapted to fit the format and notation of the thesis. Then, the LOMPC algorithm solved by the mp-QP program is presented, followed by the numerical examples, the PLC implementation and the conclusions.
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Polytopes



Polytopic (or, more general, polyhedral) sets are an integral part of multiparametric Quadratic Programing. For this reason, in this section some definitions and fundamental operations with polytopes are presented. Most of the definitions given here are standard, for more details on polytopes the reader is referred to (Gr¨ unbaum, 2003). In this thesis, the Multi-Parametric Toolbox (MPT) (Kvasnica et al., 2004) is used for the computation of polytopes.



7.2.1



Definitions



In this section, some basic definitions on computational geometry are introduced. Definition 7.1 (Half-space) A half-space in Rn is a set of the form © ª H = x ∈ Rn |aT x ≤ b



(7.1)



where a ∈ Rn , a 6= 0, b ∈ R. Definition 7.2 (Polyhedron) A convex set Q ⊆ Rn given as an intersection of a finite number of closed half-spaces Q = {x ∈ Rn |Qx x ≤ qo }



(7.2)



is called polyhedron. Here, qo ∈ Rq , Qx ∈ Rq×n where q denotes the number of half-spaces defining Q and the operator ≤ denotes a element-wise comparison of two vectors. Definition 7.3 (Polytope) A bounded polyhedron P ⊂ Rn P = {x ∈ Rn |Px x ≤ po }



(7.3)



is called polytope. Here, po ∈ Rq , Px ∈ Rq×n where q denotes the number of half-spaces defining P and the operator ≤ denotes a element-wise comparison of two vectors. Definition 7.4 (Face, Vertex, Edge, Ridge, Facet) A linear inequality aT x ≤ b is called valid for a polyhedron P if aT x ≤ b holds for all x ∈ P. A subset F of a polyhedron is called a face of P if it can be represented as © ª (7.4) F = P ∩ x ∈ Rn |aT x = b for some valid inequality aT x ≤ b. The faces of a polyhedron P of dimension 0, 1, (n−2) and (n−1) are called vertices, edges, ridges and facets, respectively.
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Figure 7.1: Half-space and vertex representations of a polytope.



Note that from Definition 7.4, the empty set Ø and P itself are also faces of P. One of the fundamental properties of a polytope is that it can be described in half-space representation as in Definition 7.3 or in vertex presentation, as given below ( ) vP vP X X (i) P = x ∈ Rn |x = αi VP , 0 ≤ αi ≤ 1, αi = 1 (7.5) i=1



i=1



(i)



where VP denotes the ith vertex of P, and vP is the total number of vertices of P. An illustration of a polytope in half-space and vertex representation is shown in Figure 7.1. It is obvious from the above definitions that every polytope represents a convex and compact set. A polytope P ⊂ Rn , P = {x ∈ Rn |Px x ≤ po } is full dimensional if ∃x ∈ Rn , ² ∈ R such that ² > 0 and Px (x + δ) ≤ po , ∀δ ∈ Rn subject to kδk ≤ ², i.e., it is possible to fit a n-dimensional ball inside the polytope P. A polytope is referred to as empty if @x ∈ Rn such that Px x ≤ po . Furthermore, if kPx{i} k = 1, where Px{i} denotes ith row of a matrix Px , the polytope P is normalised. Remark 7.1 Note that the MPT toolbox (Kvasnica et al., 2004) only deals with full dimensional polytopes. Polyhedra and lower dimensional polytopes are not considered, since they are not necessary to formulate realistic control problems, i.e. it is always possible to formulate the problems using full dimensional polytopic sets only. A polytope P ⊂ Rn , P = {x ∈ Rn |Px x ≤ po } is in a minimal representation if the removal of any of the rows in Px x ≤ po would change it (i.e., there
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are no redundant half-spaces). It is straightforward to see that a normalised, full dimensional polytope P has a unique minimal representation. This fact is very useful in practice. Normalised, full dimensional polytopes in a minimal representation allow one to avoid any ambiguity when comparing them and very often speed up other polytope manipulations.



7.2.2



Basic polytope operations



In this section, some of the basic manipulations on polytopes are defined. All of the operations are included in the MPT toolbox and some of them are illustrated in Figure 7.2. Projection: Given a polytope P = {x ∈ Rn , y ∈ Rm |Px x + Py y ≤ po } , P ⊂ Rn+m the orthogonal projection onto the x-space Rn is defined as projx P , {x ∈ Rn |∃y ∈ Rm s.t. Px x + Py y ≤ po }



(7.6)



Set-difference: The Set-difference of two polytopes P and Q is defined as R = P\Q , {x ∈ Rn |x ∈ P, x ∈ / Q}



(7.7)



Convex hull: The convex hull of a set of points V = {v1 , . . . , v2 } is defined as ) ( vP vP X X αi vi , 0 ≤ αi ≤ 1, αi = 1 hull(V) = x ∈ Rn |x = (7.8) i=1



i=1



The convex hull operation is used to switch between half-space and vertex representations. The convex hull of a union of polytopes (extended convex hull) Rr ⊂ Rn , r = 1, . . . , rn is a polytope. Ãr ! ( ) rn nr n [ X X hull Rr , x ∈ Rn |∃xr ∈ Rr , x = αr xr , 0 ≤ αr ≤ 1, αr = 1 r=1



i=1



i=1



(7.9) Vertex enumeration: The operation of extracting the vertices of a polytope P given in half-space representation is referred to as vertex enumeration. This operation is the dual to the convex hull operation and the algorithmic implementation is identical to a convex hull computation. Pontryagin difference: The Pontryagin difference (also known as Minkowskidifference) of two polytopes P and Q is a polytope: P ª Q , {x ∈ Rn |x + q ∈ P, ∀q ∈ Q}



(7.10)



The Pontryagin difference can be computed by solving one LP for each half-space defining P. For special cases (e.g. when Q is a hypercube), even more efficient computational methods exist.
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Minkowski sum: The Minkowski sum of two polytopes P and Q is a polytope: P ⊕ Q , {x + q ∈ Rn |x ∈ P, q ∈ Q}



(7.11)



If P and Q are given in vertex representation, the Minkowski sum can be computed in time bounded by a polynomial function. If P and Q are given in half-space representation, the Minkowski sum is a computationally expensive operation which requires either vertex enumeration and convex hull computation in n-dimensions or a projection from 2n down to n-dimensions. Remark 7.2 The Minkowski sum is not the complement of the Pontryagin difference. Projection 1
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Figure 7.2: Illustrations of basic polytope operations.
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Multi-parametric Quadratic Programming



In this section, the basics of multi-parametric programming are summarised. For an in-depth discussion of multi-parametric programs the reader is referred to (Borrelli, 2003) and (Tøndel, 2003). In this thesis, the solutions to mpQP problems are obtained using the Multi-Parametric Toolbox (Kvasnica et al., 2004).



7.3.1



Definitions



Consider the following optimisation problem: J ∗ (x) = arg min V (x, u) u



s.t. Mx + Nu ≤ f



(7.12)



where u ∈ Rnu is the optimisation variable, x ∈ Rn is the parameter, with N ∈ Rq×nu , f ∈ Rq and M ∈ Rq×n . In multi-parametric programming, the objective is to obtain the optimum value u∗ for a whole range of parameters x, i.e. to obtain u∗ (x) as an explicit function of the parameter x. The term multi is used to emphasize that the parameter x is a vector and not a scalar. Depending on whether the objective function V (x, u) is linear or quadratic in the optimisation variable u, the terminology multi-parametric Linear Program (mp-LP) or multi-parametric Quadratic Program (mp-QP) is used. This chapter concentrates on the multi-parametric Quadratic Program. Consider the following quadratic program © T ª J ∗ (x) = arg min u W1 u + xT W2 u u



s.t. Mx + Nu ≤ f W1 > 0



(7.13)



where the column vector u is the optimisation vector. The number of constraints q corresponds to the number of rows of f, i.e. f ∈ Rq . Henceforth, u∗ (x) will be used to denote the optimum value of (7.13) for a given parameter x. For any given x, it is possible to obtain the optimum value by solving a standard quadratic programming problem. Before going further, the following definitions are introduced. Definition 7.5 (Feasible set) Define the feasible set Snu as the set of states x for which the optimisation problem (7.13) is feasible, i.e. Snu = {x ∈ Rn |∃u ∈ Rnu , Mx + Nu ≤ f}



(7.14)



The set S∞ is defined accordingly by S∞ , limnu →∞ Snu . The set Snu can be computed via a projection operation as in (7.6).
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Definition 7.6 (Polytopic/Polyhedral Partition) A collection of polytopic n (polyhedral) sets {Pr }rr=1 = {P1 , . . . , Prn } is a polytopic (polyhedral) partition of a polytopic (polyhedral) set C if C=



rn [



Pr



(7.15)



r=1



Ø = Pr \δPr ∩ Pq \δPq ,



∀r 6= q



(7.16)



where δ denotes the boundary and Ø is an empty set. Definition 7.7 (Active constraints) The set of active constraints A(x) at point x of problem (7.13) is defined as © ª A(x) = i ∈ {1, 2, . . . , q}| M{i} x + N{i} u∗ − f{i} = 0 (7.17) where M{i} , N{i} and f{i} denote the ith row of the matrices M, N, and f respectively.



7.3.2



Properties and computations



As shown in (Bemporad et al., 2002b), the aim is to solve problem (7.13) for all x within the polyhedral set of values Snu , by considering (7.13) as a multi-parametric Quadratic Program (mp-QP). Theorem 7.1 (Properties mp-QP) (Bank et al., 1983; Bemporad et al., 2002b) Consider the multi-parametric Quadratic Program (7.13). Then, the set of feasible parameters Snu is convex, the optimum value u∗ : Snu → Rnu is continuous and piecewise affine (PWA), i.e. ˆ r x + tr u∗ = K



if x ∈ Pr = {x ∈ Rn |Mr x ≤ dr } ;



r = 1, 2, . . . , rn (7.18)



and the optimum value function J ∗ : Snu → R is continuous, convex and piecewise quadratic (PWQ). Definition 7.8 (Region) Each polyhedron Pr of the polyhedral partition {P}nr r = 1 is referred to as a region. Note that the evaluation of the PWA solution (7.18) of the mp-QP provides the same result as solving the quadratic program, i.e. for any given parameter x, the optimum value u∗ (x) is identical to the optimum value obtained by solving the quadratic program (7.13) for x. In Figure 7.3 are shown (i) a polyhedral partition of a mp-QP problem formed by the union of its regions and (ii) the corresponding PWA u∗ and (iii) PWQ J over the polyhedral partition.
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Figure 7.3: Polyhedral partition of a mp-QP problem formed by the union of regions (top), PWA u∗ over a mp-QP polyhedral partition (bottom, left) and PWQ J over a mp-QP polyhedral partition (bottom, right).



Remark 7.3 Assume that the origin is contained in the interior of the constraint polytope in x − u space. Because the value function for mp-QPs is PWQ, the origin is always contained in the interior of a single region. Specifically, the origin is always contained in the unconstrained region, i.e. the set of active constraints A(x) = Ø for x = col(0). A brief outline of a generic mp-QP algorithm will be given next. It is useful to define: T z = u + W−1 1 W2 x



(7.19)
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and to transform the QP formulation (7.13) such that the state vector x appears only in constraints, i.e. J ∗ (x) = arg min zT W1 z z



s.t. Sx + Nz ≤ f



(7.20)



T where S = M − NW−1 1 W2 . A mp-QP computation scheme consist of the following three steps (Bemporad et al., 2002b):



ˆ is determined 1. Active constraint identification: A feasible parameter x and the associated QP (7.13) is solved. This will yield the optimiser z and active constraints A(ˆ x) defined as inequalities that are active at solution, i.e. ª © ˆ + N{i} z − f{i} = 0 A(ˆ x) = i ∈ {1, 2, . . . , q}| S{i} x (7.21) where S{i} , N{i} and f{i} denote the ith row of the matrices S, N, and f respectively and q denotes the number of constraints. The rows indexed by the active constraints A(ˆ x) are extracted from the constraint matrices S, N and f in (7.20) to form the matrices SA , NA and fA . 2. Region computation: Next, it is possible to use the Karush-Kuhn-Tucker (KKT) conditions to obtain an explicit representation of the optimum ˆ . These are for this value u∗ (ˆ x) which is valid in some neighborhood of x problem defined as W1 z + NT λ = 0



(7.22)



λT (Nz + Sˆ x − f) = 0 λ≥0 Sˆ x + Nz ≤ f



(7.23) (7.24) (7.25)



Optimised variable z∗ can be solved from T z∗ = −W−1 1 N λ



(7.26)



Condition (7.23) can be separated into active and inactive constraints. For inactive constraints it holds that λI = 0. For active constraints the corresponding Lagrange multipliers λA are positive and inequality constraints are changed to equalities. Substituting for z from (7.26) into the equality constraints gives T ˆ=0 −NA W−1 1 NA λA − fA + SA x



and yields expressions for active Lagrange multipliers ¡ ¢ T −1 ˆ) λA = − NA W−1 (fA − SA x 1 NA



(7.27)



(7.28)
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The optimum value z∗ and optimal control trajectory u∗ are thus given ˆ as affine functions of x ¡ ¢ T −1 T −1 ˆ) z∗ (ˆ x) = W−1 (fA − SA x (7.29) 1 NA NA W1 NA T ˆ u∗ (ˆ x) = z∗ (ˆ x) − W−1 1 W2 x ¡ ¢ T T −1 T −1 ˆ ˆ ) − W−1 = W−1 (fA − SA x 1 W2 x 1 NA NA W1 NA ˆ r x + tr =K (7.30)



where ¡ ¢ ˆ r = −W−1 NT NA W−1 NT −1 SA − W−1 WT K 1 A 1 A 1 2 ¡ ¢ −1 T −1 T −1 tr = W1 NA NA W1 NA fA



(7.31) (7.32)



In a next step, the set of states is determined where the optimiser u∗ (ˆ x) satisfies the same active constraints and is optimal. Specifically the controller region Pr = {x ∈ Rn |Mr x ≤ dr } is computed as ´ # " ³ T ˆ N Kr + W1 W2 − S Mr = (7.33) ¡ ¢ T −1 NA W−1 SA 1 NA · ¸ f − Ntr ¡ ¢ dr = (7.34) T −1 − NA W−1 fA 1 NA 3. State-space exploration: Once the controller region is computed, the algorithm proceeds iteratively until the entire S feasible state-space Snu is n covered with controller regions Pr , i.e. Snu = rr=1 Pr .



7.4



mp-QP solution to Laguerre OMPC



The solution of the optimisation problem using mp-QP can be also applied to LOMPC, Algorithm 6.3. If the optimisation problem is solved parametrically as an explicit function of the initial condition x0 , the optimal feedback law u = f (x0 ) takes a form of a lookup table. The on-line implementation of such table then reduces to a simple set membership test, also known as the point location problem. Here, the table has to be searched through and the element which contains the current state measurement has to be found. It is obvious that the LOMPC cost function (6.31) is of the form of (7.13), with W2 = 0 and therefore the definition (7.19) is not needed. So, recalling the equations of Chapter 6, the algorithm mpLOMPC (LOMPC using mp-QP) is presented next.
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Algorithm 7.1 (mpLOMPC) Off-line: 1. Solve off-line as an mp-QP η ∗ = arg min − →k ηk s.t.



− →



JLOM P C



Mxk + NHL η k ≤ f(k) − →



(7.35)



2. Store reconstituted values of the predicted input trajectory uk using − ck = → ∗ HL η k and (6.5). → − On-line: 1. Find the corresponding solution (− c k ) of the optimisation problem (7.35) → associated with the current state x. 2. Implement the control law uk = −Kxk + eT1 − c k , where ej is the jth → standard basis vector. Remark 7.4 Multi-parametric QP provides an alternative solution for the same QP problem; therefore, for Algorithm 7.1, Theorem 6.2 holds and it gives guaranteed recursive feasibility and stability in the nominal case and offset free tracking whenever the setpoint is feasible. Figure 7.4 shows a comparison between a standard mpOMPC (OMPC using mp-QP) and the mpLOMPC controller partitions for a given problem. It can be appreciated that with mpLOMPC there are a lower number of regions and also a bigger MCAS. The next section presents extensive simulations in order to show that the number or regions obtained with the mpLOMPC is typically much lower than with the conventional mpOMPC algorithm.



7.5



Numerical examples



This section gives some numerical illustrations of the efficacy of LOMPC for generating simpler and effective parametric solutions. Specifically the section presents a comparison of mpLOMPC with a more traditional mpOMPC.



7.5.1



Simulation set up



The optimal predictive controller with nc = 3 is used as a basis for comparison. Both OMPC and LOMPC controllers provide stability and feasibility
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Figure 7.4: Controller partition for a mpLOMPC controller compared to the standard mpOMPC controller.



properties but the volume of the maximum control admissible set (MCAS) for each of them varies. Hence, it is necessary to compare the complexity of the controllers and volumes of the associated MCAS. The comparison is based on 20 random systems with 2, 3 and 4 states and 2 inputs (total of 60 systems). The inputs and states for all systems were constrained to −1 ≤ u1,2 ≤ 1 and −10 ≤ xi ≤ 10, (i = 1, 2, 3, 4). For simplicity the Laguerre polynomials were based on a = 0.5; that is, this time constant was not varied. Three different variations on the performance objective of (7.35) were considered: that is, cases of normal (R = I), small (R1 = 0.1I) an large (R2 = 10I) weights on the input. Q = I was used throughout.



7.5.2



Complexity and volume comparisons



Figures 7.5, 7.7 and 7.9 give a comparison of the complexity of mpLOMPC versus the mpOMPC controller for 60 random systems. The x-axis serves as index for the dynamic systems (20 for 2, 3 and 4 states, respectively) and the yaxis indicates the number of regions obtained for each system. The continues lines and the dot-dashed lines display the number of regions which need to be stored for mpOMPC and mpLOMPC, respectively. The on-line effort for the set membership test in both cases is proportional to the total number of regions. It can be noticed that: • The average storage requirements of the mpLOMPC algorithm is below
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Figure 7.5: Comparison of mpLOMPC complexity versus standard mpOMPC for 20 systems (x ∈ R2 ).
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Figure 7.6: Comparison the MCAS volume of mpLOMPC versus standard mpOMPC for 20 systems (x ∈ R2 ).
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Figure 7.7: Comparison of mpLOMPC complexity versus standard mpOMPC for 20 systems (x ∈ R3 ).
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Figure 7.8: Comparison the MCAS volume of mpLOMPC versus standard mpOMPC for 20 systems (x ∈ R3 ).
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Figure 7.9: Comparison of mpLOMPC complexity versus standard mpOMPC for 20 systems (x ∈ R4 ).
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Figure 7.10: Comparison the MCAS volume of mpLOMPC versus standard mpOMPC for 20 systems (x ∈ R4 ).
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47% the standard mpOMPC. • The improvement in the number of regions does not imply any performance loss as in (Bemporad and Filippi, 2001; Grieder et al., 2003; Rossiter and Grieder, 2005b), since the mpLOMPC is an optimal algorithm. • For completeness, Figure 7.4 illustrates the potential improvement in the volume of the feasible region using Laguerre functions in MPC using the same nc for each algorithm. Figures 7.6, 7.8 and 7.10 give a comparison of the volume of the MCAS of OMPC and LOMPC controllers. These figures demonstrate the feasibility improvement for mpLOMPC, which combined with the complexity reduction and no performance loss makes this algorithm an efficient controller. It is clear that in almost every case LOMPC has better feasibility and in many cases (especially where R is small) much better feasibility. The main exceptions are where R is large and thus the initial control is very detuned and thus the MAS may be very close to the MCAS already. Remark 7.5 Note that the procedures in (Borrelli et al., 2001; Tøndel et al., 2003b) may be used in combination with mpLOMPC to obtain even greater reductions in complexity.



7.6



Experimental implementation of the algorithm



This section shows the experimental implementation of the mpLOMPC algorithm. Section 7.6.1 presents the integration of the program into the PLC, while Section 7.6.2 shows the experimental results of implementing the control law.



7.6.1



PLC implementation



The structure of the program is shown in Figure 7.11, and the description of the routines is presented next: MPC MAIN (Ladder Logic Diagram). This is the main routine whose purpose is to control the program execution, calling routines as and when they are needed. Specifically, this routine calls each sample time sequentially the routines: Observer, Region Id and Controller Output.
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Figure 7.11: Structure of the mpLOMPC algorithm in the target PLC.



Observer (Structured text). This subroutine is used to reconstruct the state vector using a Kalman filter, see Section 2.9.1. Invokes the subroutine Matrix Multiply to complete the operations. Region Id (Structured text). This subroutine gets from Data Regions the optimal solution associated with the active region. In order to identify the active region, the state vector is tested in each region Pxr xk ≤ p0r , r = 1, . . . rn . Data Regions (Structured text). This is not properly a program routine, is a data bank. Contains the information about the controller regions Pr ˆ r , tr ). (matrices Pxr , p0r ) and associated optimal solutions (matrices K Controller Output (Structured text). This subroutine sends to the plant ˆ r xk + tr ). the controller output computed by uk = −Kxk + eT1 (−K



7.6.2



Experimental test



Once again, the speed process presented in Section 4.5.2 is used as the test rig, with constraints −3.5V ≤ u ≤ 3.5V , −0.05 ≤ ∆u ≤ 0.05V . In order to obtain a closed polytope, the output is bounded to −1100 RPM ≤ y ≤ 1100 RPM (Note that this is not a constraint but merely an artificial bound to restrict the space to be explored). In order to allow tracking of a time-varying reference, it is necessary to
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Figure 7.12: mpLOMPC memory usage on the target PLC.



use an augmented state vector formulation: ξk =



£



xk dk uk−1 rk



¤T



(7.36)



where xk are the model states of the controlled plant, dk is the disturbance estimate, uk−1 is the previous control input and rk is the reference signal. Therefore, the dynamics are formulated in ∆u-form; in this framework, the system input at time k is ∆uk whereby uk−1 is an additional state in the dynamical model, i.e. the system input can be obtained as uk = uk−1 + ∆uk . Remark 7.6 Note that the augmented vector ξk replaces xk in all the algebra presented in this chapter. The tuning parameters for the controller are a = 0.5, nc = 3, R = I, Q = I. The program, in this case, uses 19% of the available storage of the PLC including required memory for I/O, running cache and other necessary subroutines as it can be seen from the properties of the controller with the RSLogixr programming tool in Figure 7.12. Figure 7.13 and 7.14 show the mpLOMPC partitions for this problem assuming dk = 0, uk−1 = 0. In this case, the mpLOMPC and mpOMPC (not shown here) partitions are very similar in complexity (mpOMPC has 97 regions) but mpLOMPC has a larger feasibility region (volume). Figures 7.15 and 7.16 show the execution time of the algorithm and the experimental closed-loop response respectively. Two setpoint step changes are demanded; the results show that mpLOMPC is tracking the setpoint accurately. The execution time in the worst case was 9.98 ms.
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Figure 7.13: Obtained mpLOMPC controller partition for the speed process (dk = 0, uk−1 = 0).
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Figure 7.14: Cuts on the mpLOMPC controller partition for the speed process (dk = 0, uk−1 = 0).
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Figure 7.15: Execution time and sampling jittering of the mpLOMPC algorithm. Speed process
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Figure 7.16: Experimental test for the speed process using mpLOMPC.
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Conclusions



A parametrisation algorithm for mp-QP was presented which allows for significant simplification of the on-line set membership test necessary for multiparametric predictive control (Bemporad et al., 2002b) for the nominal case. The algorithm uses Laguerre parametrisation of the system input providing an alternative trajectory and thus changing the optimisation problem. In extensive simulations it was shown that the procedure consistently reduces the necessary on-line effort by a factor of around two and this without performance degradation, thus making it a more attractive option for fast processes. The second benefit of using Laguerre functions in combination with optimal predictive control is the improvement of the feasible region. Finally, it was demonstrated that the algorithm can be effectively coded in an standard PLC without excessive memory and computational requirements.



Chapter 8 An efficient suboptimal multi-parametric solution This chapter presents original contribution to the thesis. Here, a suboptimal multi-parametric approach to predictive control is developed; it differs from more conventional approaches in that it pre-defines the complexity of the solution rather than the allowable suboptimality. The chapter, proposes a novel parameterisation of the multi-parametric regions which allows efficiency of definition, effective spanning of feasible region and also highly efficient search algorithms. Despite the suboptimality, the algorithm retains guaranteed stability, in the nominal case. An experimental example using a PLC with the proposed algorithm is presented. The chapter is organised as follows: Section 8.1 presents the introduction and motivation of the chapter; Section 8.2 will give a brief background on a standard MPC algorithm and explicit solutions. Section 8.3 discusses about the complexity of polytope representations. Section 8.4 then introduces the proposed suboptimal multi-parametric solution with proofs of feasibility and convergence. Section 8.5 presents some Monte-Carlo numerical illustrations and Section 8.6 presents an experimental example using a PLC. The chapter finishes with the conclusions in Section 8.7.



8.1



Introduction



Multi-parametric solutions to predictive control (Bemporad et al., 2002a; Bemporad et al., 2002b; Pistikopoulos et al., 2000) have two key advantages: (i) they give transparency to the control law which may have advantages in safety critical or highly regulated environments and (ii) they have the potential to significantly reduce the on-line computational load/complexity. This chapter concerns itself primarily with the second of these points because often the potential to reduce complexity is not realised; for instance, especially with high 146
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order systems, the optimal parametric solution may be very complex so that implementation is more difficult or slower than including an on-line quadratic programme. The aim is to achieve a reduction of complexity and data storage to the point the controller can be used in cheap embedded systems with fast sampling rates. Several authors have tried to tackle this issue with various research directions. Some authors have looked at optimising the efficiency of storage of the parametric solution combined with fast algorithms for implementation of the solution (e.g. Borrelli et al., 2001; Tøndel et al., 2003b; Christophersen et al., 2007). Other authors have considered beginning from a suboptimal parametric solution in the hope that such a solution may be far simpler, but with a small loss in performance only (e.g. Johansen et al., 2002; Johansen, 2003; Johansen and Grancharova, 2003; Bemporad and Filippi, 2003; Grieder et al., 2004). One approach in the literature has looked at using orthogonal spaces to speed up search times and sub-divides the parametric space into small enough regions to quantify the sub-optimality as small enough, either from a performance perspective or in terms of feasibility (Johansen, 2003). Another alternative is to look at making the regions larger (Bemporad and Filippi, 2003) by allowing some relaxation of the optimality, while ensuring feasibility. However, critically for the motivation here, none of the works above are able to give any strict bounds on the resulting complexity of the solution which thus may still be worse than desired. A less explored avenue is to base the parametric solution on points rather than regions (Canale and Milanese, 2005; Canale et al., 2008; Canale et al., 2009). In simple terms one predefines the optimum strategy for a number of possible initial conditions and then on-line select from these the one which is closest to the actual initial condition. However, once again the main failing of this approach is that it is hard to get bounds on the complexity of the solution because the focus of the work is on ensuring that the suboptimality meets some guaranteed requirement which thus can be conservative. The examples in those papers use numbers such as 104 − 106 vertices. An even less explored avenue is the potential to use interpolation (Rossiter and Grieder, 2005a) to give a convex blend from nearby points, thus reducing the number of points/regions required while ensuring feasibility. Here the intention is to take a different viewpoint from those which either start from the explicit optimal and define efficient searches or look for ways of trading complexity with performance. Instead, this chapter proposes to predefine the complexity of the solution and then ask whether one is able to get sufficient performance and guarantees of feasibility. The argument taken is that any result which is based on sub-division until the difference from the optimal is small will, in general, lead to a large number of regions. In general, convergence and feasibility guarantee with a pre-defined complexity are wanted and then one is required to ask what level of performance can be obtained from



Chapter 8. An efficient suboptimal multi-parametric solution.



148



that, accepting that it will be suboptimal in comparison to a more complex solution. The advantage of predefining the complexity is the possibility, a priori, of giving strict limits on data storage and sample time requirements and thus being much cheaper and simpler to implement on systems which have available only low computational power but may still require fast sample times. Hence, the key contribution of this chapter is a proposed approach which reduces complexity of the parametric solution to about the minimum possible and does not give large growth in complexity with the state dimension. Moreover, the on-line coding requirements are trivial as compared to the on-line implementation of a quadratic program. In line with some concepts adopted by earlier authors (Grieder et al., 2004; Johansen and Grancharova, 2003) this chapter intends to make use of regular shapes as this enables very efficient search methods and simple polytope definitions with predefined complexity.



8.2



Modelling, predictive control and multiparametric solutions



This section introduces the assumptions used in the chapter and background information, but omitting well known algebra that does not add to concepts.



8.2.1



Model and constraints



This chapter assumes a standard state-space model of the form xk+1 = Axk + Buk yk = Cxk



(8.1)



with xk ∈ Rn , yk ∈ Rl and uk ∈ Rm which are the state vector, the measured output and the plant input respectively. It is assumed that these are subject to constraints at every sample instant, for example: Au uk ≤ bu ;



A∆u ∆uk ≤ b∆u ;



Ay yk ≤ by



(8.2)



In the context of predictive control, it is common to take the following quadratic performance index as the objective to be minimised at each sample J=



∞ X



xTk+i Qxk+i + uTk+i−1 Ruk+i−1



(8.3)



i=1



as, under some mild conditions, this allows a staightforward stability guarantee in the nominal case. In the unconstrained case, the feedback minimising performance index J is given as uk = −Kxk , however it is noted here that this chapter omits the fine details associated to integral action and offset free tracking to simplify the presentation (see Section 2.9 for details).
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Optimal MPC



In this chapter the default MPC algorithm is taken as Optimal MPC (OMPC) (Scokaert and Rawlings, 1998; Rossiter et al., 1998), that is one whereby the ‘optimal’ feedback K is assumed in the terminal mode and there are degrees of freedom in the first nc steps; nc is taken to be large here and in fact it is known from work in multi-parametric solutions that often a relatively small finite value is enough to capture the maximal controlled admissible set. Hence, with the control trajectory given as: ½ −K(xk+i − xss ) + ck+i ; i ∈ {0, ..., nc − 1} uk+i − uss = (8.4) −K(xk+i − xss ); i ∈ {nc , nc + 1, . . .} For prediction class (8.4), input and state constraints (8.2) over an infinite horizon can be presented in the form Mxk + N→ c k ≤ col(1); £ T − ¤T T c . . . c c k = k k+n −1 c − →



(8.5)



for suitable N, M with a finite number of rows (Gilbert and Tan, 1991). Two standard sets are: MAS is {xk ∈ Rn |Mxk ≤ col(1)} and is the region in the state-space for which the unconstrained feedback uk = −Kxk satisfies constraints. c k ≤ col(1)} and is the region MCAS is {xk ∈ Rn |∃→ c k ∈ Rnc m s.t. Mxk + N− → − such that the future trajectories in x whereby it is possible to find a − c →k satisfy constraints. The MCAS gets larger as nc increases, but usually up to a finite limit if the state constraints give a closed region. It is not the purpose of this chapter to consider nuances in that discussion topic. The OMPC law is derived by minimising J w.r.t. the parameterisation of (8.4) and subject to constraints. This is known to be equivalent to minimising over ck+i , i = 0, ..., nc − 1 the performance index c ∗k = arg min → c Tk W− ck − → − → ck → −



s.t. Mxk + N→ c k ≤ col(1) −



(8.6)



for a suitable W, (W > 0). Definition 8.1 (Optimal control sequences) For initial states xk = vj , define the corresponding optimal control sequences as − ck =→ c j . By definition, → − the recursive use of the this sequence of ck+i values in (8.4) will give input/state trajectories that satisfy constraints and converge to the origin.
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Multi-parametric solutions



The solution of problem (8.6) has a multi-parametric solution (Bemporad et al., 2002b) of the form (for details see Chapter 7): ˆ r x k + tr ; xk ∈ Rr ⇒ − c k = −K →



Rr = {xk : Mr xk ≤ dr }



(8.7)



ˆ r , tr , Mr , dr where the interiors of the polytopes Rr do for suitable Rr , K not overlap and the union gives the MCAS. The main weakness of multiparameteric solutions is that the number of regions r can grow very quickly both with state dimension and indeed nc (although to a finite limit with nc ). This chapter seeks alternative but suboptimal parametric solutions which require far fewer regions.



8.3



Facet or vertex representations of polytopes and multi-parametric solutions



The main assumption of this chapter is that an efficient multi-parametric realisation requires an assumption of regular polytopes, such as n-dimensional cubes, as opposed to the more general shapes possible for R. This is because such an assumption carries several simple benefits (depending on the selected regular polytope): 1. The number of facets may be is small. 2. The number of vertices may be small and equispaced to some extent. 3. The shape, facets and vertices are regular and hence easy to handle and define. This allows for very efficient search algorithms. In fact, the assumption in this chapter is slightly different from a cube, although the proposed algorithm is seeded by a cube.



8.3.1



Facet-based parametric solutions



A major concern is related to the efficiency of search algorithms. It is recognised (Borrelli et al., 2001; Rossiter and Grieder, 2005a) that one can define very efficient algorithms for finding an active facet (Definition 8.2) and thus an MPC algorithm which utilises this mechanism (there is an explicit link between the active facet and the control law) has the potential to be very efficient; it has also been shown that efficient mp-QP parameterisations, can use active facet computations to infer the set membership computations in (8.7).
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Definition 8.2 (Active facet) Consider a closed polytope, containing the origin, given as Mxk ≤ col(1). Then for any state xk , the active facet j is defined as the one for which: max eTj Mxk j



(8.8)



where ej is the j-th standard basis vector. Thus, the search algorithm efficiency depends only on the number of inequalities in (8.8). However, this is where the goal of a highly efficient search algorithm may break down because there may be many different optimal solutions contributing to a single facet; moreover, there maybe too many inequalities. Thus this chapter considers to what extent a suboptimal solution which enforces a single solution on each facet and/or keeps the number of facets small is amenable to guarantees of feasibility and convergence.



8.3.2



Facet versus vertex representations of polytopes



A key issue for the user is to ask which representation is more efficient, one based on the vertices or one based on facets. For an arbitrary region such as the MCAS one cannot give a simple answer to this but the following observations are significant: • One can define an arbitrary region very efficiently with relatively few vertices, however this may nevertheless have a suprisingly large number of facets. • Equally, one can define an arbitrary region with relatively few facets only to find that there are relatively many more vertices. • It is difficult to form a systematic link between the number of vertices and facets except for a few cases such as the n-dimensional cube. • For a general n-dimensional polytope, it is possible that some facets have far more than n vertices and equally some vertices contribute to many more than n facets. In summary, if one wants efficient or consistent relationships between facets and vertices then one is steered towards using regular polytopes.



8.3.3



Convexity



Let us assume that some global optimum and feasible control/state sequences c i = {ck , ck+1 , . . .}, → x i = {xk , xk+1 , . . .}, Mvi + N− c i ≤ d, are known for − → − →
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a set of initial points xk = vi , i = 1, 2, . . . , m. Then, one can use convexity arguments to show that the following sequence − c k is also feasible. → P xk = Pm i=1 λi vi m c = λi − ci − →k Pi=1 → m x k = i=1 λi − x − → Pm →i λi ≥ 0, i=1 λi = 1



      



⇒ Mxk + N− ck ≤d →



(8.9)



Moreover, by the definition of (8.4), the use of − c k will give rise to convergent → state trajectories. Lemma 8.1 Assuming n states, then given n lineary independent vertices vi , i = 1, . . . , n and the corresponding optimal control sequences → c i , a feasible − convergent sequence for the initial state xk is given from:   λ1 i  λ2  h £ ¤−1  cn  c 2 ... → c1 → (8.10) ck = − xk  .. ; Λ = v1 . . . vn − − → − →  .  λn | {z } Λ



if λi ≥ 0, ∀i. Proof: This is obvious from (8.9).



u t



Definition 8.3 (Simplex) Define a simplex as the convex hull of n + 1 linearly independent vertices: one vertex is the origin and the remaining n vertices define a facet not intersecting with the origin. Corollary 8.1 The computation of λi in (8.10) will be such that λi ≥ 0 if xk is inside the simplex made from these vertices. This is obvious from trivial vector algebra. Theorem 8.1 If xk lies inside a simplex defined by n vertices, then a feasible convergent trajectory can be determined from (8.10) using those vertices. Proof: This follows directly from the Lemma and Corollary above.



u t



The key insight offered in this section is that convexity arguments can be used very easily to form convergent and feasible trajectories for an arbitrary state xk if one has knowledge of feasible and convergent trajectories − c i, − xi → → for a large enough number of possible initial points vi (here denoted vertices) spanning the space and, if xk lies inside the polytope defined by those vertices. Nevertheless it is necessary to select the right n vertices, not only to ensure
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λi ≥ 0 but also in general it will be non-trivial to identify the best n vertices from m possible, m À n. For instance, the active facet technique may suggest a facet which has many more than n vertices in which case several different combinations of n vertices from these may give a simplex in which xk lies and satisfying the requirement on λi .



8.3.4



Building a regular polytope for which each facet has only n vertices



If a facet has only n vertices, then one can use convexity arguments to argue that, for any xk for which that facet is active, there is a unique linear combination of the vertices as in (8.9) which will give a feasible convergent trajectory. However, it is non-trivial in general to construct polytopes for which each facet has exactly n vertices and for which there is no overlap of the associated simplices. This section outlines one such set of polytopes which are easy to define and low complexity. Definition 8.4 (Cube with extended centers) Define a polytope as the convex hull of vertices tj given as all possible unique combinations of w1,j and w2,i : £ ¤T w1,j = ±1 ±1 . . . ±1 ; w2,i = ± ei µ, i = 1, . . . , n;



µ=



√



(8.11) n



(8.12)



The reader will note that this defines the corners of an nD cube and the centre of the facets of this cube stretched to the same modulus (ei being the ith standard basis vector). The total number of vertices of this polytope is given as 2n + 2n. The number of facets, however, may grow very quickly with n, i.e. the total number of facets will be n2n . Figure 8.1 demonstrates what this shape might look like in the 3D case and the reader can clearly see that each facet has 3 vertices, but vertices contribute to 4 or 6 facets each.



8.3.5



Locating the active facet/vertices on proposed simple shape



Having defined the shape in Definition 8.4, it is wanted to know how easily one can identify the active facet for an arbitrary initial point xk , that is to find which are the nearest n vertices such that xk lies inside the simplex formed by those vertices and the origin, thus satisfying (8.9). This section shows that for vertices defined as in Definition 8.4, these vertices can be found with a trivial
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Figure 8.1: Three dimensional cube with extended centres to the facets.



search, simpler even than that used in Definition 8.2. The idea is simply to find the nearest n vertices to a point; these will always form a simplex, with the origin, enclosing the point. Further note that n − 2 vertices can be given by inspection due to the regular definitions of the vertices. Algorithm 8.1 (Active vertices) Assume nD space and an initial point x = 1. Sort x in order of magnitude so that p = of the largest to the smallest.



£ £



x 1 . . . xn p1 . . . pn



¤T ¤



.



are the indices



2. The active vertices include the standard basis vectors corresponding to p1 , . . . , pn−2 , with the choice being vi = µepi sgn(xpi ), i = 1, ..., n − 2. 3. The remaining two vertices vn−1 ,£P vn are taken from¤the selection of either n−1 (z1 , z2 ) or (z1 , z3 ) where z1,2 = i=1 epi sgn(xpi ) ± epn sgn(xpi ), z3 = µepn−1 . The reader will note that z1,2 correspond to some vj in (8.11). The choice is taken based on whether z2 or z3 is nearer to x. 4. Given the active vertices, define the corresponding input trajectory using equation (8.10). Remark 8.1 Note that only a fixed number of control laws, given by 2n + 2n, needs to be stored.
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Theorem 8.2 Algorithm 8.1 always defines vertices which in turn define a simplex with xk inside the simplex. Consequently, the vertices can be used to find a feasible convergent trajectory using (8.10). Proof: First, it is obvious that the following vertices would be a possible (probably suboptimal) choice for forming the simplex: vi = µepi sgn(xpi ),



i = 1, . . . , n



(8.13)



It is also clear that other standard basis vectors will be inappropriate as having the wrong direction entirely so that the associated λi would not be positive. Next, it is clear thatPonly one other vertex lies inside the simplex defined by (8.13) and that is ni=1 epi sgn(xpi ) and a smaller, thus more optimal, simplex can be defined by including this point at the expense of one of those given in (8.13), the one with the smallest contribution. Finally, it is noted that some vertices of the type w1,j outside of the simplex (8.13), but adjoining this could also allow a smaller simplex and the most likely vertex to swap is the standard basis vector giving the next smallest contribution; step 3 of Algorithm 8.1 determines which vertex gives the smallest simplex on the basis that this gives best feasibility although in fact both alternatives would be feasible in general! u t Illustration of algorithm to find active vertices £ ¤T £ ¤T Consider the initial points z1 = 0.2 0.3 1 , z2 = 0.5 0.8 1 . It is shown that the algorithm gives different choices for the last active vertices; the first n − 1 are the same. £ ¤T 1. The largest component of z1 is the 3rd, so include µe3 = 0 0 µ as t1 . As the next highest component is the 2nd, and the 3rd component is positive, include t2 = e3 +e2 +e1 . Finally, the last vertex t3 is chosen from £ ¤T e3 + e2 − e1 = −1 1 1 , µe2 , whichever is closer; in this case t3 = £ ¤T £ ¤T −1 1 1 . Equation (8.10) P then gives Λ = 0.4 0.25 0.05 which are clearly all positive and λi < 1. £ ¤T 2. In the case of z2 , clearly one should include t1 = µe3 and t2 = 1 1 1 £ ¤T £ ¤T and then one from −1 1 1 , 0 µ 0 . In this case the t3 = £ ¤T £ ¤T 0 µ 0 is closest to z2 . So, P (8.10) gives Λ = 0.29 0.5 0.17 which are clearly all positive and λi < 1. Comments on algorithm for finding active vertices The reader will note that Algorithm 8.1 identifies the active vertices (and implicitly facet with only n vertices) without at any point needing to define the
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facet representation for the implied shape. This is key later when the shape will be distorted and hence the vertex combinations making up the facets cannot be determined simply; as will be seen, these do not need to be known and the chapter uses only the vertices throughout. Also, the facet representation may grow combinatorially in complexity whereas the vertex representation does not. It is noted that equation (8.10) requires a matrix inversion. However, the matrix to be inverted comprises columns which are mostly scaled standard £ ¤T basis vectors and one or two columns of the form ±1 ±1 . . . . Consequently the inversion is trivial in general and one could easily generate highly efficient code for this. Having identified Λ, the predicted control is computed from (8.10) and thus the overall algorithm is highly efficient.



8.3.6



Summary



This section has outlined the key background information required to develop an efficient parametric solution. 1. Definition of a low complexity polytope for which all facets have n vertices. 2. A link between optimal trajectories at n predefined initial values and possible feasible trajectories at other points inside the corresponding nD simplex. 3. A fixed number of vertices 2n +2n, with the associated control laws needs to be stored. 4. A highly efficient algorithm for identifying the active vertices for an arbitrary initial point. It remains to modify this polytope to more general shapes or feasible regions, but as will be shown none of the efficiency benefits or key attributes are lost in doing so.



8.4



A suboptimal parametric MPC algorithm



This section first develops the vertex based polytopes to encompass a region close to the MCAS and therefore applicable to OMPC. Then it proposes an efficient suboptimal parametric predictive control law.
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Figure 8.2: Controller partition obtained with mp-QP and P (in thick line) for a two state example.



8.4.1



Definition of the vertices of the feasible region



The first objective is find vertices corresponding to the polytope of Definition 8.4 which lie on the boundary of the MCAS as these are the points furthest from the origin, in those directions, for which a feasible control trajectory is known. Algorithm 8.2 (Vertices in the MCAS) Given the vertices tj produced in Definition 8.4, find points in the same direction which lie on the MCAS by performing the following optimisations. max γj s.t. Mtj γj + N− c j ≤ col(1) →



γj , c j → −



(8.14)



and hence define vertex Vj = γj tj and corresponding optimal sequence → c j. − Capital V is used to distinguish between MCAS vertices and lower case t for the regular shape. Define the convex hull P = hull{V1 , V2 , . . .}. The vertices Vj will describe a polytope P which is close to the MCAS, but clearly smaller in general due to the predefined assumptions on the directions of the vertices and restrictions to the complexity. The argument that will be made is that the small loss in the volume of P as compared to the MCAS is countered by the huge gains in the simplicity of definition as the vertices have regular directions as given in Definition 8.4 and are small in number. An example is given in Figure 8.2. It is clear that there is a huge gain as compared to the MAS and the feasible region for P is quite close to the MCAS given the simplicity of the assumed shape.
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Remark 8.2 As noted earlier, the controller partition obtained with mp-QP R may have a very large number of facets and it is not obvious, a priori, which vertices will make up those facets (it is not necessarily the same as for the shape in Figure 8.1). In this chapter, no attempt is made to compute the facet representation as this is not needed.



8.4.2



Locating the active vertices from polytope P



The advantage of building P from a regular polytope is that the directions of the vertices are the same and therefore locating the simplex in which a current point lies can be based on the same logic as Algorithm 8.1. Algorithm 8.3 (Extended active vertices) Assume nD space and an initial point x =



£



x 1 . . . xn



¤T



.



1. Define a correspondence ti ≡ Vi , in that they differ only by a positive scaling factor γ. £ ¤ 2. Sort x in order of magnitude so that p = p1 . . . pn are the indices of the largest to the smallest. 3. The active vertices include the standard basis vectors corresponding to p1 , . . . , pn−2 , with the initial choice being vi = µepi sgn(xpi ), i = 1, ..., n − 2. The final choice is the corresponding Vi . 4. The remaining two vertices vn−1 , vP n are taken from the selection of either (z1 , z2 ) or (z1 , z3 ) where z1,2 = [ n−1 i=1 epi sgn(xpi )] ± epn sgn(xpi ), z3 = µepn−1 . Scale z2 , z3 to the corresponding Vj term and the choice is taken based on whether z2 or z3 is nearer to x.



8.4.3



Proposed suboptimal control law



This section defines the proposed MPC algorithm assuming that the only information available to the user is: • The vertices Vj on the boundary of the MCAS corresponding to P. • The optimal sequences − c j corresponding to each vertex. → • The constraint inequalities (8.2). • The tail of the optimum sequence taken at the previous sample; typically £ ¤ c the tail is taken as − c k|k−1 ck+1|k−1 . . . ck+nc −2|k−1 0 . tail,k = → The proposed MPC algorithm is as follows.
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Algorithm 8.4 (submpOMPC) At each sample perform the steps: 1.



if The current state x satisfies Mxk ≤ col(1) then use uk = −Kxk ; update the sampling instant and go to Step 1 else Continue to Step 2; end if



2. Using the current state xk , find the active vertices using Algorithm 8.3. 3. Find the feasible control sequence → c k using the active vertex set, equa− 1 tion (8.10) . 4. Define the optimum sequence as c ∗k = (1 − β)− c k + β− c tail,k − → → →



(8.15)



5. Perform the optimisation β ∗ = arg min β



= arg min β



Jc n o (1 − β)− c k + β c tail,k → − →



s.t. Mxk + N− c ∗k ≤ col(1) →



(8.16) (8.17) (8.18)



and use the optimum β ∗ to compute − c ∗k . → 6. Implement the first element of − c ∗k in (8.4), update the sample instant → and return to Step 1. Theorem 8.3 In the nominal case, Algorithm 8.4 has a guarantee of convergence and recursive feasibility. Proof: Convergence relies on the standard argument (see Section 2.6) that the inclusion of − c tail,k allows an upper bound on the cost Jc and moreover Jc,k ≤ → T Jc,k−1 − − c k−1 W− c k−1 and therefore Jc is Lyapunov; once Jc = 0 the system is → → inside the MAS and unconstrained control applies. Recursive feasibility also follows automatically from − c tail,k being feasible by definition. u t → Ironically, there is no guarantee that the set P is invariant and thus trajectories which begin in P may go outside P and thus the optimal → c k produced − P by Step 3 of Algorithm 8.4 may be infeasible (because i λi > 1). In this 1



Note, strictly this is guaranteed feasible iff



P



λi ≤ 1.
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case one may rely more extensively on the tail until the state trajectory rec ∗k at each enters P. However, insisting on invariance of → c k as opposed to − − → sample instant would require either more complex set definitions and/or more demanding optimisations and thus defeats the object of this chapter. Nevertheless, should this be desired, one could easily determine, off-line, a separate region P2 ⊂ P such that xk ∈ P2 ⇒ xk+i ∈ P, ∀i > 0, thus preserving the feasibility of both − c tail,k and − c k. → → Remark 8.3 This chapter has not looked at robustness issues but is expected that a basic extension would be straightforward using robust determinations of the MCAS (Pluymers et al., 2005b). It is also worth repeating that the focus here is simplicity and in general algorithms with strong robustness results come at a price of increased complexity.



8.5



Numerical examples



This section will demonstrate several aspects of the proposed algorithm, but primarily the two main attributes: (i) the complexity is always low relative to the norms in the literature for a given state dimension and (ii) despite the restriction to so few points, the performance is only slightly suboptimal and moreover recursive feasibility and convergence are achieved for all initial points in P. To this end, this section will give four examples, one with 2 states (slightly under damped mass-spring-damper), two with 3 states (one a simplified two-input-two-output model of electrical power generation) and one with 4 states, they are summarised in Table 8.1. In each case, nc = 5 is used as much beyond this offered little benefit by way of feasibility. Figures 8.3-8.6 show the efficacy of the proposed approach as compared to a standard OMPC algorithm in terms of performance and feasibility for two different choices of control weighting R. Several initial conditions are chosen randomly with a Monte-Carlo method. • The top plots show the normalised size (distance to boundary of P from the origin) of the feasible region for a large number of different directions, as compared to the MCAS. For completeness the figure includes the corresponding distance for the MAS, that is when nc = 0. The directions are ordered by normalised magnitude of P. • The lower plots show the normalised performance of Algorithm 8.4 as compared to OMPC, again for a large number of random initial points on the boundary of P; the same points as for the upper figures.



Example 4



Example 3



Example 2



Example 1



¸



 0.9146 0 0.0405  0.1665 0.1353 0.0058  0 0 0.1353







 0.900 −0.105 −0.108 0.2  0.6 0 0 −0.1     0 0.8 0 0.3  0 0 0.8 0







−0.2 −1 1 0



 1.4000 −0.1050 −0.1080   2 0 0 0 1 0







·



A ¸



 2  0     0  0.5







 0.054 −0.075  0.005 0.147  0.8647 0







1 0



 0.2  0  0







·



B



·



¤



5 7.5 5



1 0 ¤



£



5 7.5 5 1



¤



1.799 13.216 0 0.823 0 0



£



£



C



System matrices in the form xk+1 = Axk + Buk ; yk = Cxk



Table 8.1: Systems and constraints for the numerical examples.
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Figure 8.3: Example 1, x ∈ R2 . Cost and feasibility comparisons.
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Figure 8.4: Example 2, x ∈ R3 . Cost and feasibility comparisons.
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Figure 8.5: Example 3, x ∈ R3 . Cost and feasibility comparisons.
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Figure 8.6: Example 4, x ∈ R4 . Cost and feasibility comparisons.
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Table 8.2: Comparison of number of vertices for Algorithm 8.4 with number of regions for mp-QP solution to OMPC.



Regions Example Example Example Example



1 2 3 4



(mp-QP)



Vertices



(Alg. 8.4)



R=10



R=0.1



R=10



R=0.1



67 77 297 727



63 77 285 251



8 14 14 24



8 14 14 24



These figures demonstrate two clear conclusions. First, despite the very restricted shape of P, there can be significant feasibility improvements as compared to the MAS, although unsurprisingly it is smaller than the MCAS which may have a very complex shape. Second, the performance degradation from using a suboptimal strategy is often quite small (here only the 3rd example has serious performance degradation for R = 0.1) and, unsurprisingly again, the loss in performance was dependent on the initial condition. The Table 8.2 focuses on the complexity of the solution as compared to a standard parametric approach of (Bemporad et al., 2002b). Specifically, the table compares the number for regions for a standard mp-QP with the number of vertices for Algorithm 8.4; this is a fair statement of data storage requirements. However, it should be noted further, that the search efficiency for the proposed algorithm is far better, even if the number of regions/vertices were the same. It is clear that the proposed algorithm allows substantial reductions in complexity.



8.6



Experimental implementation of the algorithm



This section shows the experimental implementation of the submpOMPC algorithm. Section 8.6.1 presents the integration of the program into the PLC, while Section 8.6.2 shows the experimental results of implementing the control law.



8.6.1



PLC implementation



The structure of the program is shown in Figure 8.7, and the description of the routines is presented next:
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Figure 8.7: Structure of the submpOMPC algorithm in the target PLC.



MPC MAIN (Ladder Logic Diagram). This is the main routine whose purpose is to control the program execution, calling routines as and when they are needed. Specifically, this routine first calls Observer; if xk c tail,k+1 = col(0) and calls satisfies Mxk ≤ col(1), sets − c ∗k = col(0), − → → Controller Output; else, sequentially calls the routines: Vertex Id, Optimisation and Controller Output. Observer (Structured text). This subroutine is used to reconstruct the state vector using a Kalman filter, see Section 2.9.1. Invokes the subroutine Matrix Multiply to complete the operations. Vertex Id (Structured text). This subroutine gets from Data Vertex the optimal solution → c ∗k associated with the active vertices using Algorithm 8.3 − and Lema 8.1. Data Vertex (Structured text). This is not properly a program routine, is a data bank. Contains the information about the vertices Vj of the polytope P and associated optimal solutions − c j. → Optimisation (Structured text). This subroutine is used to calculate the optimum − c ∗k from equation (8.15) finding β ∗ in the optimisation problem → (8.16). Before ending, this routine stores → c tail,k+1 . − Controller Output (Structured text). This subroutine sends to the plant the next calculated input uk = −Kxk + c∗k .
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Figure 8.8: submpOMPC memory usage on the target PLC.



8.6.2



Experimental test



As in earlier chapters, the speed process presented in Section 4.5.2 is used as the test rig, with constraints −3.5V ≤ u ≤ 3.5V , −0.05 ≤ ∆u ≤ 0.05V . To obtain a closed polytope, the output is bounded to −1100 RPM ≤ y ≤ 1100 RPM. As in the previous chapter, the state vector needs to be augmented in order £ ¤T to allow tracking of a time-varying reference: ξk = xk dk uk−1 rk where xk are the model states of the controlled plant, dk is the disturbance estimate, uk−1 is the previous control input and rk is the reference signal. Therefore, the dynamics are formulated in ∆u-form; and the system input can be obtained as uk = uk−1 + ∆uk . The augmented vector ξk replaces xk in all the algebra presented in this chapter. The program, in this case, uses 15% of the available storage of the PLC including required memory for I/O, running cache and other necessary subroutines as it can be seen from the properties of the controller with the RSLogixr programming tool in Figure 8.8. Figures 8.9 and 8.10 shows the conventional mpOMPC partition and polytope P for this problem in the case when dk = 0, uk−1 = 0. In this case submpOMPC only needs to store information about 42 vertices and the associated control laws opposed to 97/83 regions from the mpOMPC/mpLOMPC. Figures 8.11 and 8.12 show the execution time of the algorithm and the experimental closed-loop response respectively. Two setpoint step changes are demanded; the results show that the proposed controller is tracking the setpoint accurately. To complete the assessment of the implemented program, the diagnostics tool from the hardware displays that the time for scanning the program each sample time which in the worst case is 9.85 ms.
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Figure 8.9: Polytope P (grey) and mpOMPC controller (white) MCAS for the speed process (dk = 0, uk−1 = 0).
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Figure 8.10: Cuts on the Polytope P (in think line) and mpOMPC controller partition for the speed process (dk = 0, uk−1 = 0).
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Figure 8.11: Execution time and sampling jittering of the submpOMPC algorithm. Speed process 1000
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Figure 8.12: Experimental test for the speed process using submpOMPC.
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Conclusions



This chapter has made three main contributions. First, it has evolved work on efficient multi-parametric solutions to predictive control by removing the requirement for a specified bound on suboptimality and instead replaced that assumption with a specified bound on solution complexity. This is done without loss of recursive feasibility and stability and is a key advance when considering application to systems with low processor capability or highly complex optimal multi-parametric solutions. Secondly, it has proposed a novel choice of regions which allows for highly efficient search algorithms in conjunction with a simple definition which allows more shape flexibility than nD cubes. Specifically, the choice of regions allows one to define the feasible region in terms of facets with at most n vertices thus allowing simple convexity statements and thus simple computations; critically, the facets do not need to be enumerated explicitly off-line and are computed implicitly, with a trivial iteration, as required; hence the data storage requirements are minimal. Third, once again it has been demonstrated that this simple but efficient algorithm can be effectively coded in a standard PLC unit. Thus, it is a viable alternative for replacing standard controllers with poor performance. While it would be impossible to give a generic statement that the proposed approach always gives at most a given degree of suboptimality or percentage loss in feasibility, the numerical examples show that these comparisons are easy to determine by simulation and in many cases the gain in simplicity and efficiency far outweighs any performance loss.
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Conclusions



Chapter 9 Conclusions and future perspectives This final chapter is organised as follows: Section 9.1 presents a summary of the original contributions of the work exposed in this thesis; this is followed by the final general conclusions in Section 9.2; and finishes with the proposed future work in Section 9.3.



9.1



Original contributions



The main original contributions of the present work can be summarised in the following points: F An auto-tuned/auto-modelled MPC controller based on relatively crude but pragmatic information was developed. Despite the lack of modelling information, the implementation demonstrates better performance than a commercial PID controller that relies in more modelling information. F A systematic way of redesigning the default feed-forward compensator of the MPC when the setpoint trajectory is known a priori was developed. The optimised feed-forward compensator contributes to keep at minimum the on-line computational burden that arises from the constraint handling, leaving the on-line optimiser free to deal only with uncertainties and disturbances. F A novel parametrisation for the input sequences in optimal predictive control was proposed. An improvement of the feasible region of the controller is achieved when Laguerre functions are used in combination with OMPC without losing performance and retaining fundamental properties of the OMPC algorithm such as stability and recursive feasibility.
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Table 9.1: Comparison of memory usage and execution time for the algorithms tested in the studied PLC.



Algorithm PID Autotuned MPC Optimised Feed-forward mpLOMPC submpOMPC



Memory usage Max. execution time 1% 17 % 13 % 19 % 15 %



0.04 ms 11.63 ms 9.53 ms 9.98 ms 9.85 ms



F It was shown that, when Laguerre functions are used to parameterise the input sequences in OMPC, there is not only an improvement of the volume of the feasible region, but also there is a reduction of number of regions (and therefore computational complexity and memory storage) using multi-parametric QP. F Further reductions in computational complexity and memory storage were achieved with the development of a suboptimal multi-parametric solution to the optimisation problem which predefines the complexity instead of the allowable suboptimality and is based in vertex representation rather than the most common facet representation. The controller performs trivial computations on-line yielding a very efficient search algorithm. Moreover, the controller guarantees stability and recursive feasibility. F The algorithms were tested experimentally on bench-scale laboratory equipment using standard industrial programming language and a commercial PLC, showing that the developments presented in the thesis are an affordable alternative to conventional controllers.



9.2



Final conclusions



The objective of the thesis was to develop realistic predictive control algorithms with high performance in order to be embedded in standard industrial hardware. The algorithms were required to handle constraints, be easy to code, fast in computation times and low in terms of storage requirements. The objective was successfully achieved. In order to make a final comparison of the algorithms presented in the thesis, Table 9.2 summarises the memory usage and execution times of the controllers embedded into the studied PLC. The table shows that the PID
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controller is clearly the fastest and the most simple algorithm, however, a serious weakness is that this simplicity has a severe impact in performance when dealing with constraints. In the case of the MPC algorithms 1 , the execution times are around 10ms using no more than 19% of the available memory, showing that advanced constraint handling strategies can be effectively coded in a standard unit. In general 2 , the algorithms developed in this thesis have higher performance compared with the conventional PID. Furthermore, the complexity reductions achieved are significant compared with other MPC strategies in the literature without losing performance or with negligible performance loss. Moreover, throughout the thesis, it has been demonstrated how the algorithms can be coded in a PLC; so, the predictive control algorithms presented are in a form such that it may be used to quickly control systems that have proved to be difficult for PID in the past, thus adding another reliable and affordable tool to the practitioner’s toolbox. As is to be expressed, the approaches presented have limitations: (i) the auto-tuned algorithm was only developed for open-loop stable SISO plants; (ii) the optimisation of the feed-forward compensator is done for a specific trajectory and has to be redesigned every time this trajectory changes, also this technique is sensitive to parameter uncertainty; (iii) the tuning for multiparametric approaches can be tedious since it cannot be done on-line; (iv) the suboptimal multi-parametric algorithm may decrease its performance with certain shapes of the MCAS, e.g. with non-symmetric constraints. For these reasons, neither the algorithms presented here nor any other, are superior to other forms of control in all the cases; it is the practitioner who has to choose the most appropriate control scheme at the hand for a particular problem. As a final remark, the thesis has raised an important issue: MPC can clearly outperform PID in many low cost scenarios; but in spite of that, they are not as used in practice as one would expect. Existing MPC products are not suitable for all applications or they do not capture all the benefits possible when they are applied. And a high level of expertise is required to implement and maintain a MPC controller is an impediment to more widespread utilization. PFC has achieved a foothold in this marketplace but more conventional MPC strategies have not, despite offering potentially better performance. There is a need to keep proposing and promoting efficient and reliable algorithms to fill this market.



1



All algorithms use 3 d.o.f. to solve its corresponding optimisation problem. For the specific conclusions the reader is referred to the corresponding chapter of this thesis. 2
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Recommendations for future work



The work presented in this thesis provide the following insights for future research: 1. It would be interesting to extend the auto-tuning rules presented in Chapter 4 to open-loop unstable systems and to systems with more challenging behaviour such as nonminimum phase and large dead times where PID control will be inevitable unsatisfactory. 2. In order to make a comparison to the approaches presented in Chapter 5, is recommended to extend the OMPC formulation to include in the initial design the advance knowledge of the setpoint. This will avoid the need of a second design stage. 3. With regard to the enlargement of the feasible region of Chapter 6, there are several avenues that could be pursued next, for instance: (i) would mixing the OMPC-b and LOMPC concepts give even further feasibility benefits?; (ii) are there benefits from adding gain scheduling to use OMPC near the origin and switch further out? (iii) are there alternatives to Laguerre functions worth investigating?. 4. Although during the last few years the area of multi-parametric solutions has been developing fast, improvements can still be made. For instance, in Chapter 7 it is suggested to combine mpLOMPC with work done about efficient search trees in order to improve the on-line search algorithm (point location problem). 5. For the suboptimal multi-parametric solutions presented in Chapter 8, future work aims to investigate the potential of using this approach recursively, that is to derive smaller additional polytopes near the boundary as is done typically here using a nD cube assumption. Thus, a bigger area of the MCAS can be covered. 6. This thesis did not analyse issues of robustness for any of the proposed controllers, while in practice, the robustness of a controller may be crucial in order to be considered for a particular control problem. Mechanisms to improve robustness without increasing the computational burden are worthy of further study. 7. Above all, it is strongly recommended to test all the future developments in industrial standard hardware and perhaps, encourage the commercial developers to include more appropriate software packages for this purpose.
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Appendix A Kalman filtering This appendix presents the Kalman filter derivation.



A.1



Filter derivation



Consider the following stochastic state-space model: xk = Axk−1 + Buk−1 + Gωx,k−1 yk = Cxk + ωy,k



(A.1) (A.2)



This model assumes Gaussian white noise sequences ωx,k and ωy,k , which have the following properties: ½ Q, i = k T 1. ωx,k ∼ N (0, Q), E[ωx,k ωx,i ] = 0, i 6= k ½ R, i = k T 2. ωy,k ∼ N (0, R), E[ωy,k ωy,i ] = 0, i 6= k T 3. E[ωy,k ωx,j ] = 0 ∀ k, j



where E[·] denotes expected value. Coloured noise can be represented by augmenting the state. Define the estimation error: ˜k ex,k = xk − x E[ex,k eTx,k ]



= Πk



(A.3) (A.4)



˜ k is the state estimate. Defining (·)− where x k , (·)k|k−1 , the a priori best predicted estimate of xk at time k −1 (given measurements up to yk−1 assumes zero noise): ˜ k = C˜ ˜− xk−1 + Buk−1 , y x− x k k = A˜ 188



(A.5)
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The prediction can be compared with the next measurement to give an error: ˜k ey,k = yk − y



(A.6)



The prior estimate can be improved upon using measurement yk to give an a ˜ by adding a proportion L = Lk of the output error to posteriori estimate x the a priori estimate: ˜k = x ˜− x k + Ley,k



(A.7)



This strategy of derivation is to minimise the error covariance Πk by choosing an stochastically optimal L. Substitute (A.5), (A.6) into (A.7): ˜k = x ˜− x x− k + L(yk − C˜ k) = (I − LC)(A˜ xk−1 + Buk−1 ) + Lyk



(A.8) (A.9)



This equation defines the Luenberger observer, where the observer poles, i.e. the eigenvalues of (I − LC)A can be chosen using L to give dead-beat performance, which is perhaps best given a deterministic but not stochastic model. Now substitute (A.1), (A.2) into (A.9): ˜ k = (I − LC)(A˜ x xk−1 + Buk−1 ) − L[C(Axk−1 + Buk−1 + Gωk−1 ) + ωy,k ] (A.10) and then (A.1), (A.10) into (A.3): ex,k = Axk−1 + Gωk−1 − (I − LC)A˜ xk−1 − L[C(Axk−1 + Gωk−1 ) + ωy,k ] Using (A.3): ex,k = (I − LC)(Aex,k−1 + Gωk−1 ) − Lωy,k



(A.11)



This expression (A.11) now can be substituted into (A.4): Πk =E[ex,k eTx,k ] h i =E [(I − LC)(Aex,k−1 + Gωk−1 ) − Lωy,k ] [(I − LC)(Aex,k−1 + Gωk−1 ) − Lωy,k ]T =E[(I − LC)(Aex,k−1 + Gωk−1 )(Aex,k−1 + Gωk−1 )T (I − LC)T ] T LT ] − E[(I − LC)(Aex,k−1 + Gωk−1 )ωy,k T LT ] − [Lωy,k (I − LC)(Aex,k−1 + Gωk−1 )] + E[Lωy,k ωy,k



=(I − LC)AΠk−1 AT (I − LC)T + (I − LC)GQGT (I − LC)T + LRLT =(I − LC)(AΠk−1 AT + GQGT )(I − LC)T + LRLT Defining the a priori error covariance: T T Π− k = AΠk−1 A + GQG



Πk = (I −



LC)Π− k (I



(A.12) T



− LC) + LRL



T
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For simplicity, make the temporary substitution: T T = CΠ− kC +R



(A.13)



T − − T T Π k = Π− k − LCΠk − Πk C L + LTL



(A.14)



giving:



Completing the matrix square, it is possible to express (A.14) in this form: T T Πk = Π− k + (L − V)T(L − V) − VTV



=



Π− k



T



T



T



+ LTV − VTL + LTL



(A.15) (A.16)



Comparing (A.14) and (A.16), they are equal provided that: TVT = CΠ− k



T VT = Π− kC



(T is simetric as Π− k and R are symmetric) (A.17)



Also not from (A.15) that the magnitude of the covariance Πk is minimum when L = V , giving from (A.17): T −1 Lk = Π − kC T T − T −1 = Π− k C (CΠk C + R)



(A.18)



and from (A.16): T Πk = Π− k LTL − T −1 T = Π− k − LT(Πk C T ) = (I − LC)Π− k



(T terms cancel as simetric) (A.19)



From (A.5, A.8, A.12, A.13, A.18, A.19), the Kalman filter equations are therefore: T T 1. Π− k = AΠk−1 A + GQG ˜− 2. x xk−1 + Buk−1 k = A˜



(A.20) (A.21)



T − T −1 3. Lk = Π− k C (CΠk C + R) ˜k = x ˜− 4. x x− k + Lk (yk − C˜ k) − 5. Πk = (I − Lk C)Πk



(A.22) (A.23) (A.24)



Note that (A.21) can be substituted into (A.23) and simplified for the current estimation equation; (A.23) can alternatively be substituted into (A.21) for a predicted estimate equation, and (A.20) can substituted into (A.20) and (A.24), giving: 1 → 5. Πk = (I − Lk C)(AΠk−1 AT + GQGT )



(A.25)



T −1 1 → 3. Lk = (AΠk−1 AT + GQGT )CT (CΠ− (A.26) k C + R) ˜ k = (I − Lk C)(A˜ 2 → 4. x xk−1 + Buk−1 ) + Lk yk (Kalman estimator) (A.27) − ˜ k+1 = (A − Lk C)˜ (Kalman predictor) (A.28) x− 4 → 2. x k + ALk yk + Buk
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The steady-state Kalman filter



The Kalman filter covariance and gain equations (A.20, A.22, A.24) will settle at steady-state values, corresponding to the covariance for the optimum combination of prior estimates and current measurements. This effectively corresponds to a sufficient number of past measurements to average out noise effects as much as possible, but still be limited by the uncertainty added in the current time-step from ωx,k and ωy,k . For simplicity, the initial transients in the covariances and gains can be ignored, and the steady-state values can be used directly. Such an approximation results in a lack of optimality, which is acceptable in a number of situations. Let Πk−1 = Πk and Π− k = Π∞ . Then substitute (A.22) in (A.20) and the result in (A.24): Π∞ = AΠ∞ AT − AΠ∞ CT (CΠ∞ CT + R)−1 CΠ∞ AT + GQGT



(A.29)



L∞ = Π∞ CT (CΠ∞ CT + R)−1 ˜ k = (I − L∞ C)(A˜ x xk−1 + Buk−1 ) + L∞ yk (Kalman estimator) − − ˜ k+1 = (A − L∞ C)˜ x xk + AL∞ yk + Buk (Kalman predictor)



(A.30) (A.31) (A.32)



˜ k+1 which Note that the steady-state Kalman predictor finds an estimate x T minimises the covariance of Πk+1 = E[cx,k+1 cx,k+1 ] given information yk only up to time k.



Appendix B Dual-mode and closed-loop paradigm cost derivations This appendix presents the dual-mode and closed-loop paradigm cost derivations.



B.1



Open-loop dual-mode cost derivation



The cost beyond the constraint horizon (mode 2 cost, J2 ) is calculated as follows: ∞ X (B.1) J2 = wTk+nu +i|k Qwk+nu +i|k + vTk+nu +i|k Rvk+nu +i|k i=0



Prediction equations for J2 are as follows:  wk+nu +i+1|k = Awk+nu +i + Bvk+nu +i    vk+nu +i|k = −Kwk+nu +i|k (B.2) Φ = A − BK    wk+nu +i+1|k = Φwk+nu +i ∞ h X ¢ ¡ ¢T ¡ ¢i ¢T ¡ ¡ i J2 = Φ wk+nu Q Φi wk+nu + −KΦi wk+nu +i|k R −KΦi wk+nu +i|k i=0



=



wTk+nu



∞ h i X ¡ ¢T ¡ i ¢T Φ QΦi + Φi KT RKΦi wk+nu



|i=0



{z



(B.3)



}



Σ



∞ h i X ¡ i ¢T T ¡ i ¢T i i If Σ = Φ QΦ + Φ K RKΦ then



(B.4)



i=0



ΦT ΣΦ = Σ − Q − KT RK



(B.5)



This is a Lyapunov equation, which is generally easy to solve (e.g. using dlyap.m in Matlabr ). 192
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Closed-loop cost derivation



Credit for the approach to this proof is given to Pannocchia and Kerrigan (2003). Assume the following discrete state-space model: wk+1 = Awk + Bvk



(B.6)



The cost to be optimal minimised is (2.20): Jk =



∞ X



kwk+i k2Q + kvk+i k2R



(B.7)



i=0



The ‘predicted’ control law is: ½ −Kwk+i + ck+i , ∀ i ∈ {0, 1, . . . nc − 1} vk+i = −Kwk+i , ∀ i ∈ {nc , nc + 1, . . .}



(B.8)



Assume that K is the unconstrained optimal state feedback for J and define Φ = A − BK. Consequently, substituting (B.8) into (B.6), can be considered closed-loop state predictions: ½ Φwk+i + Bck+i , ∀ i ∈ {0, 1, . . . nc − 1} wk+i+1 = (B.9) Φwk+i , ∀ i ∈ {nc , nc + 1, . . .} Substituting definitions (B.8, B.9) into (B.7), and using the result of Section B.1 (with nc chosen as nu ) yields: Jk = kwk+nc k2Σ



+



nX c −1 h



kwk+i k2Q



+ k−Kwk+i +



ck+i k2R



i



i=0



= kΦwk+nc −1 + Bck+nc −1 k2Σ + kwk+nc −1 k2Q + k−Kwk+nc −1 + ck+nc −1 k2R nX c −2 h i 2 2 + kwk+i kQ + k−Kwk+i + ck+i kR i=0



= kwk+nc −1 k2ΦT ΣΦ+KT RK+Q + kck+nc −1 k2BT ΣB+R ¡ ¢ + 2wTk+nc −1 ΦT ΣB − KT R ck+nc −1 nX c −2 h i 2 2 kwk+i kQ + k−Kwk+i + ck+i kR + i=0



¡ ¢ = kwk+nc −1 k2Σ + kck+nc −1 k2BT ΣB+R + 2wTk+nc −1 ΦT ΣB − KT R ck+nc −1 nX c −2 h i + kwk+i k2Q + k−Kwk+i + ck+i k2R i=0
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Notice that: ΦT ΣB − KT R =(A − BK)T ΣB − KT R =AT ΣB − KT BT ΣB − KT R =AT ΣB − AT ΣB(BT ΣB + R)−1 R − AT ΣB(BT ΣB + R)−1 BT ΣB £ ¤ =AT ΣB I − (BT ΣB + R)−1 (R + BT ΣB) =0 Then, Jk =



kwk+nc −1 k2Σ



+



kck+nc −1 k2BT ΣB+R



+



nX c −2 h



kwk+i k2Q + k−Kwk+i + ck+i k2R



i



i=0



Therefore the cost associated with time-step k + nc = kck+nc −1 k2BT ΣB+R . Similarly: Jk = kck+nc −1 k2BT ΣB+R + kΦwk+nc −2 + Bck+nc −2 k2Σ + kwk+nc −1 k2Q nX c −3 h i 2 kwk+i k2Q + k−Kwk+i + ck+i k2R + k−Kwk+nc −1 + ck+nc −1 kR + i=0 2 2 = kck+nc −1 kBT ΣB+R + kck+nc −2 kBT ΣB+R + nX c −3 h i kwk+i k2Q + k−Kwk+i + ck+i k2R + i=0



kwk+nc −2 k2ΦT ΣΦ+KT RK+Q



which eventually leads to: Jk =



nX c −1



kck+i k2BT ΣB+R + kwk k2Σ



(B.10)



i=0



B.3



No penalisation of the current state



Note that if the current state is not penalised, because it is not a function of control decisions ck+i , the cost is instead: Jk =



∞ X



kwk+i+1 k2Q + kvk+i k2R



(B.11)



i=0



Utilising the substitution ΣQ = Σ + Q, this results in the following equations: Lyapunov equation: ΦT ΣΦ = Σ − ΦT QΦ − KT RK Optimal feedback gain: K = (BT ΣQ B + R)−1 BT ΣQ A Riccati equation: ΣQ = Q + AT ΣQ A − AT ΣQ B(BT ΣQ B + R)−1 BT ΣQ A and the same result of (B.10) is obtained.
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