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Abstract



This dissertation has two independent theses. In the first part, we study the design auction-based distributed mechanisms for resource allocation in multi-agent systems such as bandwidth allocation, network routing, electronic marketplaces, robot teams, and air-traffic control. The work is motivated by a resource allocation problem in communication networks where there are buyers and sellers of bandwidth, each of them being independent and selfish. Buyers want routes while sellers offer bandwidth on individual links (we call such markets combinatorial). We first investigate the existence of competitive equilibrium in combinatorial markets. We first show how network topology affects existence of competitive equilibrium. We then adopt Aumann’s continuum exchange economy as a model of perfect competition and show the existence of competitive equilibrium in it when money is also a good. We assume that preferences are continuous and monotonic in money. The existence of competitive equilibrium in the continuum combinatorial market is then used to show the existence of various enforceable and non-enforceable approximate competitive equilibria in finite markets. We then propose a combinatorial market mechanism c-SeBiDA. We study the interaction between buyers and sellers when they act strategically and may not be truthful. We show that a Nash equilibrium exists in the c-SeBiDA auction game with complete information, and more surprisingly, the 1



resulting allocation is efficient. In reality, the players may have incomplete information. So we consider the Bayesian-Nash equilibrium. When there is only one type of good, we show that the mechanism is asymptotically Bayesian incentive-compatible under the ex post individual rationality constraint and hence asymptotically efficient. Surprisingly, without the ex post individual rationality constraint, the Bayesian-Nash equilibrium strategy for the buyers is to bid more than their true value. We finally consider competitive analysis in the continuum model of the auction setting and show that the auction outcome is a competitive equilibrium. The mechanism has been implemented in a web-based software test-bed used to conduct human-subject experiments. In the second part, we consider the multi-agent pursuit-evasion game as the motivating problem and study simulation-based learning for partially observable Markov decision processes (MDP) and games. The value function of a Markov decision process assigns to each policy its expected discounted reward. This expected reward can be estimated as the empirical average of the reward over many independent simulation runs. We derive bounds on the number of runs needed for the uniform convergence of the empirical average to the expected reward uniformly for a class of policies, in terms of the VapnikChervonenkis or Pseudo-dimension of the policy class. These results are extended for partially observed processes, and for Markov games. Uniform convergence results are also obtained for the average reward case, the only such known results in the literature. The results can be viewed as a contribution to the probably approximately correct (PAC) learning theory. They can be also be viewed as an extension of the rich and rapidly developing theory of empirical processes to partially observable MDPs and Markov games. Interestingly, we discover that the way the sample trajectories of the MDPs are obtained from computer simulation affects the rate of convergence. Thus, such a theory fills an important void in the empirical process theory and stochastic control literatures. It also underlines the importance of choosing a suitable computer simulation.
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Preface This dissertation has two parts. Both address problems related to multi-agent systems. The first looks at auction mechanism design for efficient resource allocation in distributed deterministic systems. The second looks at the uniform estimation problem in stochastic dynamical systems. Both parts have connections with various areas and literatures. In the introduction to each part, I have tried to give the background needed to understand the work in an informal manner. I have given the problem statement and an overview of related literature. Where relevant, I try to situate the contribution of this dissertation and also mentioned some open problems and new directions. An interested reader with time constraint or little background is therefore advised to read at least the introductory chapters. A very extensive bibliography for both parts is also provided.
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Efficient Combinatorial Auction Mechanisms



1



2



Chapter 1



Introduction 1.1



Motivating Problems As every individual... intends only his own gain, and he is in this, as in many other cases, led by an invisible hand to promote an end which was no part of his intention. Nor is it always the worse for the society that it was no part of it. By pursuing his own interest he frequently promotes that of the society more effectually than when he really intends to promote it. —Adam Smith, An Inquiry into the Nature and Causes of the Wealth of Nations IV.2:9, 1776.



This dissertation examines a classical question in a modern context. There are a number of buyers and sellers of a number of distinct goods. As usual, each of the participants is selfish. It cares more for its own benefit than for the social welfare. Each good is indivisible. It must go completely to one of the participants. Moreover, the participants are not ‘passive’ as Smith [148] and Walras [158] believed but ‘actively’ take actions to further their interest in the spirit of Cournot [26] and Edgeworth [36], and later, von Neumann and Morgenstern [110] and Nash [109]. We are thus interested in the following questions. When does an equilibrium exist in a market with several indivisible goods? And what economic mechanisms yield an allocation that promotes the welfare of the society as a whole? To put it more concretely, we want to examine the existence of competitive equilibrium in a combinatorial market , i.e., an exchange economy with several indivisible goods such that consumers have interdependent valuations: A consumer’s utility is for a bundle of indivisible goods. Further, we seek auction or market mechanisms that yield social welfare maximizing allocations when participants or agents exercise strategic behavior. Despite this being a historical question, it has only been incompletely resolved for the setting 3



Chapter 1. Introduction of interest. The following problems from communication networks and operations research motivated this work. Wireless Networks. Consider a cellular network. An agency such as FCC [38] wants to auction spectrum to wireless service providers such as AT&T, Cingular, Sprint and Verizon. The wireless service providers on their part bid for spectrum in various cells. They aim for widespread coverage for their customers and derive maximum benefit if they can provide service in contiguous cells. Thus, wireless service providers need spectrum in bundles of cells. Moreover, FCC auctions spectrum in some indivisible chunks such as 10 MHz. Thus, spectrum is an indivisible good. These two features of spectrum make the allocation problem combinatorial. The FCC wants to find allocation mechanisms that determine uniform (every unit sells for same price) and anonymous (users are not discriminated depending on their identity or ability to pay) prices. Moreover, the mechanisms are required to yield efficient allocation, i.e., those that maximize the social welfare. We will be more specific later. Communication Networks. Now, consider a communication network with links {1, · · · , L}. There are owners of capacity on links such as AT&T, MCI and Sprint. And there are service-providers such as AOL, Earthlink and Comcast. An owner i owns a certain amount Ci,l Mbps of capacity on a particular link and has a reservation cost ci (b, l) if it were to sell b units on link l. A service-provider j has a reservation utility vj (b, Rj ) for b units of capacity on route Rj , which is a bundle of links. As before, the capacity is exchanged in some indivisible unit, say 10 Mbps. This makes the exchange problem combinatorial. We need a market mechanism whose outcome is efficient, i.e., maximizes the trading surplus. Electricity Markets. A similar problem arises in power networks. In fact, there is a well established system for trading of power on a daily basis. This has “commoditized” power thus making the market more efficient, and ultimately benefiting the consumers. Though the question of mechanisms that achieve full efficiency remains open [120]. Air-slot Allocation. Air-landing and take-off slots are currently allocated to airlines depending on their bids. However, air traffic changes dramatically and this necessitates the need for re-allocation. Currently this re-allocation is left to the air-traffic controllers with penalties for the errant airlines. However, this reallocation can be done through a combinatorial auction [122] resulting in an efficient allocation. Supply-Chain Management. Similar problems arise in several manufacturing contexts. For 4



Section 1.1. Motivating Problems example, a car manufacturing unit may bid for x units of an item A and item B. It needs both, say, to produce a car. Other car manufacturing units may have similar demands. There could be sellers offering each of items A and B. The exchange could then be determined by a combinatorial auction. Such exchanges are currently determined by bilateral contracts which lead to inefficiencies in the market. Thus, at an abstract level, the problems that we discuss in this dissertation are of considerable interest to various areas of engineering, computer science, operations research and management. The solution that we offer is practical. However, in each case, additional technological infrastructure may be necessary. For example, in the context of communication networks, we would need a technology that can establish the routes bought in an automated fashion. This becomes particularly crucial with large numbers of buyers and sellers as in bandwidth exchanges. The scope of this dissertation however is limited to solving the abstract problem. It however has immediate consequence for each of these real-world problems. Thus, the following questions from the above problems motivated the work in this dissertation. Q.1. When does competitive equilibrium exist in a combinatorial market? Q.2. What mechanisms achieve outcomes close to competitive equilibrium? Q.3. Do there exist optimal mechanisms that minimize efficiency loss of any Nash equilibrium when the players act strategically? Does the incomplete information case result in sub-optimal outcomes? Q.4. How do the theoretical results compare to real world settings when human agents are involved? In the rest of this chapter, we give a high-level account of the work directed at answering these questions. We also discuss how it relates to various research areas, and how it contributes to each of them. In section 1.2, we describe our work on existence of competitive equilibrium in a particular model of large combinatorial markets. In section 1.3, we describe the set up for combinatorial markets and extant auction mechanism design theory for such markets. Section 1.4 discusses the strategic behavior of agents in an auction and how it may result in Nash equilibrium allocations which are inefficient. In the congestion games literature, this has been called the price of anarchy. Section 1.5 presents humansubject experimental results used to verify the game theoretic results that we obtained. Section 1.6 summarizes the contributions of this part of the dissertation. 5



Chapter 1. Introduction



1.2



Models of Large Markets and Economic Efficiency First, we investigate whether economically efficient resource allocations are attainable in a



large market with independent participants. Suppose there are N agents and L commodities. All commodities are indivisible. They are often treated as perfectly divisible. This is more for mathematical convenience and may be acceptable when the quantities involved are large but not otherwise. (Even oil which really is a divisible good is actually sold in units of barrels.) Thus, throughout this dissertation, we will regard all goods as indivisible. Moreover, we will consider all agents to be consumers. That is, it is a pure exchange economic system and does not involve any firms or production. A consumer i has a consumption set Xi with a preference order i on any pair of consumptions in Xi . It is well-known that for continuous preferences on connected consumption sets, there exists a continuous utility function [29]. With indivisible commodities, preferences are not continuous and the consumption sets are not connected. However, when i is a complete order on Xi , it is easy to see that there exists a utility function on Xi . At times, it is more convenient to work directly with utility functions. We will assume that there is a divisible good or currency that circulates as numeraire or money. We will assign a price p0 to it as well. The price of all other goods is then obtained in terms of this currency by dividing the price of each good by the price of money. Given the utility functions of the consumers, the first pertinent question is what allocations are more desirable than others. This has received the attention of economists for a long time. Following Marshall [97], we shall assume that allocations that maximize the social welfare, the sum of utility functions of the consumers are more desirable. One reason for choosing such allocations is that they are Pareto-efficient [114], i.e., the allocation cannot be changed such that one agent is strictly better off, without any other agent being worse off. We will assume that each consumer has a utility function quasi-linear in money. There are no income effects. Moreover, all the goods and the total money available is allocated to the consumers as their initial endowment. We seek a market equilibrium wherein a price is assigned to each commodity. And at that price, the demands of all the consumers is such that the market clears, i.e., every unit of each commodity gets allocated to some consumer. We will assume that each participant does not anticipate the effect of his actions on price. Such market equilibria are referred to as general or competitive or 6



Section 1.2. Models of Large Markets and Economic Efficiency Walrasian equilibria. The notion of competitive equilibrium (C.E.) dates back to Walras [158] but it was Wald [157] who laid its modern mathematical foundations and first proved rigorously its existence in competitive markets. This program was carried forward by Arrow and Debreu [4], Gale [46] and McKenzie [103] who proved existence for economies with divisible commodities under the assumption of convex preferences and connected consumption sets. Over the years, this has been improved to the following statement. Theorem (Arrow-Debreu).



Suppose consumer preferences are continuous, strictly convex and



strongly monotone. Suppose there is positive endowment of every commodity and that the excess demand correspondence Φ(·) satisfies the following properties. (i) It is continuous. (ii) It is homogeneous of degree zero. (iii) p · Φ(p) = 0 for all p (Walras’s law). (iv) There is an s > 0 such that Φl (p) > −s for every commodity l and all p. (v) If pn → p, where p 6= 0 and pl = 0 for some l, then max Φl (pn ) → ∞. l



Then, competitive equilibrium exists. A competitive equilibrium is regarded as the most desirable outcome in general equilibrium theory. The reason is the First Theorem of Welfare Economics: A competitive equilibrium allocation is Pareto-efficient [3]. There are converse theorems known as well. But it usually requires additional conditions on the preferences. For example, the Second Theorem of Welfare Economics states: If each consumer holds strictly positive initial endowment of each commodity, the preferences are convex, continuous and strongly monotonic then there exist prices such that a Pareto-efficient allocation is also a competitive allocation at those prices [29]. Of course, a competitive equilibrium need not always exist and not all Pareto-efficient allocations need be feasible. An allocation should be attainable by actions of a consumer or of a coalition of consumers. Thus, the concept of the core of an economy C is introduced: The set of feasible allocations of the economy such that it cannot be improved upon by any coalition. It is easy to argue that every allocation in the core is Pareto-efficient. Furthermore, the set of all competitive equilibrium allocations CE, is contained in the core. The interesting question then is the equivalence of C and CE. 7



Chapter 1. Introduction It is well known that competitive equilibrium need not exist in an economy with indivisible goods. The difficulties primarily lie in the fact that the utility functions are non-concave and discontinuous and that the consumption sets are totally disconnected. This makes use of any of the standard fixed point theorems such as the Brouwer or the Kakutani fixed point theorems impossible. Early attempts to deal with indivisible commodities considered “matching models” inspired by the “stable marriage” assignment problem of Gale and Shapley [48]. Shapley and Shubik [144] studied the competitive equilibrium problem in assymmetric markets when there are buyers and sellers, each being only one of the two. Shapley and Scarf [143] considered the more general exchange model where a participant could be both a buyer and a seller. They focussed on the problem of core and showed that an exchange economy with indivisible goods has a nonempty core. However, all of this line of work assumed that each participant buys or sells only one commodity. Thus, the market was non-combinatorial. The problem remains of interest in recent literature as well [15, 92, 94]. However, each of these approaches makes some assumption which restricts general application of the work. For example, [92] assumes that each participant owns at least one indivisible commodity initially. Moreover, utility is also derived from at most one indivisible commodity. A combinatorial markets is considered in [15] but the agent preferences considered are rather special. Each agent is assumed to have a reservation value for each bundle. Ma [94] considers a general setting but without money and obtains necessary and sufficient conditions for existence of competitive equilibrium. Efforts have been made to characterize the limit points of market equilibria of economies with non-convex preferences and indivisibilities as the market grows in size. Debreu and Scarf [30] proposed one model of large economies as a finite economy replicated countably many times and investigated its core. More general models of countable economies were considered in [58, 34]. However, it is well known that C.E. may not exist even in countable economies with non-convex preferences. Thus, there have been attempts to deal with non-convex preferences in a finite setting by characterizing approximate equilibria. Starr [150] characterized certain approximate competitive equilibrium based on results which state that non-convexities in an aggregate of non-convex sets do not grow in size with the number of sets making up the aggregate. This “averaging” results in non-convexities becoming less important in a large economy. Aumann introduced the continuum model of an economy [8] to model large economies with perfect competition where each participant is negligible compared to the overall size of the economy. 8



Section 1.3. Auction Mechanism Design for Combinatorial Markets Unlike [4], he did not assume anything about the valuation of the participants. But the goods are divisible and in such a setting he showed that competitive equilibrium exists [10]. It was shown by Mas-Colell [98] that Aumann’s results do not extend to a continuum economy with indivisible goods without money, i.e., competitive equilibrium need not exist in continuum exchange economies with indivisible commodities. However, Khan and Yamakazi [83] showed that the core of a continuum economy with indivisible goods is non-empty. This raised the hope that some allocations in the core may be decentralized through competitive prices. In chapter 2, we provide exactly such a result. We consider an exchange economy with multiple commodities and money. Unlike [15, 92, 94], we consider very general preferences and do not make any assumption on initial endowments. Moreover, we consider a combinatorial market. Our only assumption is that the preferences are continuous and monotonic in money. Our interest is in the prefect competition case, when each participant is negligible enough that it cannot affect the prices and the allocation. We adopt Aumann’s continuum model as our model of perfect competition and show the following. Theorem 3.2 (C.E. Existence). Suppose agent preferences are continuous and monotonic in money. There is a positive endowment of every commodity and each consumer has positive endowment of some commodity. Assume that the excess demand correspondence satisfies the following properties. (i) Φ(p) is homogeneous in p. (ii) Boundary condition: Suppose pν → p∗ , and p∗l = 0 for some l. Then, zlν → ∞, ∀z ν ∈ Φ(pν ). (iii) Walras’ Law holds: p · z = 0, ∀z ∈ Φ(p), ∀p ∈ ∆0 , the relative interior of ∆. Then, a competitive equilibrium exists in the continuum exchange economy with indivisible commodities and money. The result is important for a finite economy setting since using the Shapley-Folkman and the Starr theorem [150], one can now show the existence of various approximate competitive equilibrium.



1.3



Auction Mechanism Design for Combinatorial Markets As we argued in the previous section, competitive equilibrium is regarded as a highly desirable



outcome. Having proved the existence of competitive equilibrium in the continuum economy and various approximate competitive equilibria in the finite economy, the question now is do there exist mechanisms 9



Chapter 1. Introduction for combinatorial markets such that it results in a competitive equilibrium with a price assigned to each good. A simple market mechanism that achieves competitive equilibrium for one divisible commodity is the following. Each buyer and each seller reveals his demand as a function of price. The trading price p∗ is then determined as the one at which aggregate demand equals aggregate supply. Each buyer receives a quantity of the commodity that he said he demands at the price p∗ . Similarly, each seller sells a quantity of the commodity that he said he can supply at the price p∗ . This can be generalized to the case of a combinatorial market with many indivisible goods. While the auction mechanism that we present is for a general combinatorial market, the design is motivated by the communication network resource allocation problem we discussed in section 1.1. We consider multi-item combinatorial double auctions for resource allocation. Assume that sellers offer “loose” bundles, each with just one type of item (such as a link). For example, if a seller has 5 units of item A and 5 units of item B, he makes two OR offers, one with 5 units of item A and another with 5 units of item B, but then within each bundle only a fraction of the units may get sold, say 3 out of 5 units. The buyer’s bundles on the other hand are of “all-or-none” kind. If a buyer bids for 5 units of both item A and item B, and if this bid is accepted, the buyer must receive all 5 units of each of the two items. As mentioned earlier, this requirement is motivated by realistic situations where buyers want to acquire routes on communication networks. The assumption of non-combinatorial “loose” bundles for sellers allows us to define uniform prices on items. We now describe the mechanism that specifies the ‘rules of a game’ among buyers and sellers. Suppose there are L items l1 , · · · , lL , m buyers and n sellers. Buyer i has (true) reservation value vi per unit for a bundle of items Ri ⊆ {l1 , · · · , lL }, and submits a buy bid of bi per unit and demands up to δi units of the bundle Ri . Thus, the buyers have quasi-linear utility functions of the form ubi (x; ω, Ri ) = v¯i (x) + ω where ω is money and



v¯i (x) =



   x · vi ,



for x ≤ δi ,



  δi · vi ,



for x > δi .



Seller j has (true) per unit cost cj and offers to sell up to σj units of lj at a unit price of aj . Denote Lj = {lj }. Again, the sellers have quasi-linear utility functions of the form usj (x; ω, Lj ) = −¯ cj (x) + ω 10



Section 1.3. Auction Mechanism Design for Combinatorial Markets where ω is money and c¯j (x) =



   x · cj ,



for x ≤ σj ,



  ∞,



for x > σj .



The mechanism receives all these bids, and matches some buy and sell bids. The possible matches are described by integers xi , yj : 0 ≤ xi ≤ δi is the number of units of bundle Ri allocated to buyer i and 0 ≤ yj ≤ σj is the number of units of item lj sold by seller j. The mechanism determines the allocation (x∗ , y ∗ ) as the solution of the surplus maximization problem MIP: P



max



i bi xi



x,y



s.t.



P



j



yj1(l I ∈ Lj ) −



−



P



I i xi1(l



xi ∈ [0 : δi ], ∀i,



P



j



aj yj



(1.1)



∈ Ri ) ≥ 0, ∀l ∈ [1 : L], yj ∈ [0, σj ], ∀j.



MIP is a mixed integer program: Buyer i’s bid is matched up to his maximum demand δi ; Seller j’s bid will also be matched up to his maximum supply σj . x∗i is constrained to be integral; yj∗ will be integral due to the demand less than equal to supply constraint. The settlement price is the highest ask-price among matched sellers, pˆl = max{aj : yj∗ > 0, l ∈ Lj }.



(1.2)



The payments are determined by these prices. Matched buyers pay the sum of the prices of items in their bundle; matched sellers receive a payment equal to the number of units sold times the price for the item. Unmatched buyers and sellers do not participate. This completes the mechanism description. Our proposed mechanism called c-SeBiDA (combinatorial sellers’ bid double auction) is combinatorial and in a framework that allows us to define uniform and anonymous prices on the links. Such prices are highly desirable from an economic perspective as they yield socially efficient and Pareto-optimal outcomes but they are achieved by few auction mechanisms. The analysis of combinatorial auctions is usually very difficult, and even more so for combinatorial double auctions. We thus consider the continuum model and show that the auction outcome is a competitive equilibrium in chapter 3. Theorem 4.1 (c-SeBiDA outcome is C.E.). If bid functions of sellers are continuous and nondecreasing, the c-SeBiDA outcome ((x∗ , y ∗ ), p∗ ) is a competitive equilibrium in the continuum model. 11
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While the continuum model is an idealization of the scenario where there are a large number of agents such that no single agent can affect the auction outcome by himself, it suggests that the auction outcome is likely an approximate competitive equilibrium, and hence close to efficient. The methodology used in the proof is novel in that it casts the mechanism in an optimal control framework and appeals to Pontryagin’s maximum principle to conclude that the outcome is indeed a competitive equilibrium. The c-SeBiDA mechanism is similar in spirit to the k-DA mechanism proposed in [136]. However, the two mechanisms are different. In particular, k-DA is non-combinatorial and only for one type of good. It cannot be generalized to the combinatorial case. In the next section, we discuss other proposals for combinatorial auctions and the properties of c-SeBiDA when the participants are strategic.



1.4



Strategic Behavior in Auctions and The Price of Anarchy In the discussion so far, we have assumed that the participants do not anticipate that their



actions affect the outcome, i.e., they are price-taking. However, in a realistic economic scenario involving a finite number of participants, agents do anticipate how they may affect the outcome and hence act strategically. Thus, we now focus on how strategic behavior of players affects price when they have complete information. We will assume that players don’t strategize over the quantities (namely, δi , σj ), which will be considered fixed in the players’ bids. A strategy for buyer i is a buy bid bi , a strategy for seller j is an ask bid aj . Let θ = ((a1 , · · · , an ), (b1 , · · · , bn )) denote a collective strategy. Given θ, the mechanism determines the allocation (x∗ , y ∗ ) and the prices {ˆ pl }. So the payoff to buyer i and seller j is, respectively, ubi (θ) = v¯i (x∗i ) − x∗i ·



X



pˆl ,



(1.3)



pˆl − c¯j (yj∗ ).



(1.4)



l∈Ri



usj (θ)



=



yj∗



·



X l∈Lj



The bids bi , aj may be different from the true valuations vi , cj , which however figure in the payoffs. Observe that θ really is a function of all the vi and cj . Thus, in shorthand, we will also write θ(v, c) to 12



Section 1.4. Strategic Behavior in Auctions and The Price of Anarchy emphasize this dependence. When players have complete information about true valuations and costs of the other players, they choose the strategies to maximize their own payoffs given the strategies of others. When they have incomplete information, they maximize E[ubi (θ)|bi ] (or E[usj (θ)|aj ]), the expected value of their payoff conditioned on their strategy. A collective strategy θ∗ is a Nash equilibrium if no player can increase his payoff by unilaterally changing his strategy. In the case of incomplete information, it is called a Bayesian-Nash equilibrium. We now describe some criteria to evaluate auction mechanisms. In the discussion below we will drop the superscripts on u. Individual Rational (IR). A mechanism is ex post IR if ui (θ(v, c)) ≥ 0 for all v, c, i.e., the utility derived from any outcome is non-negative. It is interim IR if E[ui (θ(v, c)|vi ] ≥ 0 for all vi (similarly for ci ), i.e., the expected utility given that it knows its own valuation (or cost) and the distribution of others is non-zero. It is ex ante IR if E[ui (θ(v, c))] ≥ 0, i.e., the expected utility when it only knows the distribution of its own and others valuations (or costs). We assume that the utility derived from non-participation is zero. In this work, we will regard ex post IR as the desired property. Incentive Compatible (IC). A mechanism is IC if truth-telling is a dominant-strategy Nash equilibrium, i.e., θ∗ = ((c1 , · · · , cn ), (v1 , · · · , vn )) is a Nash equilibrium of the auction game. In the incomplete information case, a mechanism with truth-telling as a Bayesian-Nash equilibrium is said to be Bayesian Incentive Compatible (IC). It is pertinent to mention here that when the mechanism is IC or Bayesian IC, truth-telling need not be the only equilibrium. Efficiency. Incentive CompatibleA mechanism is (allocatively) efficient if it maximizes



P



i ui (θ(v, c))



for all v and c. Budget-balancing. A mechanism is strong budget-balanced if the aggregate payments of the buyers equals the aggregate payment of the sellers. It is weakly budget-balanced if the aggregate payments of the buyers is greater than or equal to the aggregate payment of the sellers. Vickrey [154] was the first to realize that despite strategic behavior, there are mechanisms which are IR, IC and efficient. His work was expanded upon by Clark [24] and Groves [50]. The only known positive result in the mechanism design theory is the VCG class of mechanisms [101, 89]. The generalized Vickrey (combinatorial) auction (GVA) (with complete information) is ex post individual rational, dominant strategy incentive compatible and efficient [156]. It is however not budget-balanced. 13



Chapter 1. Introduction The incomplete information version of GVA (dAGVA) is Bayesian IC, efficient and budget-balanced. It is, however, not ex post IR. Indeed, there exists no mechanism which is efficient, budget-balanced, ex post IR and dominant strategy IC (Hurwicz impossibility theorem) [59]. Moreover, there exists no mechanism which is efficient, budget-balanced, ex post IR and Bayesian IC (Myerson-Satterthwaite impossibility theorem) [108]. The mechanism we provide is a non-VCG combinatorial (market) mechanism which in the complete information case is always efficient, budget-balanced, ex post IR and “almost” dominant strategy IC. In the incomplete information case, it is budget-balanced, ex post IR and asymptotically efficient and Bayesian IC. Moreover, we show in chapter 3 that any Nash equilibrium allocation (say of a network resource allocation game) is always efficient (zero efficiency loss). Specifically, Theorem 4.2 (Nash equilibria of c-SeBiDA). (i) A Nash equilibrium exists in the c-SeBiDA game. (ii) Except for the matched seller with the highest bid on each item, it is a dominant strategy for each player to bid truthfully. (iii) Any Nash equilibrium allocation is always efficient. In the case of incomplete information, we show in chapter 3 that any Bayesian-Nash equilibrium allocation is asymptotically efficient. Theorem 4.3 (Bayesian-Nash equilibria of c-SeBiDA). Consider the SeBiDA auction game when both buyers and sellers have ex post individual rationality constraint. Let (αn , βn ) be a symmetric ˜ Bayesian Nash equilibrium with n buyers and n sellers. Then, (i) βn (v) = β(v) = v ∀n ≥ 2, and (ii) ˜ in the uniform topology as n → ∞, i.e., SeBiDA is asymptotically Bayesian incentive (αn , βn ) → (˜ α, β) compatible. Ours is one of few proposals for a combinatorial double auction mechanism. It appears to be the only combinatorial market mechanism for strategic agents with unrestricted strategy spaces. We are able to achieve efficient allocations. Furthermore, the mechanism’s linear integer program structure makes the computation manageable for many practical applications [76]. This seems to be the only known combinatorial double-auction mechanism with these properties. We now describe relevant literature. In the classical auction theory literature, most of the attention is focused on one-sided, singleitem auctions [84], though a growing body of research is devoted to combinatorial auctions [156]. The 14



Section 1.4. Strategic Behavior in Auctions and The Price of Anarchy interplay between economic, game-theoretic and computational issues has sparked interest in algorithmic mechanism design [130]. Some iterative, ascending price combinatorial auctions achieve efficiencies close to the Vickrey auction [11, 32, 105, 134]. However, generalized Vickrey auction mechanisms for multiple heterogeneous items may not be computationally tractable [113, 130]. Thus, mechanisms which rely on approximation of the integer program (though with restricted strategy spaces such as “bounded” or “myopic rationality”) [113] or linear programming (when there is a particular structure such as “gross” or “agent substitutability”) [16] have been proposed.



In [31] one of the first multi-item auction mechanisms is introduced. However, it is not combinatorial and consideration is only given to computation of equilibria among truth-telling agents. An auction for single items is presented in [137]. It is similar in spirit to what we present but cannot be generalized to multiple items. In [168], a modified Vickrey double auction with participation fees is presented, while [33] considers truthful double auction mechanisms and obtains upper bounds on the profit of any such auction. But the setting in both [33, 137] is non-combinatorial since each bid is for an individual item only.



The results here also relate to recent efforts in the network pricing [39, 77, 91, 145] and congestion games literature [87, 129]. There is an ongoing effort to propose mechanisms for network resource allocation through auctions [78] and to bound the worst case Nash equilibrium efficiency loss (the so-called “price of anarchy” [87]) of such mechanisms when users act strategically [70, 95]. An optimal mechanism that minimizes this efficiency loss has also been proposed [135] though not extended to the case of multiple items. Most of this literature regards the good (in this case, bandwidth) as divisible, with complete information for all players. The case of indivisible goods or incomplete information case is regarded in the literature as harder.



We considered indivisible goods, combinatorial buy-bids and incomplete information and showed that the price of anarchy of c-SeBiDA is asymptotically zero.



It is worth noting that a one-sided auction is a special case of a double auction when there is only one seller with zero costs. The network and congestion games [77, 87] are all one-sided auctions. 15
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1.5



Validating Economic Theory through Experiments It is reasonable to question whether the predictions made by the theory discussed above are ac-



curate predictors of human economic behavior in the real world. The first issue is the assumptions made in developing the theory. The second, even more basic issue, is whether humans make completely rational choices. To incorporate irrational behavior within mathematical models, various bounded rationality models have been proposed. However, the ultimate test for any economic theory is still its success in making good predictions in the marketplace. Thus, pioneered by Vernon L. Smith [146, 147], a methodology of testing economic theory through human subject experiments has been developed. Econometric methods have revolutionized economics. Roth argues [127, 128] that experimental economics will play the same role in game theory. Thus, to validate the auction theory that we have developed, we implemented the c-SeBiDA mechanism in a web-based software test-bed [7]. It was then used to conduct human subject experiments to validate the mechanism. It was observed that as the number of participants was increased, the auction outcome seemed to converge to the efficient allocation. The participants bids seemed to converge to their true values. However, considering limitations on the number of participants in a laboratory setting, such a formal conclusion cannot be drawn. A surprising result was that most participants (except for economic graduate student participants!) seemed to be rather risk-averse. The analysis predicts buyers would bid more than true value. However, this was rarely observed. Considering that conducting economic experiments is a rather delicate operation, the results reported in chapter 4 should be considered preliminary. However, they do point out the efficacy of such experiments.



1.6



Contributions in Part I of the Dissertation In this part of the dissertation, we essentially answered the four questions that we posed in



section 1.1. We showed that a competitive equilibrium exists in a continuum exchange economy with 16



Section 1.6. Contributions in Part I of the Dissertation indivisible commodities and money. Surprisingly, this result appears to be apparently unknown in the literature. Our proof involved use of the Lyapunov-Richter theorem for integrals of correspondences. We used the Debreu-Gale-Nikaido lemma instead of the Kakutani fixed point theorem. This implies the existence of some approximate competitive equilibria in finite economies. We have introduced a combinatorial, sellers’ bid, double auction (c-SeBiDA) - a combinatorial market mechanism. We considered the continuum model and showed that within that model c-SeBiDA outcome is a competitive equilibrium. This suggests that in the finite setting, the auction outcome is close to efficient. We then considered strategic behavior of players and showed the existence of a Nash equilibrium in the c-SeBiDA suction game with full information. In c-SeBiDA, settlement prices are determined by sellers’ bids. We showed that the allocation of c-SeBiDA is efficient. Moreover, truth-telling is a dominant strategy for all players except the highest matched seller for each item. We then considered the Bayesian-Nash equilibrium of the mechanism under incomplete information. We showed that under the ex post individual rationality constraint, symmetric Bayesian-Nash equilibrium strategies converge to truth-telling for the single item auction. Thus, the mechanism is asymptotically Bayesian incentive compatible, and hence asymptotically efficient. We have shown that, amazingly, c-SeBiDA has zero “price of anarchy” in the complete information case, and asymptotically zero “price of anarchy” in the incomplete information case. Our proposed mechanism is a non-VCG class mechanism. It is well-known from the GibbardSatterthwaite impossibility theorem that there exist no mechanisms which are efficient, incentivecompatible, ex post individual rational and budget-balanced. The VCG mechanism has the first three properties but is not budget-balanced. The c-SeBiDA mechanism is efficient, “almost” incentivecompatible, ex post individual rational and budget-balanced. All players are truth-telling except one seller for each item. Similarly, in the incomplete information case, the Myerson-Satterthwaite impossibility theorems states that there exists no mechanism which is efficient, Bayesian incentive-compatible, ex post individual rational and budget-balanced. The VCG mechanism in the incomplete information case (called the dVGA mechanism) is efficient, Bayesian incentive compatible, and weak (in the expected sense) budget-balanced. However, it is not ex post individual rational. The SeBiDA mechanism is asymptotically efficient, asymptotically Bayesian incentive-compatible and strong budget-balanced under the ex post individual rationality constraint on strategies. 17



Chapter 1. Introduction We have presented partial results from testing the proposed mechanism c-SeBiDA through human-subject experiments. Full results will be presented later in a paper.
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Chapter 2



Existence of Competitive Equilibrium in Combinatorial Markets We investigate existence of competitive equilibrium in combinatorial markets, i.e., markets with several indivisible goods where agents have valuations for combinations of various goods. The work is motivated by a resource allocation problem in communication networks where there are buyers and sellers of bandwidth each of independent and selfish. We assume that each of the participants does not anticipate that his demand or supply can affect the allocation. In particular, we adopt Aumann’s continuum exchange economy as a model of perfect competition. We first show how network topology affects existence of competitive equilibrium. We then show the existence of competitive equilibrium in a continuum combinatorial market with money. We make minimal assumptions on preferences, only that they are continuous and monotonic in money. We assume that the excess demand correspondence satisfies standard assumptions such as Walras’ law. The existence of competitive equilibrium in the continuum combinatorial market is then used to show the existence of various enforceable and nonenforceable approximate competitive equilibria.



2.1



Introduction We study the existence of competitive equilibrium in a combinatorial market , i.e., a pure



exchange economy with several indivisible goods and one divisible good numeraire or money. Each participant may have interdependent valuations over various goods. This is motivated by the following 19



Chapter 2. Existence of Competitive Equilibrium in Combinatorial Markets problem in communication networks. Consider a network G = (N, L) with a finite set of nodes N , and links L. The transmission capacity (or bandwidth) comes in some integral number of trunks (each trunk being say, 10 Mbps). There are M agents, each with an initial endowment of money and link bandwidth. The allocation of the network resources is determined through a double auction between buyers and sellers. Each buyer specifies the bundle of links (comprising a route), the bandwidth (number of trunks) on each link, and the maximum price it is willing to pay for the bundle; each seller specifies a similar bundle and the minimum price he is willing to accept. We assume that each agent’s preferences are monotonic over the bundle (they prefer larger bundles to strictly smaller ones) and continuous in money. Moreover, we assume that buyers insist on getting the same bandwidth on all links in their bundles. The framework is quite general and can be extended to the case where the network consists of several autonomous systems and their owners are trying to negotiate service level agreements (SLAs) about capacity, access and QoS issues. We are now interested in the following questions: When are Pareto-efficient allocations achievable in a network through a (decentralized) market mechanism? How does efficiency depend on network topology? How does economic efficiency scale with the size of the market? What market mechanisms are available to achieve economic efficiency? It is well known that competitive equilibrium need not exist in an exchange economy with indivisible goods. The difficulties primarily lie in the fact that the utility functions are non-concave and discontinuous and that the consumption sets are totally disconnected. This makes use of any of the standard fixed point theorems such as the Brouwer or the Kakutani fixed point theorems [6] to prove existence of competitive equilibrium impossible. Early attempts [41] to deal with indivisible commodities considered “matching models” inspired by the “stable marriage” assignment problem of Gale and Shapley [48]. Shapley and Shubik [144] studied the competitive equilibrium problem in assymmetric markets when there are buyers and sellers. The commodities are indivisible such as houses [75], but it is assumed that each participant buys or sells only one commodity. Shapley and Scarf [143] considered the more general exchange model where a participant could be both a buyer and a seller. They focussed on the problem of core and showed that an exchange economy with indivisible goods has a nonempty core. Quinzii [121] studied a similar problem but 20



Section 2.1. Introduction considered money as another good and showed that competitive equilibrium exists and it has a nonempty core. Gale [47] started with slightly different assumptions and also showed that competitive equilibrium exists. In all of the above, it was assumed that utility functions satisfied a “non-transferable” assumption. Yamamoto [167] further generalized this by removing some of these assumptions. All of the above assumed that each participant buys or sells only one commodity. Thus, the market was non-combinatorial. The problem remains of interest in recent literature as well [17]. In [92], van der Laan, et al. considered Walrasian equilibrium but they assumed that each participant owns at least one indivisible commodity initially. Moreover, utility is also derived from at most one indivisible commodity. While Ma [94] considers a more general setup and has a different approach. Necessary and sufficient conditions for existence of competitive equilibrium in an exchange economy with indivisible goods and no money were obtained by considering a coalitional form game and obtaining conditions for it being balanced following [80]. A model incorporating combinatorial markets was considered by Bikhchandani and Mamer [15]. They provide necessary and sufficient conditions for existence of competitive equilibrium in an exchange economy with many indivisible goods and money. The market they consider is combinatorial since a consumer wants bundles of commodities. But the agent preferences considered are rather special. Each agent is assumed to have a reservation value for each bundle. Since a competitive equilibrium may not exist with non-convex preferences and indivisibilities, there have been efforts to characterize the limit points of market equilibria of economies as the market grows in size. Several models of large economies have been proposed. Debreu and Scarf [30] investigated the core of a finite economy replicated countably many times. More general models of countable economies were considered in [34, 58]. However, it is well known that C.E. may not exist even in countable economies with non-convex preferences. Thus, there have been attempts to characterize approximate equilibria with non-convex preferences in a finite setting. Starr [150] characterized certain approximate competitive equilibrium based on results which state that non-convexities in an aggregate of non-convex sets do not grow in size with the number of sets making up the aggregate. This “averaging” results in non-convexities becoming less important in a large economy. Henry [57], Emmerson [37] and Broome [21] extended this work to the case of indivisible goods. As Emmerson noted, indivisibilities do not merely result in non-convex 21



Chapter 2. Existence of Competitive Equilibrium in Combinatorial Markets preferences. The consumption sets become totally disconnected as well. This results in the competitive mechanism leading to non Pareto-efficient allocations. Aumann introduced the continuum model of an economy [8] to model large economies with perfect competition where each participant is negligible compared to the overall size of the economy. Unlike [4, 46], he did not assume anything about the valuation of the participants. But the goods are divisible and in such a setting he showed that competitive equilibrium exists [10]. It was shown by Mas-Colell [98] that Aumann’s results do not extend to a continuum economy with indivisible goods without money, i.e., competitive equilibrium need not exist in continuum exchange economies with indivisible commodities. However, Khan and Yamakazi [83] showed that the core of a continuum economy with indivisible goods is non-empty. This raised the hope that some allocations in the core may be decentralized through competitive prices. We provide exactly such a result. We consider an exchange economy with multiple commodities and money [82]. Unlike [15, 92, 94], we consider very general preferences and do not make any assumption on initial endowments. Moreover, we consider a combinatorial market. Our only assumption is that the preferences are continuous and monotonic in money, a reasonable assumption by any means. Our interest is in the perfect competition case, when each participant is negligible enough that it cannot affect the prices and the allocation. We first show that when agents have quasi-linear utility functions, existence of competitive equilibrium, and hence of economically efficient market mechanisms depends on network topology. We show an example of a finite network with a finite number of agents, for which no competitive equilibrium exists. We then model a perfect competition economy as one with a continuum of agents, each with negligible influence on the final allocation and prices [8]. Such idealized models are used frequently and are helpful in characterizing and finding approximate equilibria that are nearly efficient for finite settings. We show that a competitive equilibrium exists in a continuum model of a network. This is accomplished using the Debreu-Gale-Nikaido lemma, a useful corollary of Kakutani’s fixed point theorem [74]. The paper is organized as follows: In section 2.2, we present some examples of finite networks, and show that if bandwidth is indivisible, competitive equilibrium may not exist. Section 2.3 presents existence results for the continuum model of a network. Section 2.4 presents some enforceable and 22



Section 2.2. Network Topology and Economic Efficiency non-enforceable equilibria. Section 2.5 presents conclusions.



2.2



Network Topology and Economic Efficiency We first prove that a competitive equilibrium exists if the routes that buyers want form a tree



and all agents (buyers and sellers) have utilities that are linear in bandwidth and money. Examples are given to show that a competitive equilibrium may not exist if the routes do not form a tree or if utilities are nonlinear. Links are indexed j = 1, 2, · · · ; link j provides Cj trunks of bandwidth (Cj an integer). Its owner, j, can lease yj ≤ Cj trunks and has a per trunk reservation price or cost aj . Buyer i, i = 1, 2, · · · , wishes to lease xi trunks on each link j in route Ri . The value to buyer j of one trunk along route Ri is bi . Let A = {Aij } be the edge-route incidence matrix, i.e. Aij = 1(0), if link j ∈ (6∈)Ri . With this notation, the allocation (x∗ , y ∗ ) with the maximum surplus solves the following integer program: P



max



i bi xi



x,y



s.t.



P



i Aij xi



−



P



j



aj yj



≤ yj ≤ Cj , ∀j



xi , yj ∈ {0, 1, 2, · · · }, ∀i, j



(2.1) (2.2) (2.3)



The allocation (x∗ , y ∗ ) together with a link price vector p∗ = {p∗j } is a competitive equilibrium if every buyer i maximizes his surplus at x∗i , max (bi −



xi =0,1,···



X



p∗j )xi ,



j∈Ri



and every seller j maximizes his profit at yj∗ , max



yj =0,1,··· ,Cj



(p∗j − aj )yj .



A matrix is totally unimodular (TU) if the determinant of every square submatrix is 0, 1 or -1 [141]. If the routes that buyers want in a network form a tree, its edge-route incidence matrix is TU. Theorem 2.1. If A is TU, in particular if the routes form a tree, there is a competitive equilibrium. Proof. Consider the relaxed LP version of problem (2.1) in which the integer constraint (2.3) is dropped. Because A is TU, the convex set of allocations (x, y) that satisfy constraint (2.2) has integer-valued 23



Chapter 2. Existence of Competitive Equilibrium in Combinatorial Markets vertices. Hence there is an optimal solution (x∗ , y ∗ ) to the LP problem which is integer-valued. The Lagrange multipliers {p∗j } associated with the constraint (2.2), together with (x∗ , y ∗ ), form a competitive equilibrium, as can be verified from the Duality Theorem of LP [60].



The proposition has a partial converse: If (p∗ , (x∗ , y ∗ )) is a competitive equilibrium, (x∗ , y ∗ ) is a solution to the relaxed LP problem. It is well known that a competitive equilibrium exists if every buyer i (seller j) has a utility (cost) function ui (xi )(vj (yj )) that is concave (convex), monotone and continuous (along with some boundary conditions) [5] and fractional trunks can be traded. This fact is exploited in [77, 78] to infer existence of competitive equilibrium prices for bandwidth on each link. Examples 2.1,2.2 are non-TU networks that do not have a competitive equilibrium.
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Figure 2.1: A cyclic network that is not TU.
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Figure 2.2: An acyclic network that is not TU.



Example 2.1. Consider the cyclic network in figure 2.1 with buyers 1, · · · , 4, who want routes {e1, e2}, {e2, e3}, {e3, e1}, and {e3 }, respectively. Buyers 1, 2, 3 receive benefit bi = 1 per trunk; buyer 4 receives b4 = α(< 0.5). Sellers own one trunk on each link, and their reservation price aj = 0 for all links. The network is not TU, as can be easily checked. Surplus maximization allocates route {e1, e2} to user 1 and {e3} to user 4. If prices p1 , p2 , p3 were to support this allocation, they must satisfy the conditions, 1 = p1 + p2 ≤ min(p2 + p3 , p1 + p3 ) and 0.5 > α ≥ p3 , which is impossible. So there is no 24



Section 2.2. Network Topology and Economic Efficiency competitive equilibrium.



Example 2.2. Consider the acyclic network of figure 2.2 again with buyers 1, · · · , 4, desired routes {e1, e2}, {e2, e3}, {e1, e4, e3}, and {e3} and benefits bi as before. Each link supports one trunk, and the sellers are as before. Surplus maximization again allocates route {e1, e2} to user 1 and {e3} to user 4. Competitive prices supporting this allocation must satisfy 1 = p1 + p2 ≤ min(p2 + p3 , p1 + p4 + p3 ), 0.5 > α ≥ p3 , and p4 = 0, which is impossible.



Next we see a TU network with nonlinear concave utilities for which there is no competitive equilibrium. Example 2.3. Consider a network with two links, each with two trunks of capacity. There are two buyers. Buyer 1 wants a route through both links with bandwidth x1 and has concave utility function: u1 (x1 ; {l1 , l2 }) = 1.1x1 , 0 ≤ x1 ≤ 1; = x + 0.1, 1 ≤ x1 ≤ 2. Buyer 2 demands bandwidth x2 only on link 2 and has concave utility function: u2 (x; l2 ) = 1.5x, 0 ≤ x ≤ 1; 1.1(x − 1) + 1.5, 1 < x ≤ 1 + ; (x − 1 − ) + 1.6, 1 +  < x ≤ 2, where  = 0.1/1.1. The sellers have reservation price of 0 on each link. It is easy to check that if fractional trunks can be traded there is a competitive equilibrium with allocation x∗ = (0.4, 1.6) and prices p∗ = (0, 1.1). However, if trades must be in integral trunks, there is no competitive equilibrium.



A competitive equilibrium is efficient, because it maximizes total surplus



P



i bi xi



−



P



j



aj yj .



To find an equilibrium, one normally proposes an iterative mechanism (often called ‘Walrasian’) involving an ‘auctioneer’ who in the nth round proposes link prices {pnj }, to which agents respond: buyer i places demand xni , seller j offers to supply yj ≤ Cj trunks. The auctioneer calculates the ‘excess demand’ on P higher or lower than pnj , accordingly link j, ξjn = Aij xni − yjn , and begins round n + 1 with price pn+1 j as ξjn is positive or negative. The equilibrium is reached when ξj ≤ 0 for all j. Two questions arise: Will the iterations converge? And are such mechanisms practically implementable? Of course, if there is no competitive equilibrium, caused perhaps by indivisibilities, the 25



Chapter 2. Existence of Competitive Equilibrium in Combinatorial Markets price-adjustment algorithms will not converge and no practical mechanisms can exist. Thus, in the next section we study the existence of competitive equilibrium in an ideal model.



2.3



Competitive Equilibrium in the Continuum Model Consider a combinatorial market with indivisible goods and money. We assume that there is



perfect competition in which no single agent can influence the outcome, by considering a continuum of agents (buyers and sellers). The continuum exchange economy, first introduced by Aumann [8], is an idealized model of perfect competition in which no agent has significant ‘market power’ to be able to alter the outcome. From a practical perspective, the existence of a competitive model in the ideal model can be used to establish the existence of approximate competitive equilibria (which are approximately efficient) in finite economies.



With money Consider a combinatorial market G with L indivisible goods 1, · · · , L). Let there be Cl units of good l for each l. There is one divisible good 0, called money. There is a continuum of agents indexed t ∈ X = [0, M ], with a given non-atomic measure space (X, B(X), µ). Suppose there are M possible bundles of indivisible goods and each agent t demands some bundle Ri . For example, all agents t ∈ (m, m + 1] demand bundle Rm+1 , for m + 1 ≤ M . Agents’ preferences t are monotonic, and continuous in money. (Monotonicity simply means that if A ⊆ B, then B t A. Continuity means that if An → A and B t An , then B t A.) As a result preferences are continuous. A particular example of such preferences is when utility functions are quasi-linear in money, i.e., linear in money. Agent t has an initial endowment ωt , which is a L + 1-tuple. Though the following discussion and the results are for any general initial endowment, a particular example is of an auction setting when agent 0 is an auctioneer, endowed with ω0 = (0, C1 , · · · , CL ) (e.g., the whole network) and any other agent t(> 0) has ωt = (mt , 0, · · · , 0), in which mt is t’s money endowment. Similarly, the price vector p = (p0 , p1 , · · · , pL ) is a L + 1-tuple; p0 is the price of money and pl is the price of one unit of good l. We will call a system as described above a continuum combinatorial (exchange) economy E. We begin with a few definitions: Let p ∈ Θ = RL+1 be a price vector. By p > 0, we shall mean + that all components are non-negative with p 6= 0, and by p  0, we shall mean that all components are 26



Section 2.3. Competitive Equilibrium in the Continuum Model strictly positive. Commodity space: Ω = R+ × ZL + . Thus, ω = (ω0 , · · · , ωL ) ∈ Ω denotes ω0 units of money and ωl units of good l, for l = 1, · · · , L. Note that ωl for l > 0, must be an integer, indicating indivisibility. Unit price simplex: ∆ = {p ∈ Θ : ΣL 0 pl = 1}. Prices lie in the unit simplex. Later, we can normalize prices so that the price of money, p0 = 1, and we get the prices of other goods in terms of money. Budget set: Bt (p) = {z ∈ Ω : p.z ≤ p.ωt }, which gives the allocations that agent t can afford based on its initial endowment at given prices p. Preference level sets: Pt (z) = {z 0 ∈ Ω : z 0 t z}, is the set of allocations preferred by agent t to the allocation z. Individual demand correspondence: ψt (p) = {z ∈ Bt (p) : z t z 0 , ∀z 0 ∈ Bt (p)}. At given prices p, ψt (p) is the set of t’s most-preferred allocations. There may be more than one most preferred allocation, so ψt is a demand correspondence rather than a demand function. Aggregate excess demand correspondence: Z



Z ψt (p)dµ −



Φ(p) = X



ωt dµ. X



We denote the first integral by Ψ(p)—the aggregate demand correspondence, and the second integral by ω ¯ , the total endowment of all agents, or the aggregate supply. Definition 2.1 (Competitive Equilibrium). A pair (x∗ , p∗ ) with p∗ ∈ ∆ and x∗ ∈ Ω is a competitive equilibrium if x∗t ∈ ψt (p∗ ) and 0 ∈ Φ(p∗ ). A competitive equilibrium comprises an allocation and a set of prices such that the prices support an allocation for which aggregate demand equals aggregate supply, or in other words, the aggregate excess demand is zero. Moreover, the allocation to each agent is what it demands at those prices [99]. We make the following assumptions:



Assumptions 1. ω ¯  0 (component-wise positive), and ωt > 0, ∀t (component-wise non-negative with some component positive). 2. Φ(p) is homogeneous in p. 27



Chapter 2. Existence of Competitive Equilibrium in Combinatorial Markets 3. Boundary condition: Suppose pν → p∗ , and p∗l = 0 for some l. Then, zlν → ∞, ∀z ν ∈ Φ(pν ). 4. Walras’ Law holds: p.z = 0, ∀z ∈ Φ(p), ∀p ∈ ∆0 , the relative interior of ∆. The first assumption simply states that there is a strictly positive endowment of each good and moreover each agent has a strictly positive endowment of some good. The second assumption ensures that scaling of prices does not alter the competitive allocation if it exists. The third assumption is a boundary condition that holds in the absence of undesirable goods. The fourth assumption, Walras’ law, can be shown to hold for the economy under consideration. But we shall assume it without proof. Essentially, it means that if there is positive excess demand for a good at given prices, its price can be reduced still further towards zero. Now we can show the following: Theorem 2.2 (Existence). Under assumptions (1)-(4), a competitive equilibrium exists in the continuum combinatorial economy E. The proof relies on Lemma 2.1 [29, 46, 111] which is a corollary of Kakutani fixed point theorem, and the Lyapunov-Richter theorem which states that the integral of a correspondence with respect to a non-atomic measure is closed and convex-valued [9]. We can set the price of money p0 = 1, and we get the other prices in units of money. Proof. Consider any non-empty, closed convex subset S of ∆. We will first make some claims about the properties of the aggregate excess demand correspondence [13, 1]. Claim 2.1. Φ is non-empty and convex-valued on S. From assumption 1, Φ is non-empty. Fix p ∈ S. By Lyapunov-Richter theorem [9] with µ a R non-atomic measure on X, and ψt (p) a correspondence on ∆ to Ω, X ψt (p)dµ(t) is convex. Hence, Φ is convex. Claim 2.2. Φ is compact-valued, hence bounded on S. Note that S is compact and for each p ∈ S, p  0. Write ψt (p) =



\



[Bt (p) ∩ Pt (z)].



z∈Bt (p)



28



Section 2.3. Competitive Equilibrium in the Continuum Model Then, Pt (z) is closed by continuity of preferences. Bt (p) is closed and bounded for p  0. Thus, their intersection is closed. And so is the outer intersection. It is bounded as well. Thus, ψt (p) is compact for each p  0. Claim 2.3. p · z ≤ 0, ∀p ∈ ∆0 , z ∈ Φ(p). Fix p ∈ ∆0 . By definition, p · z ≤ p · ωt , ∀z ∈ ψt (p), ∀t ∈ X. Or, with an abuse of notation: Z



Z



p · ωt dµ,



p · ψt (p)dµ ≤ X



X



p · Ψ(p) ≤ p · ω ¯, p · Φ(p) ≤ 0, Claim 2.4. ψt is closed and upper semi-continuous (u.s.c.) in S ∀t ∈ X. Hence, Φ is closed and u.s.c. in S. Fix t ∈ X. To show ψt is closed, we have to show that for any sequences, {pν }, {z ν }, [pν → p0 , z ν → z 0 , z ν ∈ ψt (pν )] =⇒ z 0 ∈ ψt (p0 ). From the definition of demand correspondence, pν · z ν ≤ pν · ωt . Taking limit as ν → ∞, we get p0 · z 0 ≤ p0 · ωt , i.e. z 0 ∈ Bt (p0 ). It remains to show: z 0 t z, ∀z ∈ Bt (p0 ). Consider any z ∈ Bt (p0 ). Then Case 1: p0 · z < p0 · ωt . Then, for large enough ν, pν · z < pν · ωt . This implies that z ∈ Bt (pν ). Now, z ν ∈ ψt (pν ). Hence, z ν t z. And by continuity of preferences, we get z 0 t z. Case 2: p0 · z = p0 · ωt . Define z 0ν := ((1 − 1/ν)z0 , z1 , · · · , zL ) ∈ Ω, by divisibility of money. So, p0 · z 0ν < p0 · ωt . Then, by the same argument as above: z 0 t z 0ν . And by continuity of preferences, we get z 0 t z. This implies z 0 ∈ ψt (p), i.e. it is closed. Now, to show it is u.s.c., we have to show by proposition 11.11 in [18], that for any sequence pν → p0 , and any z ν ∈ ψt (pν ), there exists a convergent subsequence {z νk } whose limit belongs to ψt (p0 ). 29



Chapter 2. Existence of Competitive Equilibrium in Combinatorial Markets Now, pν → p0  0. Hence, ∃ν0 s.t. pν  0, ∀ν > ν0 . Define π := inf{pνl : ν > ν0 , l = 0, · · · , L}. Then, pν · z ν ≤ pν · ωt implies for all ν > ν0 , 0 < zν ≤



pν · ω t , π



i.e. the sequence {z ν } is bounded. By the Bolzano-Weierstrass theorem, there exists a convergent subsequence {z νk } converging to say, z 0 . Since ψt is closed in S, z 0 ∈ ψt (p0 ). Thus, it is upper semi-continuous in S. We now show that Φ is u.s.c (hence closed) as well. Let pν → p0 in S. Consider ξ ν ∈ R R Ψ(pν ) = X ψt (pν )dµ. Then, ∃ztν s.t. ξ ν = X ztν dµ. Now, ψt is compact-valued and u.s.c. in S. Thus, by proposition 11.11 in [18], the sequence {ztν } has a convergent subsequence {ztνk } s.t. R ztνk → zt0 ∈ ψt (p0 ). Define ξ 0 := X zt0 dµ. Thus, ξ0 ∈



Z



ψt (p0 )dµ = Ψ(p0 ).



I



As argued before, Ψ is compact-valued. Hence, by reapplication of the same theorem, it is u.s.c. in S. And so is Φ. We now need the following lemma. Lemma 2.1 (Debreu-Gale-Nikaido [5, 18]). Let S be a non-empty closed convex subset in the unit simplex ∆ ⊂ Rn . Suppose the correspondence Φ : ∆ → P(Rn ) satisfies the following: (i) Φ is non-empty, convex-valued ∀p ∈ S, (ii) Φ is closed, (iii) p · z ≤ 0, ∀p ∈ S, z ∈ Φ(p), (iv) Φ(p) is bounded ∀p ∈ S. Then, ∃ p∗ ∈ S and z ∗ ∈ Φ(p) s.t. p · z ∗ ≤ 0, ∀p ∈ S. Then, using the above lemma, we get the following proposition. Proposition 2.1. For any non-empty, closed convex subset S of ∆0 , ∃p0 ∈ S, z 0 ∈ Φ(p0 ) s.t. p · z 0 ≤ 0, ∀p ∈ S. 30



Section 2.3. Competitive Equilibrium in the Continuum Model Consider a increasing sequence of closed, convex sets S ν ↑ ∆. Let pν , z ν be those given by the above proposition. Then, pν ∈ S ν ⊂ ∆, which is compact. Thus, ∃ a convergent subsequence pνk → p∗ ∈ ∆. Without loss of generality, consider this subsequence as the sequence. Consider any z ν ∈ Φ(pν ). We have the following lower bound on the sequence z ν ≥ −¯ ω , ∀ν.



(2.4)



To get an upper bound, take any p˜  0 ∈ S ν . It exists because S ν ↑ ∆. Using the proposition above, we get p˜ · z ν ≤ 0,



(2.5)



for large enough ν. Equations (2.4) and (2.5) imply {z ν }(⊂ Ω) is bounded. Thus, there exists a convergent subsequence with limit say, z ∗ . By assumption 1, ω ¯  0. Also, p∗ ∈ ∆. Hence, p∗ · ω ¯ > 0. Further, p∗  0 since if p∗l = 0 for some l, zlνk → ∞, by the boundary condition, which then contradicts the boundedness of the subsequence above. Further, since Φ is closed, z ∗ ∈ Φ(p∗ ). This establishes the following lemma. Lemma 2.2. ∃p∗  0 ∈ ∆, z ∗ ∈ Φ(p∗ ) s.t. pν → p∗ , z ν → z ∗ , and p · z ∗ ≤ 0, ∀p ∈ ∆. We are now ready to prove the theorem: Walras’ law implies p · z = 0, ∀z ∈ Φ(p), and ∀p ∈ ∆0 . This implies p∗ · z ∗ = 0. From lemma above, p∗ · z ∗ ≤ 0, and p∗  0. This yields z ∗ = 0. Remarks. In the network resource allocation problems, agents may be indifferent between various bundles of links if they form a route between the same source-destination pair, then theorem 2.2 still holds. And in that case, prices for various alternative routes (given by the sum of link prices along the routes) for a given source-destination pair are same.



Without money The role of money is crucial in the above result. We used the fact that the preferences are continuous in money in claims 2.2 and 2.4, and that money is a divisible good in claim 2.4. The following network example shows that in the absence of money, a competitive equilibrium may not exist even in a continuum exchange economy. 31



Chapter 2. Existence of Competitive Equilibrium in Combinatorial Markets Example 2.4. Consider the network of figure 2.1, with demands as discussed before in example 2.1. Now instead of one user of each type demanding a particular route, we have a continuum of users. Let X = [0, M ] and let all users in [0, 1], where M is the total number of routes, demand the same route and have identical preferences. We make the same assumption for the other M disjoint intervals of unit length. This reduces the continuum case to the same as example 2.1, for which a competitive equilibrium does not exist.



2.4



Approximate Competitive Equilibrium The continuum economy is a convenient model but still a mathematical fiction. We show that



it can be approximated by a large (but finite) economy. Note that in the proof of Theorem 2.2, we have used convexity of the aggregate excess demand correspondence to apply the DGN Theorem. Thus, if we replace Φ(p) by conv Φ(p), the following result holds. Theorem 2.3. There exists a p∗  0, in ∆0 s.t. 0 ∈ conv Φ(p∗ ). We can obtain several approximation results using the Shapley-Folkman [5] and Starr theorems [150]. Theorem 2.4 (Non-enforceable approximate equilibria). (i) If the number of agents m is greater than the number of goods n, then at prices p∗ , for which 0 ∈ conv (Φ(p∗ )), ∃xi ∈ conv φi (p∗ ) s.t. Σi xi = 0 and #{i|xi ∈ / φi (p)}/m ≤ n/m → 0. (ii) At prices p∗ for which 0 ∈ conv (Σi φi (p∗ )), then ∃xi ∈ φi (p∗ ) s.t. kΣi xi k2 /m ≤ R/m → 0, where R = min{m, n} · greatest rad2 φi (p∗ ). The first is straight forward application of the Shapley-Folkman theorem noting the compactness of the individual demand correspondences from Claim 2.2. It says that there exists an allocation and prices such that the number of agents who are not happy with their allocation at those prices is bounded by the number of goods. Thus, as the number of agents, increases (as in replication), the proportion of unhappy agents becomes arbitrarily small. 32



Section 2.4. Approximate Competitive Equilibrium The second is an application of the Starr theorem: It says that at prices p∗ , the aggregate excess demand per agent becomes arbitrarily small as the number of agents becomes arbitrarily large. When a set of market-clearing prices do not exist with indivisible goods, it is useful to know whether there exist prices under which excess demand can be made arbitrarily small as the “size of indivisibility” vanishes while affecting agents’ utility only by a small amount. We show that this is indeed the case. We show this in particular for the market model for networks in [77]. We follow the notation in that paper. We will assume that a unit of bandwidth is small in size compared to demands, or equivalently, the demands are large enough in terms of units of bandwidth. Consider a network with a set J of links. For each link j ∈ J , let Cj ∈ Z+ denote the number of available units of bandwidth (i.e., trunks) for this link. Let R denote the set of possible routes, i.e., a set of subsets of J . A collection of routes s ⊂ R connecting a source with a destination is associated with a user who wishes to send traffic through the routes in that collection. His utility Us (xs ) is assumed to be an increasing, strictly concave function over R+ , the nonnegative reals. The set of all users is denoted by S. The relation of R in terms of the link set J is expressed by a 0-1 matrix A = (Ajr ; j ∈ J , r ∈ R), where Ajr is 1(0) if j ∈ r (j ∈ / r). Likewise we define H = (Hsr ; s ∈ S, r ∈ R), where Hsr is 1(0) if r ∈ s (r ∈ / s). In order to study the loss in efficiency as a function of the amount of bandwidth per trunk, we consider a sequence of “discrete” networks indexed by N . For the N -th network, the capacity of link j ∈ J in terms of trunks is CjN = N Cj . Each user is allowed to pick only integral multiples of trunks along his route, thus his utility is a function UsN : Z+ → R, with UsN (n) = Us (n/N ) for each s ∈ S. Say that each trunk at link j, costs pj for each j ∈ J , then the cost per trunk over the path r P is Cost(r; p) = j∈r pj . Similarly, for s ∈ S the lowest cost route costs Cost(s; p) = minr∈s Cost(r; p). We now have the following result. Theorem 2.5. For each  > 0, there exists an integer N0 > 0 such that ∀N > N0 , there exists N N (nN , mN , pN ) = ((nN s )s∈S , (mr )r∈R , (pj )j∈J ) where N N 1. nN s maximizes Us (ns ) − ns Cost(s; p ) over Z+ for every s ∈ S,



2. HmN = nN , AmN ≤ C N , mN r ∈ Z+ and 33



Chapter 2. Existence of Competitive Equilibrium in Combinatorial Markets ∗ ∗ ∗ ∗ ∗ 3. UsN (nN s ) +  ≥ Us (xs ), for every s ∈ S, where x = (xs ; s ∈ S), y = (yr ; r ∈ R) maximizes P |S| |R| s∈S Us (xs ) over x ∈ R+ , y ∈ R+ under the constraints Hy = x, Ay ≤ C.



Proof. Fix  > 0. Without loss of generality assume x∗s > 0 for every s ∈ S, and let p0 = (p0j ; j ∈ J ) be the equilibrium prices as they are guaranteed to exist for the divisible case by [77]. Now if the users were presented the inflated prices p = αp0 instead, where α > 1, each user s will choose xs so that he maximizes his surplus Us (xs )−xs Cost(s; p) =Us (xs )−xs αCost(s; p0 ) over xs ≥ 0. So by strict concavity and monotonicity of utilities, he will choose xαs < x∗s . Now if we define yrα = yr∗ xαs /x∗s for P each r ∈ s, then we get r∈R Hsr yrα = xαs for every s. Also, since all entries of A are nonnegative P and there are no all-zero rows, r∈R Ajr yjα < Cj for every j. By continuity and strict monotonicity of P P utilities, we can choose α > 1 so that s∈S Us (xαs ) + 2 ≥ s∈S Us (x∗s ), and xαs > 0 for all s. Now for every N > 0, define pN j = p/N for each j ∈ J , and nN s



 = max arg max



n∈Z+



UsN (n)



 − nCost(s; p)



for each s ∈ S. By strict concavity we have |xαs − nN s /N | ≤ 1/N . Thus it is clear that as N → ∞, part (3) holds, and part (1) holds for every N . It only remains to show part (2). Since xαs > 0 for all s, there exists r ∈ s for which P N α ysα > 0 and denote it by r(s). Now define mN r∈s\{r(s)} bN yr c and for each r 6= r(s), r(s) = ns − α N α N mN r = bN yr c. Note that mr(s) /N → yr (s) as N → ∞, so for large enough N , mr(s) > 0. Also, we α N N N have mN r → ys ≥ 0 as N → ∞ for r 6= r(s). Thus, Hm = n , and m ≥ 0 for large enough N .



Furthermore, Amn ≤ C N for large enough N , since Aysα < C.



2.5



Chapter Summary We studied competitive equilibrium in combinatorial markets. We showed that for finite net-



works, prices that yield socially efficient allocation may not exist. We then used a model of perfect competition with a continuum of agents, and showed that with money, it is possible to support the socially efficient allocation with a certain price vector. The key here is the Lyapunov-Richter theorem that enables a convexification of the economy. However, such a result does not hold for countable economies. The main reason is that defining the average of a sequence of correspondences is trickier as the limit may not exist. 34



Section 2.5. Chapter Summary The continuum model is useful in showing the existence of enforceable approximate equilibria (when we require that supply exceeds demand) in finite networks. Such approximate equilibria were presented in [65]. It is well-known that the set of the competitive allocations is contained in the core (the set of Pareto-optimal allocations). However, it is unknown if the two sets are equal. This is an interesting question and part of future work.
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Chapter 3



c-SeBiDA: An Efficient Market Mechanism for Combinatorial Markets We study the interaction between buyers and sellers of several indivisible goods (or items). A buyer wants a combination of items while each seller offers only one type of item. The setting is motivated by communication networks in which buyers want to construct routes using several links and sellers offer transmission capacity on individual links. Agents are strategic and may not be truthful, so a competitive equilibrium may not be realized. To ensure a good outcome among strategic agents, we propose a combinatorial double auction. We show that a Nash equilibrium exists for the associated game with complete information, and more surprisingly, the resulting allocation is efficient. In reality, the players may have incomplete information. So we consider the Bayesian-Nash equilibrium. When there is only one type of item, we show that the mechanism is asymptotically Bayesian incentive-compatible under the ex post individual rationality constraint and hence asymptotically efficient. Surprisingly, without the ex post individual rationality constraint, the Bayesian-Nash equilibrium strategy for the buyers is to bid more than their true value. We finally consider competitive analysis in the continuum model of the auction setting and show that the auction outcome is a competitive equilibrium.



3.1



Introduction We study the interaction among buyers and sellers of several indivisible goods (or items).



The motivation is to investigate the strategic interaction between internet service providers who lease 37



Chapter 3. c-SeBiDA: An Efficient Market Mechanism for Combinatorial Markets transmission capacity (or bandwidth) from owners of individual links to form desired routes. Bandwidth is traded in indivisible amounts, say multiples of 100 Mbps. Thus, the buyers want bandwidth on combinations of several links available in multiples of some indivisible unit. This makes the problem combinatorial. We consider the interaction in several settings. The setting of a conventional market economy, in which there is perfect competition, was considered in chapter 2. It was shown that the interaction among agents results in a competitive equilibrium if their utilities are linear in bandwidth (and money) and they truthfully reveal them, and the desired routes form a tree. The latter requirement is needed for the existence of an equilibrium in the presence of indivisibility. Strategic agents, however, have an incentive not to be truthful. We propose a ‘combinatorial sellers’ bid double auction’ (c-SeBiDA) mechanism that achieves a socially desirable interaction among strategic agents. The mechanism requires both buyers and sellers to make bids. It is combinatorial because buyers make bids on combinations of items, such as several links that form a route. Each seller, however, offers to sell only a single type of item, e.g., bandwidth on a single link. The mechanism takes all buy and sell bids, solves a mixed-integer program that matches bids to maximize the social surplus, and announces prices at which the matched (i.e., accepted) bids are settled. The settlement price for a link is the highest price asked by a matched seller (hence ‘sellers’ bid’ auction). As a result there is a uniform price for each item. The outcome of strategic behavior in the auction is modelled as a Nash equilibrium. It is shown that under complete information a Nash equilibrium exists; it is not generally a competitive equilibrium. Nevertheless, the Nash equilibrium is efficient. Moreover, it is a dominant strategy for all buyers and for all sellers except the matched seller with the highest-ask price to be truthful. In an auction setting, players may have incomplete information. Following Harsanyi [56], we consider the Bayesian-Nash equilibrium as the solution concept for the auction game. When there is only one type of item, we show that if the players use only ex post individual rational (IR) strategies [101], symmetric Bayesian-Nash equilibrium strategies converge to truth-telling as the number of players becomes very large. Following Aumann [8], we then consider the continuum model. It was shown in the previous chapter that a competitive equilibrium exists in a continuum exchange economy with indivisible goods and money (a divisible good). Here we show that the c-SeBiDA auction outcome is a competitive 38



Section 3.1. Introduction equilibrium [101] in the continuum model when money is not regarded as a good. This is accomplished by casting the mechanism in an optimal control framework and appealing to Pontryagin’s maximum principle to conclude existence of competitive prices. This suggests that the auction outcome in a finite setting approximates a competitive equilibrium in the continuum model (see [5] for approximate competitive equilibrium). The proposed mechanism has been implemented in a web-based software testbed and available for use (see http://auctions.eecs.berkeley.edu).



Previous Work and Our Contribution When items are indivisible, a competitive equilibrium may not exist. However, when the utility functions are linear and the demand-supply constraint matrix has a special structure (such as the totally unimodular property [141]), a competitive equilibrium does exist [156]. However, the realization of the competitive equilibrium still requires agents to truthfully report their utilities. But strategic agents (aware of their ‘market power’) may not be truthful. Thus, many auction mechanisms are designed to elicit truthful reporting following Vickrey’s fundamental result [154]. Attention in the auction theory literature has focused on one-sided, single-item auctions [84] but combinatorial bids arise in many contexts, and a growing body of research is devoted to combinatorial auctions [156]. The interplay between economic, game-theoretic and computational issues has sparked interest in algorithmic mechanism design [130]. Some iterative, ascending price combinatorial auctions achieve efficiencies close to the Vickrey auction [11, 32, 105, 134]. It is however well-known that generalized Vickrey auction mechanisms for multiple heterogeneous items may not be computationally tractable [115, 130]. Thus, mechanisms which rely on approximation of the integer program (though with restricted strategy spaces such as “bounded” or “myopic rationality”) [115] or linear programming (when there is a particular structure such as “gross” or “agent substitutability”) [16] have been proposed. In [31] one of the first multi-item auction mechanisms is introduced. However, it is not combinatorial and consideration is only given to computation of equilibria among truth-telling agents. An auction for single items is presented in [136]. It is similar in spirit to what we present but cannot be generalized to multiple items. In [168] a modified Vickrey double auction with participation fees is presented, while [33] considers truthful double auction mechanisms and obtains upper bounds on the profit of any such auction. But the setting in both [33, 136] is non-combinatorial since each bid is for 39



Chapter 3. c-SeBiDA: An Efficient Market Mechanism for Combinatorial Markets an individual item only. Ours is one of few proposals for a combinatorial double auction mechanism [42]. It appears to be the only combinatorial market mechanism for strategic agents with unrestricted strategy spaces. We are able to achieve efficient allocations. Furthermore, the mechanism’s linear integer program structure makes the computation manageable for many practical applications [76]. The results here also relate to recent efforts in the network pricing [77, 81, 91, 145] and congestion games literature [87, 129]. There is an ongoing effort to propose mechanisms for network resource allocation through auctions [78] and to understand the worst case Nash equilibrium efficiency loss of such mechanisms when users act strategically [70, 95]. An optimal mechanism that minimizes this efficiency loss has also been proposed [135] though not extended to the case of multiple items. Most of this literature regards the good (in this case, bandwidth) as divisible, with complete information for all players. The case of indivisible goods or incomplete information case is harder. This paper considers indivisible goods, combinatorial buy-bids and incomplete information. The results in this paper are significant from several perspectives. It is well known that the only known positive result in the mechanism design theory is the VCG class of mechanisms [45, 67, 101]. The generalized Vickrey auction (GVA) (with complete information) is ex post individual rational, dominant strategy incentive compatible and efficient. It is however not budget-balanced. The incomplete information version of GVA (dAGVA) is Bayesian incentive compatible, efficient and budget-balanced. It is, however, not ex post individual rational. Indeed, there exists no mechanism which is efficient, budget-balanced, ex post individual rational and dominant strategy incentive compatible (Hurwicz impossibility theorem) [59]. Moreover, there exists no mechanism which is efficient, budget-balanced, ex post individual rational and Bayesian incentive compatible (Myerson-Satterthwaite impossibility theorem) [108]. In this chapter, we provide a non-VCG combinatorial (market) mechanism which in the complete information case is always efficient, budget-balanced, ex post individual rational and “almost” dominant strategy incentive compatible. In the incomplete information case, it is budget-balanced, ex post individual rational and asymptotically efficient and Bayesian incentive compatible. Moreover, we showed that any Nash equilibrium allocation (say of a network resource allocation game) is always efficient (zero efficiency loss) and any Bayesian-Nash equilibrium allocation is asymptotically efficient. This seems to be the only known combinatorial double-auction mechanism with 40



Section 3.2. The Combinatorial Sellers’ Bid Double Auction these properties. It is worth noting that a one-sided auction is a special case of a double auction when there is only one seller with zero costs. The network and congestion games [77, 87] are all one-sided auctions. The rest of this paper is organized as follows. In Section 3.2 we present the combinatorial seller’s bid double auction (c-SeBiDA) mechanism. In Section 3.3 we prove that under full information, the auction has a Nash equilibrium that is efficient, although it may not be a competitive equilibrium. In Section 3.4 we show that when the players have incomplete information, the Bayesian-Nash equilibrium strategies for the mechanism with a single item under the ex post individual rationality constraint converge to truth-telling as the number of players becomes large. Section 3.5 presents a competitive analysis of the c-SeBiDA mechanism in the continuum model. We situate our contribution in relation to existing literature in the conclusion.



3.2



The Combinatorial Sellers’ Bid Double Auction A buyer places buy bids for a bundle of items. A buyer’s bid is combinatorial: he must receive



all items in his bundle or nothing. A buy-bid consists of a buy-price per unit of the bundle and maximum demand, the maximum units of the bundle that the buyer needs. On the other hand, each seller makes non-combinatorial bids. A sell-bid consists of an ask-price and maximum supply, the maximum units the seller offers for sale. The mechanism collects all announced bids, matches a subset of these to maximize the ‘surplus’ (equation (3.1), below) and declares a settlement price for each item at which the matched buy and ask bids—which we call the winning bids—are transacted. This constitutes the payment rule. As will be seen, each matched buyer’s buy bid is larger, and each matched seller’s ask bid is smaller than the settlement price, so the outcome respects individual rationality. There is an asymmetry: buyers make multi-item combinatorial bids, but sellers only offer one type of item. This yields uniform settlement prices for each item. Players’ bids may not be truthful. They know how the mechanism works and formulate their bids to maximize their individual returns. A player can make multiple bids. The mechanism treats these as XOR bids, so at most one bid per player is a winning bid. Therefore the outcome is the same as if a matched player only makes (one) 41



Chapter 3. c-SeBiDA: An Efficient Market Mechanism for Combinatorial Markets winning bid. Thus, in the formal description of the combinatorial sellers’ bid double auction (c-SeBiDA), each player places only one bid. c-SeBiDA is a ‘double’ auction because both buyers and sellers bid; it is a ‘sellers’ bid’ auction because the settlement price depends only on the matched sellers’ bids, as we will see.



Formal mechanism There are L items l1 , · · · , lL , m buyers and n sellers. Buyer i has (true) reservation value vi per unit for a bundle of items Ri ⊆ {l1 , · · · , lL }, and submits a buy bid of bi per unit and demands up to δi units of the bundle Ri . Thus, the buyers have quasi-linear utility functions of the form ubi (x; ω, Ri ) = v¯i (x) + ω where ω is money and    x · vi , v¯i (x) =   δi · vi ,



for x ≤ δi , for x > δi .



Seller j has (true) per unit cost cj and offers to sell up to σj units of lj at a unit price of aj . Denote Lj = {lj }. Again, the sellers have quasi-linear utility functions of the form usj (x; ω, Lj ) = −¯ cj (x) + ω where ω is money and c¯j (x) =



   x · cj ,



for x ≤ σj ,



  ∞,



for x > σj .



The mechanism receives all these bids, and matches some buy and sell bids. The possible matches are described by integers xi , yj : 0 ≤ xi ≤ δi is the number of units of bundle Ri allocated to buyer i and 0 ≤ yj ≤ σj is the number of units of item lj sold by seller j. The mechanism determines the allocation (x∗ , y ∗ ) as the solution of the surplus maximization problem MIP: P



max



i bi xi



x,y



s.t.



P



j



yj1(l I ∈ Lj ) −



−



P



I i xi1(l



xi ∈ [0 : δi ], ∀i,



P



j



aj yj



(3.1)



∈ Ri ) ≥ 0, ∀l ∈ [1 : L], yj ∈ [0, σj ], ∀j.



MIP is a mixed integer program: Buyer i’s bid is matched up to his maximum demand δi ; Seller j’s bid will also be matched up to his maximum supply σj . x∗i is constrained to be integral; yj∗ will be integral due to the demand less than equal to supply constraint. 42



Section 3.3. Nash Equilibrium Analysis: c-SeBiDA is Efficient The settlement price is the highest ask-price among matched sellers, pˆl = max{aj : yj∗ > 0, l ∈ Lj }.



(3.2)



The payments are determined by these prices. Matched buyers pay the sum of the prices of items in their bundle; matched sellers receive a payment equal to the number of units sold times the price for the item. Unmatched buyers and sellers do not participate. This completes the mechanism description. P If i is a matched buyer (x∗i > 0), it must be that his bid bi ≥ l∈Ri pˆl ; for otherwise, the surplus (3.1) can be increased by eliminating the corresponding matched bid. Similarly, if j is a matched seller (yj∗ > 0), and l ∈ Lj , his bid aj ≤ pˆl , for otherwise the surplus can be increased by eliminating his bid. Thus the outcome of the auction respects individual rationality. It is easy to understand how the mechanism picks matched sellers. For each item j, a seller with lower ask bid will be matched before one with a higher bid. So sellers with bid aj < pˆl sell all their supply (yj∗ = σj ). At most one seller with ask bid aj = pˆl sells only a part of his total supply (yj∗ < σj ). On the other hand, because their bids are combinatorial, the matched buyers are selected only after solving the MIP. The proposed mechanism resembles the k-double auction mechanism [136]. We designed c-SeBiDA so that is outcome mimics a competitive equilibrium with a particular interest in the combinatorial case. It was later discovered that the single item version SeBiDA resembles the k-double auction (a special case being called the buyer’s bid double auction [137, 159]). But the two mechanisms differ in how the prices are determined. It is not clear what a generalization of the k-double auction would be to the combinatorial case. Moreover, as we will see SeBiDA has certain incentive-compatibility properties lacking in the k-double auction. This makes the Bayesian-Nash equilibrium analysis simpler.



3.3



Nash Equilibrium Analysis: c-SeBiDA is Efficient We first focus on how strategic behavior of players affects price when they have complete



information. We will assume that players don’t strategize over the quantities (namely, δi , σj ), which will be considered fixed in the players’ bids. A strategy for buyer i is a buy bid bi , a strategy for seller j is an ask bid aj . Let θ denote a collective strategy. Given θ, the mechanism determines the allocation 43



Chapter 3. c-SeBiDA: An Efficient Market Mechanism for Combinatorial Markets (x∗ , y ∗ ) and the prices {ˆ pl }. So the payoff to buyer i and seller j is, respectively, ubi (θ) = v¯i (x∗i ) − x∗i ·



X



pˆl ,



(3.3)



pˆl − c¯j (yj∗ ).



(3.4)



l∈Ri



usj (θ) = yj∗ ·



X l∈Lj



The bids bi , aj may be different from the true valuations vi , cj , which however figure in the payoffs. A collective strategy θ∗ is a Nash equilibrium if no player can increase his payoff by unilaterally changing his strategy [112].



Single item, SeBiDA We study the single-item version SeBiDA, of c-SeBiDA. We construct a Nash equilibrium, and show it yields a unique and efficient allocation (Theorem 3.1). The proof clarifies the more complex construction in the combinatorial case (Theorem 3.2). To keep things simple, we will assume that each buyer bids for at most one unit, and each seller sells at most one unit of the item (so δi , σj equal 1 in (3.3), (3.4)). We will argue later that the results extend to multiple unit bids. There are m buyers and n sellers, whose true valuations and costs lie in [0, 1]. To avoid trivial cases of non-uniqueness, assume all buyers have different valuations and all sellers have different costs. The mechanism finds the allocation (x∗ , y ∗ ) that is a solution of the following integer program IP: max x,y



s.t.
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i bi xi
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xi , yj ∈ {0, 1}. As in (3.2) the settlement price is pˆ(b, a) = max{aj : yj∗ > 0}. It is easy to find (x∗ , y ∗ ): We repeatedly match the highest unmatched buy bid with the lowest unmatched sell bid if the buy bid is greater than the sell bid. 44



Section 3.3. Nash Equilibrium Analysis: c-SeBiDA is Efficient Theorem 3.1. (i) A Nash equilibrium (b∗ , a∗ ) exists for the SeBiDA game. (ii) Except for the matched seller with the highest bid on each item, it is a dominant strategy for each player to bid truthfully. The highest matched seller bids min{v, c}, in which c is the true reservation cost of the unmatched seller with lowest bid and v is the reservation value of the matched buyer with the lowest bid. (iii) The Nash equilibrium is unique. (iv) The equilibrium allocation is efficient. Proof. Set a0 = c0 = 0, b0 = v0 = 1. Order the players so v1 ≥ · · · ≥ vM and c1 ≤ · · · ≤ cN . Let k = max{i : ci ≤ vi }. We will show that the set of strategies, ∀i, bi = vi ; ∀j 6= k, aj = cj ; ak = min{ck+1 , vk }, is a Nash equilibrium. The first k buyers and sellers are matched and the settlement price is pˆ = ak . Consider a matched buyer i ≤ k. This buyer has no incentive to bid lower, since by doing so he may be able to lower the price but then he will also become unmatched; since he is already matched, he certainly will not bid higher. Consider an unmatched buyer i > k. He has no incentive to bid lower, as he will remain unmatched. He can become matched by bidding above ak , but then, if he does get matched, his payoff will be negative. Consider an unmatched seller j > k. He has no incentive to bid higher, as he will remain unmatched. He can get matched by bidding lower than ak , but since his cost is aj > ak his payoff will be negative. Consider a matched seller j < k. By bidding lower, this seller will not change his payoff. If he bids higher to increase the settlement price, this will happen only if he bids above ak , but then he will become unmatched. Lastly, consider the ‘marginal’ matched seller k. He will not bid lower, as that will decrease his payoff. If he bids more than ak , his bid will exceed either bk or ak+1 , and in either case he will become unmatched. This proves (i), (ii). This Nash equilibrium yields the allocation (x∗ , y ∗ ) which matches buyers with highest valuation and sellers with least cost. Hence it is efficient. We now prove uniqueness. 45



Chapter 3. c-SeBiDA: An Efficient Market Mechanism for Combinatorial Markets Suppose (˜ x, y˜) is another Nash equilibrium. Since the two allocations are assumed different, either a buyer or a seller goes from being matched in the first allocation (x∗ , y ∗ ), to being unmatched in the second allocation (˜ x, y˜), or vice-versa. Suppose the two Nash equilibria differ in allocation to a buyer who goes from being matched in the first allocation (x∗ , y ∗ ), to being unmatched in the second allocation (˜ x, y˜). Then, either there is another buyer who goes from being unmatched to matched, or there is a seller who also goes from being matched to unmatched. Thus, we can see that as we go from (x∗ , y ∗ ) to (˜ x, y˜) one of the four cases must occur:



(i) An unmatched buyer i1 is made matched and a matched buyer i2 is made unmatched;



(ii) An unmatched seller j1 is made matched and a matched seller j2 is made unmatched;



(iii) An unmatched buyer i and unmatched seller j are made matched;



(iv) A matched buyer i and seller j are made unmatched. Case (i) We must have vi1 < vi2 and the new bids must satisfy ˜bi2 < ˜bi1 . But then either i1 ’s payoff is negative or i2 can also bid just above i1 ’s bid. In either case (˜ x, y˜) cannot be a Nash equilibrium. Case (ii) An argument similar to that for case (i) shows that (˜ x, y˜) cannot be a Nash equilibrium. Case (iii) Since both are unmatched in the first allocation, it must be that vi < cj . Since both are matched in the second allocation, it must be that bi > aj , so that one of them must have a negative payoff. Again, (˜ x, y˜) cannot be a Nash equilibrium. Case (iv) An argument similar to that for case (iii) shows that (˜ x, y˜) cannot be a Nash equilibrium. The Nash equilibrium is unique and the allocation is efficient. This proves (iv). 46



Section 3.3. Nash Equilibrium Analysis: c-SeBiDA is Efficient



Combinatorial case, c-SeBiDA Above, we constructed a Nash equilibrium for the game described by (3.1)-(3.4) in the case of a single item. The result can be extended to multiple items with single unit bids. Theorem 3.2. (i) A Nash equilibrium (b∗ , a∗ ) exists in the c-SeBiDA game. (ii) Except for the matched seller with the highest bid on each item, it is a dominant strategy for each player to bid truthfully. (iii) Any Nash equilibrium allocation is always efficient. Proof. For the sake of clarity, we change some of the notation. As before, buyer i demands the bundle Ri with reservation value vi . Let seller (l, j) be the j-th seller offering item l (l ∈ Lj in the previous notation) with reservation cost cl,j , and assume cl,1 ≤ · · · ≤ cl,nl , in which nl is the number of sellers offering item l. We will iteratively construct a set of strategies to consider as Nash equilibrium. Set al,0 = cl,0 = 0, b0 = v0 = 1. Consider the surplus maximization problem (3.1) with true valuations and costs. Let I be the set of matched buyers and kl the number of matched sellers offering P item l determined by the MIP. Set b∗i = vi for all i; a0l,j = cl,j ; γit = b∗i − l∈Ri atl,kl , the surplus of a matched buyer i at stage t ≥ 0, and ˆl ∈ arg min{ min γ t }, i l



i∈I:l∈Ri



(3.5)



the item with the smallest surplus among the matched buyers at stage t. Denote the corresponding surplus by γˆlt . Now, define aˆt+1 := min{aˆtl,k +1 , aˆtl,k + γˆlt }, l,kˆl



ˆ l



(3.6)



ˆ l



which is the strategy of seller (ˆl, kˆl ) at the t-th stage: His ask bid is increased to decrease the surplus of the matched buyer with the smallest surplus up to the ask bid of the unmatched seller with the lowest t bid. For all other (l, j) 6= (ˆl, kˆl ), the ask bid remains the same, at+1 l,j = al,j . This procedure is repeated



until the strategies converge. In fact, it is repeated at most L times. Observe that at each stage, the matches and the allocations from the MIP using the current bids (b∗ , at ) do not change. Let a∗ denote the seller ask bids when the procedure converges. We prove that (b∗ , a∗ ) is a Nash equilibrium, by showing that no player has an incentive to deviate. 47



Chapter 3. c-SeBiDA: An Efficient Market Mechanism for Combinatorial Markets First, an unmatched seller offering item l has no incentive to bid lower than a∗l,kl : Because his reservation cost is higher than that, by bidding lower than his reservation cost, it may get matched but his payoff will be negative. Next, consider a matched seller (l, j) 6= (l, kl ) offering item l. By bidding higher or lower he cannot change the price of the item but may end up getting unmatched. Thus, it is the dominant strategy of all sellers except the ‘marginal’ seller (l, kl ) to bid truthfully. Now, consider this marginal matched seller (l, kl ). If he bids lower then a∗l,kl , his payoff will decrease. He could bid higher but because of (3.6), either there is an unmatched seller of the item with the same ask bid, or there is a marginal buyer whose surplus has been made zero by (3.6). So if he bids higher than a∗l,kl , either he will become unmatched and the first unmatched seller of the item will become matched, or the ‘marginal’ buyer with zero surplus will become unmatched causing this marginal seller to be unmatched as well. Thus, a∗l,kl is a Nash strategy of the marginal seller given that all other players (except the marginal sellers of the other items) bid truthfully. Now, consider the buyers. First, an unmatched buyer i has no incentive to bid lower than b∗i since he wouldn’t match anyway. And if he bids higher, he may become matched but his payoff will become negative. Next, a matched buyer with a positive payoff has no incentive to bid lower since by bidding lower he can lower the prices but only when he becomes unmatched. Also, he certainly has no incentive to bid higher since by so doing he will not be able to lower the price. Lastly, consider the ‘marginal’ matched buyers with zero payoff: Clearly, if they bid higher, their payoff will become negative; and if they bid lower, they will become unmatched. Thus, it is the dominant strategy of all buyers to bid truthfully. The Nash equilibrium allocation (x∗ , y ∗ ) as determined above is efficient since it maximizes (3.1). We now show that any Nash equilibrium allocation is efficient by extending the arguments in the proof of Theorem 3.1. Suppose (˜ x, y˜) is another Nash equilibrium which is not efficient. Either there is a buyer or a seller which goes from being matched in (x∗ , y ∗ ) to being unmatched in (˜ x, y˜), or vice-versa. If there is a seller that goes from being matched to unmatched then either there is a matched seller in (x∗ , y ∗ ) replaced by another seller in (˜ x, y˜) selling the same item (case (i)), or some unmatched sellers in (x∗ , y ∗ ) are matched in (˜ x, y˜) with the set of matched sellers in (x∗ , y ∗ ) remaining matched. In this case, some unmatched buyer must also become matched (case (ii)). The rest of the cases can be argued similarly. 48



Section 3.3. Nash Equilibrium Analysis: c-SeBiDA is Efficient Thus, the two Nash equilibrium allocations would differ in one of the five cases as we go from (x∗ , y ∗ ) to (˜ x, y˜). (i) A matched seller (l, j1 ) is made unmatched and a unmatched seller (l, j2 ) is made matched;



(ii) An unmatched buyer i demanding Ri is made matched and a set of unmatched sellers J such that



{l : (l, jl ) ∈ J} = Ri are made matched;



(iii) A matched buyer i demanding Ri is made unmatched and a set of matched sellers J such that {lj : j ∈ J} = Ri are made unmatched;



(iv) An unmatched buyer i demanding Ri is made matched and a set of matched buyers J with j ∈ J demanding Rj such that ∪j∈J Rj = Ri are made unmatched;



(v) A matched buyer i demanding Ri is made unmatched and a set of unmatched buyers J with j∈J



demanding Rj such that ∪j∈J Rj = Ri are made matched;



Case (i) We must have cl,j1 < cl,j2 and the new bids must satisfy a ˜l,j2 < a ˜l,j1 . But then either (l, j2 )’s payoff is negative or (l, j1 ) can also bid just above (l, j2 )’s bid. In either case (˜ x, y˜) cannot be a Nash equilibrium. Case (ii) We must have vi 



P



(l,jl )∈Ri cl,jl



and the new bids must satisfy ˜bi >



P



(l,jl )∈Ri



a ˜l,kl



with a ˜l,jl < a ˜l,kl . This means that either the buyer or at least one seller has a negative payoff. Thus, (˜ x, y˜) cannot be a Nash equilibrium. Case (iii) The argument for this case is similar to case (ii). P P Case (iv) We must have vi < j∈J vj and the new bids must satisfy ˜bi > j∈J ˜bj . But then either i’s payoff is negative or any j ∈ J can bid high enough to outbid i. In either case (˜ x, y˜) cannot be a Nash equilibrium. Case (v) The argument for this case is similar to case (iv). 49



Chapter 3. c-SeBiDA: An Efficient Market Mechanism for Combinatorial Markets Thus, the Nash equilibrium allocation is always efficient. This proves (iii).



It is obvious that if the minimum in step (3.5) is not unique, the Nash equilibrium will not be unique. However, any Nash equilibrium allocation will still be efficient. Furthermore, if there is a unique efficient allocation, the Nash equilibrium is also unique. A computationally efficient algorithm for the matching problem MIP and for computing the Nash equilibrium is very desirable. However, for most games, it is known to be a computationally hard problem. There is a computationally efficient algorithm for extensive two-person games [86]. It is interesting to note that Theorem 3.3. With multiple unit buy-bids and single unit sell-bids, i.e., σj = 1, ∀j, the Nash equilibrium allocation and prices ((x∗ , y ∗ ), pˆ) is a competitive equilibrium. Proof. Consider a matched seller. He supplies exactly one unit at prices pˆ while an unmatched, nonmarginal seller (l, j) for j > kl + 1, supplies zero units. The unmatched marginal seller (l, kl ) will supply zero units since pˆl ≥ al,kl +1 . Now, consider a matched buyer i. At prices pˆ, he demands up to δi units of its bundle. If it is the “marginal” matched buyer, its surplus is zero and it may receive anything up to δi . If it is a “non-marginal” matched buyer, it receives δi units. An unmatched buyer, on the other hand, has zero demand at prices pˆ. Thus, total demand equals total supply, and the market clears. The Nash equilibrium need not be a competitive equilibrium if sellers also make multi-unit bids as the following example shows. Example 3.1. (1) Consider two buyers both with v = 1 who demand one unit of a good. Suppose there are three sellers owning one unit each with c = 0. Then, the Nash equilibrium price is pˆ = 0 and it is easy to check it is a competitive price as well. (2) Now, consider two buyers both with v = 1 who demand one unit of a good as before, but with one seller owning all three units with c = 0. The Nash equilibrium price in this case is pˆ = 1 which is different from the competitive price of zero. Thus, Nash equilibrium may not be a competitive equilibrium when sellers make multi-unit bids. 50



Section 3.4. SeBiDA is Asymptotically Bayesian Incentive Compatible Remarks 1. While we considered single unit bids only, the results extend for multiple unit bids in a straightforward way. In this case, the number of buyers who match and the number of sellers who match will be different since players ask for and offer multiple units. Still, as in single unit bid case, there will be a “marginal matched” buyer klb and a “marginal matched” seller kls for each item l. The candidate Nash equilibrium strategies are that all buyers bid truthfully, and all sellers bid truthfully except the “marginal matched” sellers kls for each l. As before, they bid al,kls = min{al,kls +1 , bkb }. l



Now, one can check that all the arguments in the proofs of Theorems 3.1 and 3.2 still hold. We only have to consider those “marginal matched” buyers and “marginal matched” sellers whose bids are only partially matched. But it can argued easily that they too have no incentive to deviate from the said strategies. 2. In our analysis, we have ignored the fact that the players can strategically choose quantities (δi , σj ) that they bid. We have also restricted the players to making one bid each as opposed to multiple bids only one of which is accepted. In these cases, the proposed mechanism may yield inefficient Nash equilibria.



3.4



SeBiDA is Asymptotically Bayesian Incentive Compatible We now consider the incomplete information case. We analyze the SeBiDA market mechanism



in the limit of a large number of players. We assume that the number of buyers and the number of sellers is the same, n ≥ 2. The results can be extended to the case when the number of buyers and sellers are different. We will consider a Bayesian game to model incomplete information. Suppose nature draws c1 , · · · , cn from probability distribution U1 and draws v1 , · · · , vn from probability distribution U2 , which are such that the corresponding pdfs u1 and u2 have full support on [0, 1]. Each player is then told his own valuation or cost. It is common information that the seller costs are drawn from U1 and buyer valuations are drawn from U2 . Let αj : [0, 1] → [0, 1] denote the strategy of the seller j and βi : [0, 1] → [0, 1] denote the strategy of the buyer i. Then, the payoff received by the buyers and sellers is as defined by equations (3) and (4). Let θ = (α1 , · · · , αn , β1 , · · · , βn ) denote the collective strategy of the buyers and the sellers. A buyer i chooses strategy βi to maximize E[ubi (θ); βi ], the conditional 51



Chapter 3. c-SeBiDA: An Efficient Market Mechanism for Combinatorial Markets expectation of the payoff given its strategy βi . The seller j chooses strategy αj to maximize E[usj (θ); αj ], the conditional expectation of the payoff given its strategy αj . The Bayesian-Nash equilibrium of the game is then the Nash equilibrium of the Bayesian game defined above. We consider symmetric Bayesian-Nash equilibria, i.e., equilibria where all buyers use the same ˜ strategy β and all sellers use the same strategy α. Let α ˜ (c) := c and β(v) := v denote the truth-telling strategies. Under strategies α and β, we denote the distribution of ask-bids a and buy-bids b as F and ˜ F = U1 and G = U2 . We consider G respectively. We denote [1 − F (x)] by F¯ (x). Under α ˜ and β, only those bid strategies which satisfy the ex post individual rationality constraint, i.e., α(c) ≥ c and β(v) ≤ v. Denote X = {α : α(c) ≥ c} and Y = {β : β(v) ≤ v}. We consider single unit bids and assume that a symmetric Bayesian-Nash equilibrium exists.



Theorem 3.4. Consider the SeBiDA auction game with (α, β) ∈ X × Y, i.e., both buyers and sellers have ex post individual rationality constraint. Let (αn , βn ) be a symmetric Bayesian Nash equilibrium ˜ ˜ in the with n buyers and n sellers. Then, (i) βn (v) = β(v) = v ∀n ≥ 2, and (ii) (αn , βn ) → (˜ α, β) uniform topology as n → ∞, i.e., SeBiDA is asymptotically Bayesian incentive compatible.



We will first prove two lemmas.



Lemma 3.1. Consider the SeBiDA auction game with n buyers and n sellers. Suppose the sellers use bid strategy α with f (a), the pdf of its ask-bid under strategy α. Then, the best-response strategy of the buyers βn satisfies βn (v) ≥ v for all n ≥ 2.



Proof. Set a0 = c0 = 0, b0 = v0 = 1. Fix a buyer j with valuation v. Suppose sellers use a fixed bidding strategy α and denote the buyers best-response bidding strategy by βn . Consider the game denoted G −j , where all players except buyer j participate and bid truthfully. Denote the number of matched buyers and sellers by K = sup{k : a(k) ≤ b(k) }, which is a random variable. Here a(k) denotes the order statistics increasing with k over the ask-bids of the participating sellers and b(k) the order statistics decreasing with k over the buy-bids of the participating buyers. Denote X = a(K) , the ask-bid of the matched seller with the highest bid, Y = a(K+1) , the ask-bid of the unmatched seller with the lowest bid and U = b(K) , the buy-bid of the matched buyer with the lowest bid. It is easy to check that when 52



Section 3.4. SeBiDA is Asymptotically Bayesian Incentive Compatible buyer j also participates and bids b = β(v), he gets a positive payoff    v − X, if X < U < b and U < Y ; 0 πj (b) =   v − Y, if X < Y < b and Y < U.



(3.7)



The payoff of the buyer as a function of its bid b is shown graphically in figure 3.1. The reader can b
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Figure 3.1: The payoff of the buyer as a function of its bid b for various cases.



convince himself that the only relevant quantities for payoff calculation are X, Y and U . Thus, there are only two possible cases: (i) X < Y < U and (ii) X < U < Y . Figure 3.1 (i) shows the case of (i) and the payoffs as b varies. As b increases above the dotted line, the payoff changes from zero to v − b. Similarly, as b increases above the dotted line in figure 3.1 (ii), the payoff changes from zero to v − x. The expected payoff denoted by π ¯j0 satisfies the differential equation d¯ πj0 = P n (Ab,b )nf (b)(v − b) + db



Z



b



P n (Bx,b )nf (x)(n − 1)g(b)(v − x)dx,



(3.8)



0



where n



P (Ax,y ) =



n−1 X k=0



   n−1 n − 1 ¯k k n−1−k ¯ F (x)F (x) G (y)Gn−1−k (y) k k



is the probability of the event that X = x and Y = y with x < y, among n − 1 sellers and n − 1 buyers. Similarly, n



P (Bx,y ) =



n−1 X k=1



   n−1 n − 2 k−1 n−k ¯ k−1 (y)Gn−1−k (y) F (x)F¯ (x) G k−1 k−1



is the probability of the event that X = x and Y = y with x < y, among n − 1 sellers and n − 2 buyers. 53



Chapter 3. c-SeBiDA: An Efficient Market Mechanism for Combinatorial Markets The boundary condition for the differential equation is π ¯j0 (0) = 0. The first term above arises from the change in payoff when b is increased by ∆b and U > Y > b > X, and b + ∆b > Y as shown in figure 3.1(i). Similarly, the second term is the change in payoff when Y > U > b > X and b + ∆b > U as shown in figure 3.1(ii). It is clear from (3.8) that for b ≤ v,



d¯ πj0 db



> 0. Given that the sellers play



strategy α, the best-response strategy of the buyers βn is such that b = βn (v) and



d¯ πj0 db



= 0. From this



it is clear that b = βn (v) ≥ v, ∀n ≥ 2.



(3.9)



The above conclusion at first glance seems surprising. A buyer’s strategy is to bid more than his true value. However, intuitively it makes sense for this mechanism since the prices are determined by the sellers’ bids alone, and by bidding higher, a buyer only increases his probability of being matched. Of course, if he bids too high, he may end up with a negative payoff. Result implies that under the ex ˜ post individual rationality constraint, the buyer always uses the strategy βn = β. Now, we look at the best response strategy of the sellers when the buyers bid truthfully.



Lemma 3.2. Consider the SeBiDA auction game with n buyers and n sellers and suppose buyers bid ˜ and let αn be the sellers’ best-response strategy. Then, (αn , β) ˜ → (˜ ˜ as truthfully, i.e., βn = β, α, β) n → ∞.



Proof. Set a0 = c0 = 0, b0 = v0 = 1. Fix a seller i with cost c. Consider the auction game, denoted G−i , in which seller i does not participate and all participating buyers bid truthfully. As before, denote the number of matched buyers and sellers by K = sup{k : a(k) ≤ b(k) }, U = b(K) , the bid of the lowest matched buyer, W = b(K+1) , the bid of the highest unmatched buyer, X = a(K) , the bid of the highest matched seller, Y = a(K+1) , the bid of the lowest unmatched seller, and Z = a(K−1) , the bid of the next highest matched seller. Consider the payoff of the i-th seller when he participates as well. His payoff when he bids 54
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πi (a) =



    x − c,                a − c,            



if a < Z < X < W, or Z < a < X < W; if Z < X < a < W, or Z < a < W < X, or (3.10)



Z < W < a < X, or                z − c,                



W < Z < a < X; if a < Z < W < X, or a < W < Z < X, or W < a < Z < X.



The payoff of the seller as his bid a varies is shown graphically in figure 3.2. The reader can convince himself that the only relevant quantities for payoff calculation are X, Z and W . Thus, there are three cases: (i) Z < X < W , (ii) Z < W < X and (iii) W < Z < X. a



a



0



a Da



W a-c



a



Aa



X



a



a



x-c



W



a



x-c



a



a Ea



a-c Ba



a



z-c



a



a Ea



a



a-c Ca



a



z-c



a



Z W



(ii)



(i)



0



X



a-c a Ca



a Z



Z



a



X a



a



0



z-c a (iii)



Figure 3.2: The payoff of the seller as a function of its bid a for various cases.



The expected payoff denoted by π ¯i satisfies the differential equation d¯ πi (a) da



= [P n (Aa ) + P n (Ba ) + P n (Ca )] −[ng(a)P n (Da ) + (n − 1)f (a)P n (Ea )](a − c), 55



(3.11)



Chapter 3. c-SeBiDA: An Efficient Market Mechanism for Combinatorial Markets with the boundary condition π ¯i (1) = 0 where Aa denotes the event that there are n − 1 sellers and n buyers and X < a < W . As a is increased by ∆a, the payoff to the seller also increases by ∆a since seller i is the price-determining seller. Similarly, Ba denotes the event that there are n − 1 sellers and n buyers and Z < a < W < X and seller i is the price-determining seller. In the same way, Ca denotes the event that there are n − 1 sellers, n buyers and max(Z, W ) < a < X and seller i is the price-determining seller. Da denotes the event that there are n−1 sellers and n−1 buyers, X < a (with the n-th buyer bidding a) and W ∈ [a, a + ∆a] so that the seller i becomes unmatched as it increases its bid. Similarly, Ea is the event that there are n − 2 sellers, n buyers, W < a (with the (n − 1)-th seller bidding a) and X ∈ [a, a + ∆a]. And so as he increases his bid, he becomes unmatched. Figure 3.2 shows these events graphically. Events Aa , Ba and Ca correspond to various cases when the change in the bid a from a to ∆a, causes a change in payoff of ∆a. Events Da and Ea correspond to cases when the change in the bid a from a + ∆a, causes a change in payoff of −(a − c). The following can then be obtained: n



P (Aa ) = P n (Ba ) = P n (Ca ) = P n (Da ) = P n (Ea ) =



n−1 X



   n−1 n k n−1−k ¯ ¯ k+1 (a)Gn−(k+1) (a) F (a)F (a) G k k+1 k=0   n−1 X n − 1 n k−1 n−k ¯ k+1 (a)Gn−(k+1) (a) F (a)F¯ (a) G k−1 k+1 k=1   n−1 X n − 1 n ¯k k−1 n−k ¯ F (a)F (a) G (a)Gn−k (a) k−1 k k=1   n−1 X n − 1 n − 1 ¯k F k (a)F¯ n−1−k (a) G (a)Gn−1−k (a) k k k=0   n−1 X n − 2 n ¯k k−1 n−1−k ¯ F (a)F (a) G (a)Gn−k (a). k−1 k



(3.12)



k=1



Let a = αn (c) be the best-response strategy of the sellers. Then, any a < c,



d¯ πi da



d¯ πi da



= 0 at a = αn (c). For



> 0 from (3.11). Thus, a = αn (c) ≥ c, ∀n ≥ 2.



If a > c, setting (3.11) equal to zero and rearranging, we get f (a) =



[P n (Aa ) + P n (Ba ) + P n (Ca )] − ng(a)P n (Da )(a − c) ≥ 0, (n − 1)P n (Ea )(a − c) 56



(3.13)



Section 3.4. SeBiDA is Asymptotically Bayesian Incentive Compatible from which we obtain [P n (Aa ) + P n (Ba ) + P n (Ca )] ng(a)P n (Da ) P  Pn−1 n−12 z k n−1 n−12 z k ¯ ¯ 1  k=0 k k=1 k (k+1) ¯ (n−k) GF  G+ P ≤ 2 2 P n−1 n−1 n−1 n−1 g(a) zk zk F k=0 k=0 k k P  n−1 n−12 kz k ¯ 1  k=1 k (n−k)2 F , +  P n−1 n−1 2 k g(a) F z



αn (c) − c ≤



k=0



where z =



¯ F (a)G(a) . F¯ (a)G(a)



(3.14)



k



¯ ¯ F¯ (a) and F¯ (a) in the numerator are upperObserve that the terms G(a), G(a)



bounded by one, and the term F (a) in the denominator is lower-bounded by F (c). It can now be shown ˜ → (˜ ˜ that each of the terms converges to zero for all z > 0 as n → 0. Thus, (αn , β) α, β). The conclusion of this Lemma is what we would expect intuitively. If all buyers bid truthfully, then as the number of sellers increases, increased competition forces them to bid closer and closer to their true costs. Proof. (Theorem 3.4) By Lemma 3.1 when the sellers use strategy αn , the buyers under the ex post ˜ By Lemma 3.2, when the buyers bid truthfully, sellers’ individual rationality constraint use strategy β. ˜ is a Bayesian-Nash equilibrium with n players on each side of the best-response is αn . Thus, (αn , β) ˜ → (˜ ˜ as n → ∞, which is the conclusion market. Further, Lemma 3.2 shows that (αn , βn ) = (αn , β) α, β) we wanted to establish. Thus, under the ex post IR constraint, SeBiDA is ex ante budget balanced, asymptotically Bayesian incentive compatible and efficient. Unlike in the complete information case when the mechanism is not incentive compatible, yet the outcome is efficient, in the incomplete information case, the mechanism is only asymptotically efficient. The mechanism proposed in this paper is related to the buyer’s bid double auction (BBDA) mechanism [136, 137, 159]. While the spirit of the two mechanisms is the same (maximizing the efficiency of trading), the prices and the payments are different. In SeBiDA, the prices are determined by the bids of the sellers only. This makes the market asymmetric: In the complete information case, all buyers have no incentive to bid non-truthfully but at least one seller does. In BBDA, the determined price could be either a buyer’s bid or a seller’s bid. While the claim in Theorem 2.1 of [137] is not correct, in [159] it is simply assumed that the buyers bid truthfully which 57



Chapter 3. c-SeBiDA: An Efficient Market Mechanism for Combinatorial Markets need not be true. In fact we found that for SeBiDA, even though under complete information it is a dominant strategy for buyers to bid truthfully, this is not the case for incomplete information. The proof techniques used in this paper are in part inspired by those developed by [23, 136, 137, 159]. The rate of convergence of SeBiDA can be obtained from the analysis in the proof of Lemma 3.2. Strangely, Nash equilibrium analysis was ignored in [137]. Finally, the ex post individual rationality constraint seems restrictive at first glance. However, in two human subject experiments we have conducted using this mechanism, it was observed that all subjects used strategies that were ex post individual rational [76]. Thus, the predictive power of the result does not seem diminished in realworld settings despite the assumption made. It is also pertinent to mention [138] wherein the authors show that the k-DA class of market mechanisms are worst-case asymptotic optimal, where optimality is measured in how quickly the inefficiency diminishes as the market size increases. The mechanisms are evaluated in the least favorable trading environment.



Bayesian-Nash Equilibrium in a Special Combinatorial Case We now provide an extension of Theorem 3.4 to a combinatorial case. Corollary 3.1. Suppose the buyer valuations and seller costs are uniform over [0, 1], i.e., U1 = U2 = U [0, 1]. The combinatorial demands of buyers are such that each item is demanded by n buyers and there are n sellers for each item. Then, the claim of Theorem 3.4 still holds, i.e., if both buyers and sellers have ex post individual rationality constraint and (αn , βn ) is a symmetric Bayesian-Nash equilibrium, ˜ ˜ in the uniform topology as n → ∞, i.e., then, (i) βn (v) = β(v) = v ∀n ≥ 2, and (ii) (αn , βn ) → (˜ α, β) c-SeBiDA is asymptotically Bayesian incentive compatible. The reader can check that the arguments in proof of Theorem 3.4 still hold. We provide an intuitive argument. Suppose a buyer i would present his combinatorial bid as an itemized bid, i.e., a bid for each item in his bundle. Now, for each item in its bundle it faces the same number of buyers n − 1 and the same number n of sellers. Suppose all other buyers j 6= i divide their bid equally among all items in their bundle, i.e., if bj is the bid for the bundle Rj , bj /|Rj | is the bid for each item in Rj . Then, buyer i has to divide his bid bi among his items in such a way that his expected payoff is maximized. For given bids of all players, his payoff is zero if he is not matched and non-zero if he is matched. Thus, he has to itemize his bid in a way that he maximizes the probability of being matched. It can be verified 58



Section 3.5. c-SeBiDA Outcome is Competitive Equilibrium in the Continuum Model that when buyer valuations and seller costs are drawn uniform over [0, 1], the probability of his bid being accepted is maximum if the bid is divided equally among all items in his bundle. Thus, he would use the same strategy βn = bj /|Rj | on each item which would induce the same distribution of buy-bids G on each item. This is true for all buyers since they are symmetric. Similarly, all sellers will use the same bid strategy αn which will induce the distribution of ask-bids F . Now, the game has been reduced to a single-item auction game on each item, and the result follows from Theorem 3.4. From the Nash equilibrium analysis for the combinatorial case and the Bayesian-Nash analysis for the single item case, it seems plausible that the Bayesian-Nash equilibrium result can be extended to the general combinatorial case. However, the analysis becomes rather messy and is part of future work. Thus, in the next section we show that the c-SeBiDA outcome when there are a large number of players (as in a continuum model) is a competitive equilibrium.



3.5



c-SeBiDA Outcome is Competitive Equilibrium in the Continuum Model We now present competitive analysis of the c-SeBiDA mechanism. Since competitive equilibria



may not exist for the setting considered, we investigate the behavior of the outcome of the c-SeBiDA auction when the number of players is large enough such that no single player by itself can affect the outcome. An idealization is a continuum of agents. Such a setting was first considered by Aumann [8] in a general equilibrium setting and others have used this approach to analysis of games [66, 68]. Assume the continuum of buyers is indexed by t ∈ [0, 1], and the continuum of sellers is indexed by τ ∈ [0, 1]. There are m types of buyers and n types of sellers. Let B1 , · · · , Bm and S1 , · · · , Sn partition [0, 1] so that all buyers in Bi demand the same set of items Ri (corresponding say to a route), and all sellers in Sj offer the same item lj , Lj = {lj }. We assume that the partitions Bi ’s and Sj ’s are subintervals. A buyer t ∈ Bi has true value v(t), bids p(t) per unit for the set Ri , and demands δ(t) ∈ [0, D] units. Suppose v(t), p(t) ∈ [0, V ]. A seller τ ∈ Sj has true cost c(τ ) and asks q(τ ) for the item(s) Lj with supply σ(τ ) ∈ [0, S] units, with c(τ ), q(τ ) ∈ [0, C]. Let x(t) and y(τ ) be the decision variables, i.e. buyer t’s x(t) is 1, if his bid is accepted, 0 otherwise. And similarly seller τ ’s y(τ ) is 1 if his offer is accepted, 0 otherwise. We assume that within each partition Bi , the buyers’ bid function b(t) is 59



Chapter 3. c-SeBiDA: An Efficient Market Mechanism for Combinatorial Markets non-increasing, and within each partition Sj , the sellers’ bid function q(τ ) is nondecreasing. Note that while in section 3.2, we assumed that buyers specify a maximum demand and they may be allocated any integral units up to the maximum demand, here we will assume that their bundles are all-or-none kind: All demand must be met or none. Denote the indicator function by 1(·) I and as before, consider the surplus maximization problem cLP: Z sup x,y



0



s.t. Z 1X n



m 1X



Z x(t)δ(t)p(t)I 1(t ∈ Bi )dt −



n 1X



y(τ )σ(τ )q(τ )I 1(τ ∈ Sj )dτ



(3.15)



0 j=1



i=1



Z y(τ )σ(τ )I 1(l ∈ Lj , τ ∈ Sj )dτ



−



0 j=1



0



m 1X



x(t)δ(t)I 1(l ∈ Ri , t ∈ Bi )dt ≥ 0,



i=1



∀l ∈ [1 : L] and x(t), y(τ ) ∈ {0, 1}, ∀t, τ ∈ [0, 1]. The mechanism determines ((x∗ , y ∗ ), pˆ) where (x∗ , y ∗ ) is the solution of the above continuous linear integer program1 and for each l ∈ [1 : L],



pˆl = sup{q(τ ) : y(τ ) > 0, τ ∈ Sl },



(3.16)



pˇl = inf{q(τ ) : y(τ ) = 0, τ ∈ Sl }.



(3.17)



and



The mechanism announces prices pˆ = (ˆ p1 , · · · , pˆL ); the matched buyers (those for which x∗ (t) = 1) pay the sum of the prices of the items in their bundle while the matched sellers (those for which y ∗ (τ ) = 1) get a payment equal to the number of their items sold times the price of the item. When buyers and sellers bid truthfully, the following result holds. Theorem 3.5. If the bid function of the sellers q : [0, 1] → [0, C] is continuous and nondecreasing in each partition Sj of [0, 1], then (x∗ , y ∗ ) is a competitive allocation and pˆ is a competitive price. Proof. We first show the existence of (x∗ , y ∗ ) and (λ∗1 , · · · , λ∗L ), the dual variables corresponding to the demand less than equal to supply constraints. We do this by casting the cLP above as an optimal 1



See [2] for how such continuous linear programs may be solved.
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Section 3.5. c-SeBiDA Outcome is Competitive Equilibrium in the Continuum Model control problem and then appeal to Pontryagin’s maximum principle [117]. Define ˙ ζ(t) := Σm 1(t ∈ Bi ) − Σnj=1 y(t)σ(t)q(t)I 1(t ∈ Sj ), i=1 x(t)δ(t)p(t)I n m X X ξ˙l (t) := y(t)σ(t)I 1(l ∈ Lj , t ∈ Sj ) − x(t)δ(t)I 1(l ∈ Ri , t ∈ Bi ), j=1



(3.18) (3.19)



i=1



θ(t) := (ξ1 (t), · · · , ξL (t), ζ(t))0 ,



(3.20)



where θ is the state of the system, x and y are controls, and ζ(t) and ξ(t) describe the state evolution as a function of the controls. The objective is to find the optimal control (x∗ , y ∗ ) which maximizes ζ(1). Let ˙ : xl (0) = 0, ∀l and x(t), y(t) ∈ {0, 1}, ∀t ∈ [0, 1]}. Σ(t) := {θ(t) Observe that Σ(t) has cardinality at most 2L+1 in RL+1 .



R1 0



(3.21)



Σ(τ )dτ is the set of reachable states



under the set of all allowed control functions, namely, all measurable functions x and y such that x(τ ), y(τ ) ∈ {0, 1}. Note that ζ(1) defines our total surplus; i.e., buyer surplus minus seller surplus, and ξl (1) defines the excess supply for item l; i.e., total supply minus total demand for item l. Define Z 1 Γ := {θ(1) ∈ RL+1 : θ(1) ∈ Σ(τ )dτ, ξl (1) ≥ 0, ∀l}, (3.22) 0



the set of final reachable states under all control functions such that state evolution happens according to the equations above, and excess supply is non-negative. Lemma 3.3. Γ is a compact, convex set. Proof. By assumption, δ(t), p(t), σ(t), and q(t) are bounded. By Lyapunov’s theorem [9],



R1 0



Σ(τ )dτ is



a closed and convex set. Since x and y are bounded functions, the integral is bounded as well. Thus, it is also compact. Moreover, ξl (1) is a hyperplane, and ξ(1) ≥ 0 defines a closed subset of RL . Therefore, R1 T {θ(1) : θ(1) ∈ 0 Σ(τ )dτ } {θ(1) : ξl (1) ≥ 0, l = 1, · · · , L} is a compact, convex set. Now, our optimal control problem is: supθ(1)∈Γ ζ(1). But observe that one component of θ(1) is ζ(1). Since Γ is compact and convex, the supremum is achieved [20] and an optimal control (x∗ , y ∗ ) exists in Γ. By the maximum principle [117], there exist adjoint functions p∗0 (t) and p∗l (t), l = 1, · · · , L such that p˙∗0 (t) = 0, and p˙∗l (t) = 0, (i.e., p∗l (t) = λ∗l , a constant) for l = 0, · · · , L. Defining the Lagrangian over the objective function and the demand less than equal to supply constraint L(x, y; λ) = ζ(1) +



L X l=1
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λl ξl (1),



(3.23)



Chapter 3. c-SeBiDA: An Efficient Market Mechanism for Combinatorial Markets we get from the saddle-point theorem [152], L(x, y; λ∗ ) ≤ L(x∗ , y ∗ ; λ∗ ) ≤ L(x∗ , y ∗ ; λ).



(3.24)



We use this saddle point inequality to conclude the existence of a competitive equilibrium. Lemma 3.4. If ((x∗ , y ∗ ), λ∗ ) is a saddle point satisfying the inequality (3.24) above, then the λ∗ are competitive equilibrium prices. Moreover, pˆl ≤ λ∗l ≤ pˇl , ∀l = 1, · · · , L. Proof. Let ((x∗ , y ∗ ), λ∗ ) be the saddle point satisfying the above inequality. Rewrite the Lagrangian as L(x, y; λ) =



m Z X i=1



δ(t)x(t)(p(t) −



Bi



X



λl )dt +



l∈Rt



n Z X j=1



σ(τ )y(τ )(λl(τ ) − q(τ ))dτ



Sj



where l(τ ) is the item offered by seller τ . Now, using the first saddle-point inequality, we get that I ) < λ∗l(τ ) ), which implies that the Lagrange multipliers x∗ (t) = 1(p(t) I > Σl∈Rt λ∗l ) and y ∗ (τ ) = 1(q(τ are competitive equilibrium prices. To prove the second part, note that by definition, for a given τ , y(τ ) > 0 implies that q(τ ) ≤ λ∗l for τ ∈ Sl , which implies the first inequality. Again from definition, we get that y(τ ) = 0 implies that q(τ ) ≥ λ∗l for τ ∈ Sl , which implies the second inequality. To conclude the proof of the theorem, we observe that if q is continuous and non-decreasing in each interval Sj of [0, 1], then pˆl = pˇl for each l, which then equals λ∗l by Lemma 3.4. The implication of this result is that as the number of players becomes large, the outcome of the above auction approximates the competitive equilibria of the associated continuum exchange economy. We will defer discussion of the relationship between the Nash equilibria and the competitive equilibria to the conclusions section. We now show that the assumption that the sellers’ bid function is piecewise continuous and nondecreasing is necessary for the c-SeBiDA’s price to be a competitive price. Example 3.2. Suppose that there is only one item. Buyers t ∈ [0, 0.5] have reservation value 3 while buyers t ∈ (0.5, 1] have reservation value 4. Sellers t ∈ [0, 0.5] have reservation cost 5 while sellers t ∈ (0.5, 1] have reservation cost 2. Then, it is clear that the buyers in (0.5, 1] and sellers (0.5, 1] will be matched with surplus 0.5 × 2 = 1. Thus, pˆ = 2 which is not equal to pˇ = 3. As can be easily checked, the competitive price is λ∗ = 3 different from pˆ. 62
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3.6



Chapter Summary We have introduced a combinatorial, sellers’ bid, double auction (c-SeBiDA). It is worth



noting that a single-sided auction with one seller and zero costs is a special case of a double auction. We presented three results for c-SeBiDA. The first result concerned the existence of a Nash equilibrium for c-SeBiDA with full information. In c-SeBiDA, settlement prices are determined by sellers’ bids. We showed that the allocation of c-SeBiDA is efficient. Moreover, truth-telling is a dominant strategy for all players except the highest matched seller for each item. Thus, the c-SeBiDA mechanism is “almost” dominant-strategy incentive compatible, ex post individual rational, efficient and strong budget-balanced. It is worth remarking that the classical VCG mechanism [154, 24, 50] is not budget-balanced. In fact, as remarked in the introduction, the Gibbard-Satterthwaite impossibility theorem [101] rules out the existence of a mechanism that has all the four properties. The second result concerned the Bayesian-Nash equilibrium of the mechanism under incomplete information. We showed that under the ex post individual rationality constraint, symmetric BayesianNash equilibrium strategies converge to truth-telling for the single item auction. Thus, our mechanism is asymptotically Bayesian incentive compatible, and hence asymptotically efficient under the ex post individual rationality constraint. Moreover, it is strongly budget balanced. The classical dGVA mechanism (the extension of VCG to the incomplete information case) [101] is only weakly (in the expected sense) budget-balanced. The existence of a mechanism with all four properties is ruled out by the Myerson-Satterthwaite impossibility theorem [108]. The third result concerned the competitive analysis of the c-SeBIDA auction mechanism. We considered the continuum model and showed that within that model c-SeBiDA outcome is a competitive equilibrium. This suggests that in the finite setting, the auction outcome is close to efficient. In [65], we considered a more general setting and showed that a competitive equilibrium exists in a continuum model of an exchange economy with indivisible items and money (a divisible item). We used the Lyapunov’s theorem [9] for convexification of the economy and the Debreu-Gale-Nikaido Lemma [18] to establish existence of fixed point of the excess demand correspondence. We also showed that there exist non-enforceable competitive equilibria based on the approximation of non-convex sets using the Shapley-Folkman and Starr Theorems [5]. 63



Chapter 3. c-SeBiDA: An Efficient Market Mechanism for Combinatorial Markets We have tested the proposed mechanism c-SeBiDA through human-subject experiments. Those results can be found elsewhere [76], reproduced in the next chapter. We now situate our contribution in the literature that relates Nash and competitive equilibria. The basic idea is that as the economy gets large (in our context the number of buyers and sellers and quantities of items all go to infinity), Nash equilibrium strategies should converge to competitive equilibrium strategies, because ‘market power’ diminishes. In [137, 159] it is shown that Bayesian-Nash equilibrium strategies converge to truthful bidding as the market size goes to infinity. The relationship is first investigated in [125]. In a later paper [51], it is shown that under certain regularity conditions, a sufficiently replicated economy has an allocation which is incentive-compatible, individually-rational and ex-post -efficient. Similarly [66] shows that the demand functions that an agent might consider based on strategic considerations converge to the competitive demand functions. Further, [68] shows that under certain conditions on beliefs of individual agents, not only do the strategic behaviors of individual agents converge to the competitive behavior but the Nash equilibrium allocations also converge to the competitive equilibrium allocation. The formulation in [160] is a buyer’s bid double auction with a single type of item that maximizes surplus. It is shown that with Bayesian-Nash strategies, the mechanism is asymptotically “incentive efficient,” the notion of incentive efficiency being different from that of incentive compatibility and efficiency that we use here. Along a different line of investigation, [49, 133, 137] investigate the rate of convergence of the Nash equilibria to the competitive equilibria for buyer’s bid double auction. Finally, implementation and mechanism design in a setting with a continuum of players is discussed in [100].
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Chapter 4



Human Subject Experiments Recent interest in the intersection of economics and engineering has focused on the use of economic theory to deal with allocation of resources under conflicting incentives [85]. Implementing such systems, however, will most likely not yield the desired theoretical outcomes. We propose the use of experimental methods for testing such predictions and better informing the design of such incentivebased systems. We are in particular interested in complex economic environments with complimentary goods/services. We propose the experimental investigation of the use of combinatorial auctions for the allocation of scarce resources in a bandwidth trading market. We performed an experimental study to investigate theoretical results based on the auction mechanism proposed in the previous chapter that has been implemented in a software test-bed. It has been used to conduct human-subject experiments to validate the theory developed for it in the previous chapter. This is primarily the dissertation work of Charis Kaskiris. A part of this chapter appeared in [76]. The is work in progress and the results are reproduced below to provide completion to the auction theory we have developed. It also demonstrates the methods and the efficacy of conducting such human-subject economic experiments.



4.1



Introduction and Literature Review An introduction to auction theory is provided in [88] and [84] provides a broader non-technical



survey of auction theory. Most of the work performed by economists was in understanding the theoretical and strategic properties of traditional auction mechanisms until in the early 1990s. The Federal Com65



Chapter 4. Human Subject Experiments munications Commission was charted to auction spectrum licenses for wireless communication licenses. This was one of the first times that economics was used as engineering in solving real-world problems. What was different with the spectrum auctions was the existence of complementarities between the different licenses. These economic environments have been described as combined value auction and were experimentally investigated in the context of airline slot allocation [122], payloads for NASAs Space Station [12], tracking routes [119], pollution license trading, and spectrum auctions [93, 116, 118]. Further applications are discussed in [156]. The realization that economic modelling could be used in the design of real-life mechanisms and potentially in the design of market-based control systems in engineering and computer science [25] created the need for investigating the validity of assumptions made in theoretical contexts and their empirical applicability. Dealing with complex economic environments, where complementarities exist, has proven a formidable task for auction theorists. The theoretical properties of different auction formats such as the simultaneous ascending bid auctions and combinatorial auctions were poorly understood. Designers of such systems turned to experimental methods [71] to investigate the properties of such mechanisms. Experimental economics is the application of the laboratory method to test the validity of various economic theories and to test bed new market mechanisms. Using cash-motivated subjects, economic experiments create real world incentives to help us better understand why markets and other exchange systems work the way they do [43, 72]. Many of these new auction mechanisms have been introduced with improvements in computational power of computing, especially combinatorial auctions.



4.2



Combinatorial Auctions Combinatorial auctions are being studied by two main areas of research. Economists deal



with the economic rationality of self-interested agents; Computer Scientists deal with the computational and informational constraints of such auctions. Combinatorial auctions enhance our ability to allocate multiple resources efficiently in complex economic environments due to their generalized bid expression. Their bid expression allows the auction participants to bid on packages of items with related values or costs. They also allow bidders to impose logical constraints that limit the feasible set of auction allocations. They can also handle functional relationships amongst bids or allocations such as budget constraints or aggregation limits. This makes the task of devising an optimal strategy for bidding a 66



Section 4.2. Combinatorial Auctions computationally intensive task for bidders and sellers. Combinatorial auctions allow for more expressive bidding in which participants can submit package bids with logical constraints that limit allowable outcomes. This type of auction can be useful when participants values are complementary or when participants have production and financial constraints. There are several reasons to have an expanded bidding message space. One of the problems that combinatorial auctions solve is the exposure problem, evident in simultaneous ascending auctions [105]. With individual bidding, a bidder is “exposed” to the risk of winning a few licenses it wants without winning other complimentary licenses it wants. Fearing that, a bidder may not bid aggressively, not participate in the auction, or try to collude [27]. Hence, allowing combinatorial bidding results in higher efficiency in the presence of rigidities in the demand (i.e. a bidder extracts any valuation only if the whole package is fulfilled). However, combinatorial auctions are currently rare in practice. The main problems confronted in implementing these auctions are that they have computational uncertainty with regards to winner determination with large numbers of items and participants. The auction is also cognitively complex and can lead participants to pursue irrational bidding strategies. They also lead to inefficiencies in cases where there is a threshold effect [22]. This refers to the case when aggregating smaller bids would have displaced a larger bid, but the incentives to do so are not aligned. The computational uncertainty in winner determination comes from the fact that winner determination in combinatorial auctions is equivalent to a Set Packing Problem [156], which is nondeterministic polynomial time complete, i.e., a hard problem. Bidding in combinatorial auctions is burdensome, both strategically and cognitively, for all participants including devising optimal strategies. In designing combinatorial auctions, a set of design questions need to be considered. How does the format of the auction withstand the threshold effect? Does iterative bidding allow for strategy building through learning? What is the appropriate level of information feedback to the bidders? What is the computational cost of the algorithms proposed? What has been observed in the field and during experiments is that in complex economic environments, iterative auctions which permit the participants to observe the competition and learn when and how to bid, produce better results than sealed bid auctions. There are two current frameworks used for iterative procedures. The first one is the use of continuous auctions [12] during which bidders may see a set of provisional winning bids as well as a set of bids to be combined from a standby list. The 67



Chapter 4. Human Subject Experiments standby list consists of non-winning bids and these bids are there to signal willingness to combine bids to outbid larger-package bids. The second one is the use of multiple rounds using sealed bid formats, which solves repeated integer programming problems. In general, auction systems that provide feedback and allow bidders to revise their bids seem to produce more efficient outcomes [118]. We compare the revenue, efficiency, and bidding properties of a particular combinatorial auction setup in the presence of complementarities among the objects being allocated. Specifically, we conduct laboratory experiments allocating three links with private values and complementarities using the combinatorial auction format under different degrees of complimentarity. In the benchmark case, every seller owns all types of links and every buyer has private values over all subsets of links. In alternative cases, sellers own two types of links with one type being owned by all sellers. Buyers have valuations over bundles of links. The remainder of this chapter proceeds as follows. Section 4.3 presents the information and valuation structure used in the experiments and an overview of the experimental design. Section 4.4 reports the results of the experiments. Section 4.5 concludes.



4.3



Information and Valuation Structure We propose the use of the economic experimental methodology to the design and understand-



ing of mechanisms for allocating resources in engineering and electronic commerce applications. Even though economic theory has already been applied to engineering problems, most of the models are of theoretical nature. The appropriate use of economic theory in engineering needs to address human participation, and experimental economics provides a way for testing the robustness of such theories. They also provide an environment for formulating new theories and testing improved designs for such systems. We propose investigating different properties of combinatorial auction settings, using the combinatorial auction platform we have developed. The platform allows for single-sided, double-sided, XOR/OR, combinatorial bidding, and short-selling. The particular interest is in the design of a combinatorial auction system that could potentially be used in the allocation of links and trunks in bandwidth trading markets. A Combinatorial Sellers Bid Double Auction (c-SeBiDA) mechanism is proposed in [62], which maximizes the auctioneers profit and announces payments based on sellers bids. They also show that the announced allocations and prices exist which represent a competitive equilibrium, under assumptions 68



Section 4.3. Information and Valuation Structure Trunks 1 2 3



link A 7 14 21



link B 5 10 15



link C 6 12 18



Table 4.1: Example of Seller Valuations



on bidding format and valuations. We replicate these conditions and also investigate how robust the mechanism is to differing private valuations. This will necessitate the use of different market environments with different valuations for combinations of goods. In particular, we want to replicate a simple bandwidth trading environment, where the bidding is over links (i.e., goods) and number of trunks (i.e., quantity of goods) on each link. Obtaining different routes (i.e., combinations of links) provides different valuations for users. We followed a valuation structure similar to the one used in [106], where users were given valuations over combinations of links and trunks. Subjects were provided with valuation charts over different combinations of goods at different quantities.



Sellers



Each seller owns a combination of links and trunks on those links. Each seller has a cost of operation of each item-trunk pair, is drawn from a uniform discrete distribution between 5 and 15. The cost of each additional trunk within the same link is uniform. Operation costs are only incurred when a link-trunk combination is sold by a seller. There is no cost and no benefit associated with unsold link-trunk combinations. Table 4.1 presents an example of a seller who is endowed three trunks on each one of the links available. In the setup we used for experiments, there were four sellers, each owning three trunks on one type of link. Sellers can submit multiple bids (asks) with the restriction that bids cannot be combinatorial. Seller bids specify the maximum units they are willing to sell of their endowment and also the per-unit price they ask for. 69



Chapter 4. Human Subject Experiments Trunks 1 2 3



A 20 39 58



B 12 23 34



C 24 27 40



AB 37 72 107



BC 26 50 74



AC 35 68 101



ABC 52 101 150



Table 4.2: Example of Buyer Valuations



Buyers Buyers begin each round without owning any links and trunks. They are however provided with chart of private valuations over the all possible subsets and trunks that they may obtain. In the benchmark setup valuations for each subset of items are generated in the following way: 1. Valuation for each item is generated from a discrete uniform distribution between 10 and 20. For example, item A maybe valued at 12. 2. Valuation for each subset of two items is generated by adding the valuation for the two items. Then a number from a uniform distribution between 0 and 5 is added. For example, item A is valued at 12, item B is valued at 14, and the bundle AB is valued at 29. 3. Valuation for having all three items is generated by the maximum additive valuation between combinations of two items and the valuation of the remaining object. Then a number from a uniform distribution between 0 and 2 is added. 4. Each additional trunk for each combination is valued at -1 of the previous single item trunk; -2 of the previous double item combination; -3 of the previous all item combination. Table 4.2 demonstrates an example of a valuation chart of a buyer based on the procedure described above. In the alternative setup, each buyer values different sets of links that include only one type of link (i.e. A, AB, AC, ABC). This type of link is never the type of link that all sellers own. Buyers may bid on combinations of items, but are restricted to have an equal number of trunks (quantity) on each link (item). Buyer bids are not loose and need to be completely satisfied to be matched. All buyer bids are XORed together hence only one of them can match at each round. The objective of each bidder would be to improve her endowment position through trading. Initially everyone starts with a level of endowment in goods and money. Users are induced to perform well by only rewarding changes from the initial endowment point. In each round of the experiment, subjects 70



Section 4.4. Experimental Results accumulate points based on their buyer/seller surplus they generated. At the end of the experiments, $500 was split in proportion to the total surplus generated. If a participant does nothing s/he will receive nothing at the end of the experiment. Negative balances provide subjects with no payoff (except a showup fee).



4.4



Experimental Results The experiment consisted of a 3-hour experimental session which was conducted at the end



of July 2004 at the xLab facilities at the Haas School of Business at the University of California, Berkeley. Subjects were recruited from among graduate students in electrical engineering, information management and systems, and economics using e-mail postings. Participants were either required to be familiar with basic networking and/or auction understanding. There were two sessions of four rounds each. The subjects were instructed on how to bid using the web-based interface and also explained on how the system calculates prices and performs matching. Test runs were conducted so that the subjects could get a feel of how the system worked and where information was displayed. In the first session (rounds 1-4 in the tables), subjects had a 50% chance of being a buyer or a seller in each of four rounds. Each round had an equal number of sellers and buyers. Two sessions of four rounds each were conducted. During the first session, subjects participated in four rounds of using the Combinatorial Seller’s Bid Double Auctions using the benchmark setup. During the second session (rounds 5-8 in the tables), subjects participated in four rounds using the same auction format but with the alternative setup valuations. To ensure that both sessions used the same procedures, we adopted a written protocol which we used on both sessions. In all sessions, the participants were seated in a large room, each sitting at a desk with a laptop computer. They were read instructions and given an opportunity to ask questions. Throughout the session, participants would only communicate through the submission of bids. The submission of bids in the system was monitored through the server platform and once everyone submitted, the bids were entered into the combinatorial engine which would provide prices for each link and which buyer and seller matched. The market information, namely the prices of the links, were posted for everyone to see at the conclusion of the round. The participants who matched were notified privately (through the automated system) of which link and what quantity they matched on. 71



Chapter 4. Human Subject Experiments Round Mean σ



1 56.24 32.82



2 37.65 11.43



3 76.31 31.93



4 81.20 12.99



5 63.19 33.74



6 50.00 57.74



7 55.42 31.75



8 71.19 33.27



Table 4.3: Summary of Buyer Percentage Efficiency in Each Round



Before being asked to bid, participants received a handout depending on whether they were a seller or a buyer. At the conclusion of the experiment, the subjects were paid in private with checks according to their performance during the two sessions.



Results We present the results for the two sessions (rounds 1-4 and rounds 5-8) in terms of efficiency, revenues, and bidding behavior. We pool results from each round and present the average behavior of subjects during each session. We also present how the bidding behavior of subjects changed over consecutive rounds.



Efficiency and Revenue We begin by considering how each auction setup fared in achieving the efficient allocation of the objects. Buyer efficiency is calculated by dividing the value actually realized by the bidders by the theoretical maximum obtainable. In the benchmark rounds of session 1, the valuations of the buyers were sufficiently high and costs of the sellers sufficiently low so that all bids would have been accepted if the participants had bid truthfully. Efficiency was then calculated by comparison between the actual outcomes and the maximum possible valuations of the buyers. Table 4.3 shows the mean and standard deviation (σ) of efficiency obtained during each round. During session 2, supply was restricted on two links. Thus, despite truthful bidding, all bids would not have been accepted. For the mechanism to be efficient, it should be able to induce participants with high valuations to be the ones who match. Buyers with the highest valuations for each combination of links and trunks, can be identified from their valuation tables. Given our mechanism, the prices should be the highest bids of the sellers with the highest operating costs. This is because of the distribution functions used in assigning valuations to buyers and sellers. What we observe is that even in the case of limited supply, 72



Section 4.4. Experimental Results Round Mean σ



1 55.56 17.35



2 41.67 22.05



3 72.22 4.81



4 75.00 0.00



5 63.89 17.35



6 66.67 28.87



7 58.33 22.05



8 72.22 25.46



Table 4.4: Summary of Seller Percentage Efficiency in Each Round Round Mean σ



1 23.95 24.42



2 28.79 26.15



3 19.30 8.59



4 31.85 30.06



5 27.00 26.00



6 18.00 9.00



7 13.00 14.00



8 23.00 21.00



Table 4.5: Aggregate Average Percentage Shading Factor Per Round



the mechanism performs at about 60% buyer efficiency. What we also observe is that during session 1, subjects have performed better with each new session. On the seller side efficiency was calculated as percentage of value obtainable under truthful bidding. Table 4.4 shows mean percentage efficiency of the mechanism in distributing the sellers links and trunks1 . What we observe is the mechanism performs at about 65% seller efficiency when there is no restrictions on supply or demand and 61% of seller efficiency when there are restrictions on demand and supply. What we also observe is that during session 1, subjects have performed better with each new session, a result reflected in the buyer efficiency discussion.



Bidding Another important aspect of investigating a mechanism the patterns of underbidding or overbidding. This means that we need to pay closer attention to the bidding of participants when their type of bidder (buyer or seller) changes between rounds. The shading factor is percentage underbidding for buyers or overbidding for sellers for bids submitted in various rounds. The average shading factor for each round is shown in Table 4.5. What we observed was that sellers tended to overbid above their own costs of operation. What we did not observe however is bidding with regards to the expected price of each good. Since operating costs were randomly drawn from a discrete uniform distribution between 5 and 15, then the expected operating cost is 10. Suppliers who had operating costs of 5 would bid marginally higher, 1



In session 2 round 3 a seller sold one more unit that s/he had, for which /she got penalized. The efficiency reading on the buyer side was not adjusted for that problem, since the difference would be minimal.
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Chapter 4. Human Subject Experiments Round Mean σ



1 27.51 35.14



2 14.59 9.97



3 23.44 2.83



4 32.40 35.10



5 8.75 11.81



6 14.25 12.01



7 11.33 11.50



8 30.75 24.96



Table 4.6: Seller Overbidding Percentage Over Costs Round Mean σ



1 20.39 11.08



2 42.98 30.98



3 18.08 10.08



4 31.31 29.59



5 44.50 24.06



6 21.50 5.32



7 14.25 13.78



8 16.00 14.90



Table 4.7: Buyer Underbidding Percentage over Valuations



possibly reflecting high risk-aversive behavior. Table 4.6 shows the overbidding behavior of sellers with respects to their true costs. The impact of this bidding behavior is also reflected in the ability of the mechanism to assign the competitive equilibrium prices, since the final uniform price per link is the maximum successful seller ask bid value. Buyers would underbid in most cases as reflected below. Given the way that prices were determined in the mechanism, specifically, by having the highest accepted seller bid dictate the price, some risk-loving buyers bid with prices exceeding their own valuations in expectation that the actual price paid would be lower. Table 4.7 shows the underbidding behavior of buyers. Thus, the experimental results show that the mechanism does not induce truth-revelation in a finite setting when the participants have incomplete information. Sellers tend to overbid by 26% and buyers underbid by a 20%. However, as the number of participant is increased, we expected this deviation from truthful bidding diminish. This is part of future work. An experimental comparison of this mechanism with the simultaneous ascending auction mechanism, or the VCG auction is also of interest, and part of future experiments that we have planned.



4.5



Chapter Summary Experimental economic approaches can be used to aid engineers in the design of mechanisms



for allocation of resources which exhibit complimentary value to users. Such environments include bandwidth trading, spectrum auctions, airport slot planning, hospital staff scheduling, utility pricing, etc. In many cases the theoretical properties of different allocation mechanisms are unknown. Similarly, implementation challenges with respect to such systems can be identified through the use of experimental 74



Section 4.5. Chapter Summary economic methods. We have briefly investigated some basic properties of the c-SeBiDA mechanism. In our future investigations we will examine the efficiency of expanding the bidding space allowing for buyers to submit both XOR and OR bids. We also want to investigate the impact on efficiency of multi-round combinatorial auctions.
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Chapter 5



Conclusions and Future Work In this part of the dissertation, we have addressed two related problems of distributed resource allocation. We studied competitive equilibrium in combinatorial markets, i.e., markets with indivisible goods and money where the participants have valuations that depend on bundles of goods. We showed through examples that for finite networks, prices that yield socially efficient allocation may not exist. We then obtained sufficient conditions on network topology for competitive equilibrium to exist when utility functions are linear. Namely, when the network is T.U. (totally unimodular, i.e., all the routes lie on a spanning tree). The result is really an observation from network flow theory and there are other sufficient conditions available as well. However, it seems to be the first such observation in the networking literature. The problem of existence of competitive equilibrium with indivisible goods is a hard one. It has been known that, in general, C.E. does not exist in markets with indivisible goods. However, divisible goods are really an approximation for real goods (which are almost always indivisible in real markets) in markets with large, even infinite, number of players. One model of large markets with perfect competition is the continuum model. Such models have been proposed for markets with indivisible goods and it has been shown that the core is non-empty but competitive equilibrium still may not exist. What is missing in the literature is an analysis of the continuum model with indivisible goods and money. We showed that in such a setting a competitive equilibrium exists. The key here is the Lyapunov-Richter theorem that enables a convexification of the economy. 77



Chapter 5. Conclusions and Future Work However, such a result does not hold for countable economies. The main reason is that defining the average of a sequence of correspondences is trickier as the limit may not exist. The continuum model is a mathematical fiction. However, it is very useful in showing the existence of enforceable approximate equilibria (when we require that supply exceeds demand) in finite networks. We presented such approximate equilibria which follow from well-known theorems about convex approximations of non-convex sets. It is well-known that the set of the competitive allocations is contained in the core (the set of Pareto-optimal allocations). However, it is unknown if the two sets are equal. This is an interesting question and part of future work. We then introduce a combinatorial market mechanism and present three results. The first result concerned the existence of a Nash equilibrium for the combinatorial, sellers’ bid, double auction (c-SeBiDA) with full information. In c-SeBiDA, settlement prices are determined by sellers’ bids. We showed that the allocation of c-SeBiDA is efficient. Moreover, truth-telling is a dominant strategy for all players except the highest matched seller for each item. The second result concerned the Bayesian-Nash equilibrium of the mechanism under incomplete information. We showed that under the ex post individual rationality constraint, symmetric BayesianNash equilibrium strategies converge to truth-telling for the single item. Thus, the mechanism is asymptotically Bayesian incentive compatible, and hence asymptotically efficient. The third result concerned the competitive analysis of the c-SeBIDA auction mechanism. We considered the continuum model and showed that within that model c-SeBiDA outcome is a competitive equilibrium. This suggests that in the finite setting, the auction outcome is close to efficient. What we have essentially shown is a combinatorial market mechanism which has zero “price of anarchy”. We have been able to deal with indivisibilities and combinatorial bundles. However, the Nash equilibrium results are for special utility functions, namely “max-linear” functions, i.e., linear up to a maximum and then constant. An extension of the mechanism to general utility functions is part of future work. It is worth noting that the mechanism we propose is a non-VCG type mechanism. Only known mechanisms which are efficient, incentive-compatible and ex post individual rational are VCG type mechanisms. However, VCG mechanisms suffer from computational complexity problems and hence there is a drive to find computationally efficient incentive compatible mechanisms. The mechanism we 78



propose also requires a mixed linear integer program to be solved. However, the real-time complexity is much lower than for VCG mechanisms. Our mechanism seems to work quite well with current linear integer program algorithms for reasonably sized problems. Still, for large problems the mechanism’s matching problem is NP-complete. However, it is our guess that there is a structure in the auction problems of communication networks which will enable us to find efficient matching algorithms. This is part of future work. The auction mechanism we have designed is a one-shot game. However, as our experimental results indicate, repeated games and dynamic games with learning [44] may be more efficient in real settings. Thus, we would like to explore extension of the mechanism that we designed for such settings. Moreover, it is worth exploring how a similar mechanism may be designed for divisible goods. While, we discussed some applications of the auction mechanism in the introductory chapter, electricity markets and the air-slot allocation problem - both have special structure for which it may be possible to design specialized mechanisms with even better computational and strategic properties.
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Chapter 6



Introduction 6.1



Motivating Problems



Complex systems have two characteristics: intractable state space, non-convexities and nonlinearities. Intractable state spaces make the use of classical control techniques such as dynamic programming impractical. Methods of linear control [32], which are applicable even for large state spaces, are ruled out by nonlinearities [134]. The intractability of state spaces is a consequence of the “curse of dimensionality”, i.e., the state spaces generally grow exponentially in the number of state variables. Thus, it is essentially impossible to compute (or even store) one value per state as required by classical dynamic programming algorithms. This is glaringly obvious for infinite state spaces. Thus, in practice, engineers and operations managers resort to various approximations and computer simulation methods. Another problem in control design and performance evaluation of complex systems is the uncertainty in the characterization of such systems. The system parameters may be unidentified, or there may be an error in the identification. Thus, again in such situations, simulation methods come to the rescue of practitioners. Considering the widespread use of computer simulations in designing and understanding various complex systems, it is imperative that a theory be developed for such simulations. The extant theory of simulation of random variables and random processes is inadequate. Most of such theories such as the large deviations theory [43] are asymptotic. Asymptopia is a wonderful place to be. But real-world 97



Chapter 6. Introduction problems demand non-asymptotic solutions since computer simulations are done for finite time. In this part of the dissertation, we provide the beginnings of such a theory for a particular class of complex systems. Namely, those that can be modelled as a Markov decision process, or a Markov game. We offer several motivating problems to clarify the above discussion. Call Admission Control and Routing. Consider a wireless cellular network. New calls arrive in each cell according to some stochastic process while already admitted mobile users move from one cell to another. Each cell has a finite capacity. If a user attempts to move to a cell when all the cell-capacity is already in use, its call may be dropped. Thus, to ensure a certain quality of service to the admitted users, some of the new calls must be rejected. This is a Markov decision problem with the number of calls in various cells being the state of the system. Optimal call admission control algorithm can be found by dynamic programming but it is impractical due to the size of the state space. Thus, simulation-based methods are employed - both to evaluate proposed algorithms as well as design new ones. The problem of route allocation in a communication network when users demand a certain quality of service (in terms of guaranteed rate or delay) is similar [3, 4]. Robot Controller Design. Consider a robot (the pursuer) given the task of capturing a target (the evader) moving on a two-dimensional lattice. At each instant, the robot takes an action from a finite set (such as turn left, turn right, move forward, move back, etc.). The moving target also takes actions from a finite set to evade capture. Suppose the motions of both the robot and the target are determined according to a Markov measure given their actions. At each instant, the robot gets a reward which is one, if there is capture, zero otherwise. It is a pursuit-evasion game and in particular, a Markov game. There are two problems of interest. Given a robot controller, we would like to evaluate its performance against a particular evader. Moreover, we would like to design a robot controller such that eventual capture is a Nash equilibrium [159]. Portfolio Management. Consider a financial market with d assets. The value of the assets varies with time according to a Markov process. An investor can buy and sell various assets. The investor wants to make these decisions to maximize his wealth. Since the value of various assets changes with time, the optimal strategy in general involves a dynamic re-balancing of wealth among various assets. Each asset offers a fixed rate of risk and return, and there may be costs involved in trading actions. This is a Markov decision problem and can be solved using dynamic programming methods. But considering many factors involved, such as economic indicators, makes it a challenging problem of financial engi98



Section 6.1. Motivating Problems neering. Thus, simulation-based methods offer a promising approach in evaluation of various strategies and their improvement [137]. Econometric Applications. Dynamic games have been used as models for many econometric applications. Such models allow economists to simulate the consequences of economic policies affecting education, labor market transitions, retirement decisions or fertility choices. Thus, the economists are interested in both value function estimates of various policies from time-series data [99] as well as model (or system) identification [124]. This requires some theoretical guarantees on how much data is sufficient for a given accuracy of the estimates with high enough probability. The above problems of estimation, identification and control of Markov decision processes and stochastic games motivated the following questions.



Q.1. How can we extend the empirical process theory and the PAC learning theory to Markov decision processes? In particular, what are the conditions for identification and uniform estimation of value functions of discounted reward Markov decision processes? How many samples are needed for required accuracy and confidence (the sample complexity)? Q.2. How does the sample complexity change when the state space is only partially observable with general policies? Q.3. What are the conditions for identification and uniform estimation of value functions of average reward Markov decision processes? What is the sample complexity? Q.4. How can these uniform value function estimates be used to find the optimal policies?



In the rest of this part of the dissertation, we provide answers to some of these questions. Chapter 7 presents the method for obtaining the empirical estimates of value functions from simulations. It also presents conditions for uniform convergence of the empirical estimates to the true value. Chapter 8 extends these results to the case of partially observable state space and general policies. Chapter 9 considers the average reward case and presents conditions for uniform convergence of empirical estimates obtained from one sample trajectory. Chapter 10 summarizes and discusses avenues for future work. In the rest of the chapter, we provide an overview of various related topics and situate our contribution in the literature. 99



Chapter 6. Introduction



6.2



Markov Decision Processes, Partial Observability and Markov Games In this section, we introduce Markov decision processes and games. We discuss various related



problems of interest, mention some state-of-the-art work on each of them and where relevant, discuss our contribution. The references, however, are not meant to be exhaustive but only a pointer to current literature. MDPs. A Markov Decision Process (MDP) is defined on a state space X and an action space A with transition probabilities Pa (x, x0 ), the probability of transition from x to x0 when action a is taken. For each action taken, there is a reward r(x, a) which could in general depend on both the state and the action which we will assume only depends on the state. We will consider stationary policies, a policy π determining the action taken at time t given the current state xt , i.e., π(xt ) ∈ A is the action taken in state xt ∈ X. We will later consider general policies which may be time-varying and depend on entire history up to time t, i.e., the states visited and the actions taken up to time t. The performance P t of a policy will be measured in terms of the value function V (π) defined as E[ ∞ t=0 γ r(xt , at )], the expected discounted reward where 0 < γ < 1 is a discount factor. We will assume the initial state x0 is drawn according to some initial state distribution λ. For Markov decision processes, we are interested in two related problems. The first, the system design problem is to find an optimal (or almost-optimal) policy from a feasible policy class Π. The second, the system identification problem has been shown to reduce to one of uniform estimation of the value function. When a policy π is fixed, the Markov decision process becomes a Markov process with a measure Pπ . Thus, the value function of the policy can be determined easily. The optimal policy, the one that maximizes the value function, can be determined by dynamic programming [16]. Given a policy π, define its state-value function (we shall abuse terminology and call it a value function as well, though it should be clear from context) as ∞ X V π (x) = E[ γ t r(xt )|x0 = x] t=0



and the optimal value function as V ∗ (x) = max V π (x). π
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Section 6.2. Markov Decision Processes, Partial Observability and Markov Games It can be obtained as a solution to the the Bellman dynamic programming equation ! X Pa (x, x0 )V ∗ (x0 ) . V ∗ (x) = max r(x) + γ a



(6.1)



x0



∗



The policy with V π = V ∗ is called the optimal policy π ∗ . The optimal value function can be found using an iterative procedure called the value iteration. We start with V0 (x) = r(x), ∀x ∈ X. The iterates are then obtained according to the following ! X 0 0 Vk+1 (x) = max r(x) + γ Pa (x, x )Vk (x ) , ∀x ∈ X. (6.2) a



x0



It can be shown that under very mild conditions on the policies considered, Vk converges to V ∗ in the sup-norm exponentially [19]. The optimal policy is then the one with value function equal to the optimal value function. Another method of finding the optimal policy is through policy iteration where we iterate on the policies directly. We fix π0 and iterate the following steps ∀x ∈ X (i)



Vπk (x) = r(x) + γ



X



Pπ(x) (x, x0 )Vπk (x0 ),



x0



! (ii) πk+1 (x) = arg max r(x) + γ a



X



0



0



Pa (x, x )Vπk (x ) .



(6.3)



x0



It can then be shown under fairly mild conditions on the policies that πk converges to π ∗ ∗



uniformly over all states. The optimal value function then is V ∗ = V π [19]. Dynamic programming determines the optimal value function to arbitrary accuracy. However, it is known to suffer from the “curse of dimensionality” - the number of iterations needed is exponential in the number of states and actions. In fact, it was shown to be PSPACE-complete in [121]. Thus, alternative approximate dynamic programming methods have been developed based on approximation of value functions or of the policies [20, 146]. But often practitioners use computer simulations. For example, [119, 140] describe controllers designed for autonomous helicopters using simulations. However, what is missing is an adequate theory to support design and analysis of such computer simulation-based controllers. Finding the almost-optimal policies using simulations would require that the value function estimates be uniform. We focus on that problem in this part of the dissertation. POMDPs. Noiseless state observations are not available in all problems. Thus, we consider partially observable (PO) MDPs. The setup is as before, except that the policy depends on observations 101



Chapter 6. Introduction y ∈ Y governed by the (conditional) probability ν(y|x) of observing y ∈ Y when the state is x ∈ X. Let ht denote the history (y0 , a1 , y1 , · · · , at , yt ) of observations and actions up to time t and Ht = {ht = (y0 , a1 , y1 , · · · , at , yt ) : as ∈ A, ys ∈ Y, 0 ≤ s ≤ t}. Let Π be the set of policies π = (π1 , π2 , · · · ), with πt : A × Ht → [0, 1] a probability measure on A conditioned on ht ∈ Ht where π(a, ht ) is the probability of taking action a given the history ht . Let Πt denote the set of all policies πt at time t with π ∈ Π. P This gives rise to a conditional state transition function Pt (x, x0 ; ht ) = a Pa (x, x0 )πt (a, ht ). It is well-known that the information state ξt (xt ) = p(xt |ht ), the conditional probability of the current state given the history is a sufficient statistic for ht in the sense that ξt+1 can be determined from P ξt , yt+1 and at [40, 41, 87]. Denote the information state space by Ξ = {ξt : x ξt (x) = 1, ξt (x) ≥ 0, ∀x}. Then, the POMDP can be reduced to an MDP over the information state space Ξ. A policy πt (a, ht ) now becomes a function of the information state, πt (a, ξt ). Thus, the optimal policy can be then determined by using dynamic programming methods on the information state MDP. In practice, DP methods for POMDPs are not practical since the state space is a continuum. Thus, various approximate methods have been proposed. These include Sondik’s algorithm [143], the witness algorithm [77], the linear support algorithm [35], the incremental pruning algorithm [34, 105], etc. The reader can consult [96, 167] for surveys of this area. While the above discussion is for discounted reward MDPs, dynamic programming has been developed for average reward MDPs as well [87] (see [21] for dynamic programming for average reward MDPs and [112] for policy iteration algorithm on general state spaces). In this dissertation, we shall limit ourselves to uniform estimation of value functions for POMDPs. Surprisingly, while optimal policy determination is considerably harder for POMDPs than for MDPs, the simulation-based uniform estimation problem seems to result in relatively little extra cost when the state space is partially observed as we will see in chapter 8. Markov Games. Many problems actually involve more than one decision maker, each of whom is selfish. They fit into the framework of stochastic games introduced by Shapley [138] and further generalized to a noncooperative setting in [142]. We consider two-person noncooperative Markov games, i.e., stochastic games where the state transitions are Markovian. Let X be the state space, A1 and A2 the action spaces of the two players. The state transition function is Pa1 ,a2 (x, y), a1 ∈ A1 , a2 ∈ A2 . We consider stationary policy spaces Π1 and Π2 . The two 102



Section 6.2. Markov Decision Processes, Partial Observability and Markov Games reward functions r1 and r2 depend only on the state and have values in [0, R]. Denote the expected discounted reward functions by V1 (π1 , π2 ) and V2 (π1 , π2 ) with discount factor 0 < γ < 1. With such payoff functionals, the game is actually free of any stochastic nature of the problem. Thus, all the solution concepts such as Nash equilibrium applicable to deterministic dynamic games are still applicable. A particular solution concept that is relevant is the Markov Perfect Equilibrium (MPE), a profile of Markov strategies that yields a Nash equilibrium in every proper subgame [55]. This is a particular kind of Nash equilibrium. The existence of MPE in Markov games on countable state and action spaces was established in [122] while [164] considered ε-equilibrium in Markov games on uncountable state spaces. Basar and Olsder [15] used the dynamic programming methodology and the maximum principle to establish necessary and sufficient conditions for a strategy tuple to be a Nash equilibrium. These results were extended for partially observed Markov games in [68]. For the zero-sum Markov game, Shapley showed that value iteration converges to Nash equilibrium. This however is not true for general-sum Markov games as shown in [82]. Recently, [65] claims to have developed dynamic programming for finite horizon partially observable Markov games (POMGames). In general, however, there seems to be a lack of literature on tractable algorithms for computing approximate Nash equilibria of Markov and POMGames. System identification for MDPs and Markov Games. Consider an MDP as above. Let the probability transition function be Paθ (x, y), parameterized by a parameter θ ∈ Θ ⊆ Rn . The system identification problem (see [94] for linear system identification) then is to identify the unknown parameter θ0 which determines how the transitions in the MDP take place. When Θ is a compact separable metric space and n = 1, [25] established conditions for the maximum likelihood estimator (MLE) to be consistent. A related problem is the Markov transition density estimation in the Hidden Markov Models (HMMs) literature. Various sequential Monte-Carlo methods, surveyed in [5] have been developed. But the most promising are the MLE methods that use the EM algorithm such as the Baum algorithm (see [51] for an extensive survey). However, all these are for parametric estimation. We are interested in the non-parametric setting, namely, when the parameter may belong to an infinite-dimensional set. This is because if the state space and the action space are both countably infinite, the number of parameters in the probability transition function P (x, y; a) is also countably infinite. Our interest is in determining the conditions under which the probability transition function, 103



Chapter 6. Introduction and hence the MDP can be identified asymptotically. The work is inspired in part by the learning theory approach to system identification promoted in [162]. This is related to the problems considered by PAC (probably approximately correct) learning theory, as we will discuss in a later section.



6.3



Reinforcement Learning We now review computer simulation-based algorithms developed in the machine learning and



statistics literature for value function estimation and optimal policy search for Markov decision processes and games. Q-Learning. Dynamic programming algorithms such as value iteration and policy iteration assume the availability of the reward and state transition model. However, in many practical problems, the transition model is unknown. Reinforcement learning methods, which learn from examples, have been introduced for such problems [9, 78]. One such model-free learning method is the Q-learning method. For a fixed policy π, define an action-value function as Q(x, a) = r(x) + γ



X



Pa (x, x0 )Vπ (x0 )



x0



and the optimal action-value function as Q∗ (x, a) = r(x) + γ



X



Pa (x, x0 )V ∗ (x0 ),



where



V ∗ (x0 ) = max Q∗ (x0 , a).



(6.4)
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Thus, the value iteration algorithm can be written as Vk (x) = max Qk (x, a) with Qk+1 (x, a) = r(x) + γ a



Pa (x, x0 ) max Qk (x0 , a). a



x0



More generally, the Q function updates can be obtained in the manner of stochastic approximation methods [130], ! Qk+1 (x, a) = (1 − αk )Qk (x, a) + αk



r(x) + γ



X x0



0



0



Pa (x, x ) max Qk (x , a) . a



where the step size parameter αk ∈ (0, 1]. This is the Q-learning method. It was shown to converge P P to Q∗ in [163] when k αk = ∞ and k αk2 < ∞. The connection to stochastic approximation and further generalizations were made in [73, 74, 152]. 104



Section 6.3. Reinforcement Learning The Q-learning method has seen many successful applications such as in control [22]. Thus, there is an interest in extending it to the multi-agent scenario where each agent knows very little about other agents and the environment can change during learning. Such problems occur in pursuit-evasion games, coordination games such as multi-robot cooperation, as well as more complex environments such as soccer playing robot teams where there is both cooperation and competition. Q-learning for Games. Two-player zero-sum stochastic games were suggested as a framework for multi-agent reinforcement learning in [93] and later extended to general-sum stochastic games [71]. Surveys of current literature are provided in [72, 91, 141]. Consider a two-player Markov game as described in the previous section. For simplicity, we consider stationary policies only. Let V i (x, π 1 , π 2 ) denote the expected total discounted reward for agent i when agent j uses policy π j . The Nash equilibrium of this Markov game (which always exists [53]) is a pair (π 1∗ , π 2∗ ) such that for all x ∈ X, V 1 (x, π 1∗ , π 2∗ ) ≥ V 1 (x, π 1 , π 2∗ ), ∀π 1 ∈ Π1 ,



and V 2 (x, π 1∗ , π 2∗ ) ≥ V 1 (x, π 1∗ , π 2 ), ∀π 2 ∈ Π2 .



The MDP Q-learning framework can be extended to Markov games. We assume that an agent can observe other agents’ immediate payoffs and actions. Denoting V i∗ (x) = V i (x, π 1∗ , π 2∗ ), the target Q-functions to learn from examples are Qi∗ (x, a1 , a2 ) = ri (x, a1 , a2 ) + γ



X



Pa1 ,a2 (x, x0 )V i∗ (x0 ), i = 1, 2.



(6.6)



x0



A stochastic approximation iteration of the above can be obtained in many different ways, including the following called minimax-Q for zero-sum games [93], Qt+1 (x, a1 , a2 ) = (1 − αt )Qt (x, a1 , a2 ) + αt (rt + γ max min π 1 (x0 )Qt (x0 , a1 , a2 )). a1



a2



(6.7)



This case is like Q-learning for MDPs and has been shown to converge to Q∗ . For general-sum Markov games, a proposal called Nash-Q [71] is Qit+1 (x, a1 , a2 ) = (1 − αt )Qit (x, a1 , a2 ) + αt (rti + γπ 1 (x0 )Qit (x0 , a1 , a2 )π 2 (x0 ))



(6.8)



for i = 1, 2, where (π 1 (x0 ), π 2 (x0 )) is a mixed-strategy Nash equilibrium for the bimatrix game(Q1t (x0 , ·, ·), Q2t (x0 , ·, ·)). Under some rather demanding sufficient conditions, this has been shown to converge to Qi∗ . However, the major difficulty in learning equilibria in general Markov games stems from the equilibrium selection problem: how can multiple agents select among various equilibria? 105



Chapter 6. Introduction Thus, [62] considers correlated equilibria as a solution concept and generalizes the above learning algorithm. The algorithm called correlated-Q learning, replaces the independent Nash strategies π 1 and π 2 by correlated policies π 1,2 . However, it still does not guarantee unique equilibrium policies. Thus, the problem of reinforcement learning for games [24, 91], and in particular, Q-learning for games, remains largely open. Temporal Difference Methods. Q-learning belongs to a class of methods called temporal difference (TD) methods. Various generalizations have been developed that use Monte Carlo simulation methods [6, 46, 98] for policy evaluation and combine dynamic programming to find the optimal policy [114, 151]. We describe the basic idea. Consider the following updates to Monte Carlo estimates of V π (x), π Vt+1 (xt ) = Vtπ (xt ) + α (Rt − Vtπ (xt ))



where Rt is an estimate of the future reward after time t. For example, the n-step estimate of future reward is (n)



Rt



=



n X



γ s−1 r(xt+s ) + γ s Vtπ (xt+n ).



s=1



Instead of just choosing a particular n-step estimate, we could use the estimates for every n, Rtλ = (1 − λ)



∞ X



(n)



λn−1 Rt



n=1



weighted according to a trace-decay parameter λ ∈ [0, 1]. The update equation then becomes   π Vt+1 (xt ) = Vtπ (xt ) + α Rtλ − Vtπ (xt ) = Vtπ (xt ) + α



∞ X



(γλ)τ −t δτ



(6.9)



τ =t



where δτ = r(xτ +1 ) + γVτπ (xτ +1 ) − Vτ (xτ ) are called the temporal difference estimates, the difference between an estimate of the value function based on the simulated outcome of the current stage, and the current estimate. Another way to obtain estimates iteratively is the following general form π Vt+1 (x) = Vtπ (x) + αεt (x)δt , ∀x ∈ X



where ε is called the eligibility trace, one example of which is ετ (x) = γλετ −1 (x) +1(x I τ = x) 106



(6.10)



Section 6.4. Probably Approximately Correct Learning the accumulation eligibility trace which accumulates each time a state is visited, and then fades away gradually when the state is not visited. It can be shown that iterations (6.9) and (6.10) are equivalent and both iterations converge to V π , the true value of policy π [20]. Temporal difference methods have been generalized to find the optimal policy as well. Qlearning is one instance of TD methods with λ = 0. Such methods become particularly powerful when combined with value function and policy approximation [20, 95, 131, 136]. Direct Learning using Gradient Descent Methods. The methods discussed above are model-free. However, for many problems, parameterized models are available. Some methods parameterize the policy class. Among these are “infinitesimal perturbation analysis” (IPA) [37, 58, 69] based gradient estimation or “likelihood-ratio”-type methods [50, 59, 60]. An IPA estimator may not always exist. Likelihood-ratio gradient estimation methods usually have large variance when the state space is large and hence are slow to converge. Another approach, called the actor-critic method, is to parameterize both the policy (the actor) and the value function (the critic) [85, 86]. While such methods are promising, they are inadequately understood. Thus methods have been developed that use a simulator or a “black box” to generate sample paths of the MDP to estimate the parameters. One such method is a likelihood-ratio type gradient estimation method for finding the (locally) optimal policy within a parameterized class proposed in [100, 101] for MDPs with a finite state space. This method depends on recurrence properties of the underlying process. Another algorithm with a similar philosophy is proposed in [10, 11] that does not require recurrence but imposes differentiability and regularity assumptions on the derivatives of the policies with respect to the parameters.



6.4



Probably Approximately Correct Learning We now discuss the estimation and system identification work in the machine learning and



statistics literature. The PAC Learning Framework. Simulation-based methods can be analyzed within the PAC learning model [30, 31, 66, 154, 160]. Consider a bounded real-valued measurable function f ∈ F over a set X with probability measure P. We will equip F with a pseudo-metric such as the one defined in equation (6.11) below. Unless necessary, we will ignore all measurability issues. These have been 107



Chapter 6. Introduction discussed in length in [48, 126]. The goal is to estimate or ‘learn’ f from independent samples S = {(x1 , f (x1 )), · · · , (xn , f (xn ))}. Say that F is PAC (probably approximately correct)-learnable if there is an algorithm that maps S to hn,f ∈ F such that for any  > 0, the probability that the empirical error Z |f (x) − hn,f (x)|P(dx)



err(f, hn,f ) :=



(6.11)



is greater than  goes to zero as n → ∞. (Note that hn,f is a function of S.) In other words, for n large enough the probability that the error is larger than  is smaller than some given δ > 0. To discuss what class of functions are PAC-learnable, we have to introduce some topological concepts. Let ρ be any metric on R. In particular, ρ could be the l1 metric on R, ρ(x, y) = |x − y|. Let dρ(P) denote the following pseudo-metric on F with respect to measure P, Z dρ(P) (f, g) =



ρ(f (x), g(x))P(dx).



A subset G ⊆ F is an -net for F if ∀f ∈ F, ∃g ∈ G with dρ(P) (f, g) ≤ . The size of the minimal -net is the -covering number [84], denoted N (, F, dρ(P) ). The -net can be seen as a subset of functions that can approximate any function in the set F. The covering number can be seen as a measure of the richness of the function class. The richer it is, the more approximating functions we will need for a given measure of approximation . (The survey in [39] provides a good overview of the role such topological concepts play in learning theory). Bounds on covering number are obtained in terms of various combinatorial dimensions [135, 139] which we introduce now. Let F be a set of binary-valued functions from X to {0, 1}. Say that F shatters {x1 , · · · , xn } if the set {(f (x1 ), · · · , f (xn )), f ∈ F} has cardinality 2n . The largest such n is the VC-dim (F). Intuitively, this means that the function class F can distinguish between a set of n points from the set X. An amazing result proved by Vapnik and Chervonenkis [156, 157] states that a function class is PAC-learnable if and only if its VC-dimension is finite. There are many generalizations of VC-dimension to bounded real-valued functions. The equivalent one is the -fat-shattering dimension [2, 13] but we will use a less general dimension called the P-dim. Let F be a set of real-valued functions from X to [0, 1]. Say that F P-shatters {x1 , · · · , xn } if there exists a witness vector c = (c1 , · · · , cn ) such that the set {(η(f (x1 ) − c1 ), · · · , η(f (xn ) − cn )), f ∈ F } has cardinality 2n ; η(·) is the sign function. The largest such n is the P-dim (F). For {0, 1}-valued 108



Section 6.4. Probably Approximately Correct Learning functions, the P-dim is the VC-dim of the function class.



It is known that a necessary and sufficient



condition for a bounded real-valued function class to be PAC-learnable is that it have a finite -fat shattering dimension [2, 14]. A weaker result is that if P-dimension of F is finite, it is PAC-learnable [126]. The converse is not true [49]. We now discuss other related properties of bounded real-valued function classes. The class of functions F has the uniform convergence of empirical means (UCEM) property if n



1X P {sup | f (Xi ) − EP [f (X)]| > } → 0. f ∈F n n



(6.12)



i=1



It is known that a class of bounded real-valued functions with the UCEM property is not only PAClearnable but PUAC (probably uniformly approximately correct)-learnable [158], i.e., lim Pn {sup err(f, hn,f ) > } = 0.



n→∞



(6.13)



f ∈F



Thus if the mean value of each function in a family can be determined with small error and high probability, the function itself can be accurately determined with high probability [156, 157, 158, 161]. The minimum empirical risk algorithm of [17] is one such algorithm which identifies the function with small error and high probability when the function class satisfies certain (finite covering number) conditions. While our main focus is on PAC-learnability, henceforth, we will focus on the UCEM problem since the UCEM property implies PAC-learnability. Hence, consider the UCEM problem. We will establish (6.12) when d, the P-dim of F is finite. We will provide only an outline of the argument. The whole argument involves many sophisticated ideas and can be found in [7, 66, 161]. Suppose G is a finite /2-net for F with respect to the L1 pseudo-metric (6.11). Then, it can be shown that n



Pn {sup | f ∈F



n



1X 1X f (Xi ) − EP [f (X)]| > } ≈ c · Pn {sup | g(Xi ) − EP [g(X)]| > /2} n g∈G n i=1



(6.14)



i=1



where c is some constant. The term on the RHS above can be further simplified using the union bound, and then we can use Hoeffding’s inequality to bound the tail probability, Pn {sup | g∈G



n



n



i=1



i=1



1X 1X g(Xi ) − EP [g(X)]| > /2} ≤ |G| · Pn {| g(Xi ) − EP [g(X)]| > /2} n n ≤ 2N (/2, F, dL1 (P) ) exp(−n2 /8) 109



(6.15)



Chapter 6. Introduction where |G| = N (/2, F, dL1 (P) ), the /2 covering number of F with respect to the L1 pseudo-metric.  4e d The covering number term is upper bounded by 4e where d is the P-dim of F. It can now be  log  seen easily that when d is finite, the LHS of (6.14) converges to zero for every  > 0. While we considered function ’learning’ from i.i.d. inputs above, PAC learning model has been generalized to the case when the inputs are Markovian [1, 56]. It however has not been extended to Markov decision processes and games. In the next few chapters, we will provide such an extension for various MDPs and Markov games. Empirical Process Theory. The problems of PAC learning are intimately related to empirical process theory (EPT) [127, 153]. We discuss the connection and mention some recent interesting results in this area. EPT studies the uniform behavior of a class G of measurable functions in the law of large numbers (Glivenko-Cantelli classes) [126] (as well as the central limit theorem (Donsker classes) [48]) regime. In particular, EPT studies the conditions for which n



Pr{sup | g∈G



1X g(Xi ) − EP [g(X)]| > } → 0 n



(6.16)



i=1



and the rate of convergence. Convergence results in EPT typically use concentration of measure inequalities such as those of Chernoff [36] and Hoeffding [70]. The rate of convergence of an empirical average to the expected value depends on the exponent in the upper bound of such inequalities. Thus, there has been an effort to improve the exponent [89]. It was noticed in geometric functional analysis by the mathematician Milman that when F has nice geometry (such as convexity), most of the measure is actually concentrated around the mean. Thereafter, the idea found its way into probability theory for Banach spaces [90] and ultimately led Talagrand to introduce [147] new concentration of measure inequalities for product probability spaces [148] that are significantly tighter than the Hoeffding-Chernoff type inequalitities. The setting of general product probability spaces [106, 149] instead of just i.i.d. product probability spaces [36, 70] has greatly expanded the applications [27, 28, 97, 108, 148]. These include combinatorial optimization [145], model selection [12], random graphs [76], etc. A number of methods have been developed for such inequalities starting with martingale methods [8, 106, 107], Talagrand’s induction method [147, 148], information-theoretic methods [42, 102, 104, 129], entropy methods based 110



Section 6.5. Contributions in Part II of the Dissertation on the log-Sobolev inequalities [26, 29, 88, 108]. Most of this work has focussed on product probability measures. However, many applications involve dependent processes. The Hoeffding inequality has been extended to various dependent cases [18, 57, 61, 104]. Other related papers have focussed in particular on Markov chains [102, 103, 104] and ergodic processes [117, 118]. Samson [133] has extended Talagrand’s inequalities for Markov chains and certain mixing processes using information inequalities. As is well known, the concentration of measure problem in case of a function class ultimately reduces to understanding the geometry of the function space. Recent optimal bounds on combinatorial dimensions of such spaces [109, 110, 111, 150] have provided a certain completion to the empirical process theory. Thus, the work of Talagrand [147] has led to a rich literature in this area and considerable progress in solving lots of application problems. The goal of part II of the dissertation is to extend the reach of this rich and rapidly developing theory in a new direction. We provide the beginnings of an empirical process theory for MDPs. This essentially involves considering empirical averages of iterates of functions, i.e., if f is a map from R to itself then we consider g = f t for some fixed integer t where f t denotes f ◦ · · · ◦ f , iteration being done t times. This case is not subsumed in the existing results in the empirical process theory [45]. Interestingly, we discover that the way the sample trajectories of the MDPs are obtained from computer simulation affects the rate of convergence. Thus, such a theory fills an important void in the empirical process theory [127, 153] and the stochastic control literatures [52, 53, 128]. It also underlines the importance of choosing a suitable simulation method.



6.5



Contributions in Part II of the Dissertation We now describe the problems addressed in this part of the dissertation and mention the



contributions. The question that motivated this work is the following. Given a Markov decision process with an unknown policy from a known policy class, how can we estimate its value function from computer simulation? We will now make this question more precise and explain our contribution. 111



Chapter 6. Introduction Consider an MDP with a set of policies Π. The value function assigns to each π ∈ Π its expected discounted reward V (π). We estimate V from independent samples of the discounted reward by the empirical mean, Vˆ (π). We obtain the number of samples n(, δ) (or sample complexity) needed so that the probability Pr{sup |Vˆ (π) − V (π)| > } < δ.



(6.17)



π∈Π



Our approach is broadly inspired by [66, 156, 157] and influenced by [84]. Thus, we would like to reduce the problem in equation (6.17) to understanding the geometry of Π in terms of its covering number. (If the covering number is finite, it is the minimal number of elements of a set needed to approximate any element in the set with a given accuracy.) We first relate the covering numbers of the space of stationary stochastic policies Π and the space of Markov chains P that they induce. We relate these to the space of simulation functions F that simulate the Markov chains P when the set of transition probabilities of the latter is convex. These results together yield the rate of convergence of the empirical estimate to the expected value for the discounted-reward MDPs. What makes the problem non-trivial is that obtaining empirical discounted reward from simulation involves an iteration of simulation functions. The geometry of the space of iterated simulation functions is much more complex than that of the original space. The precise statement of the result is below. Theorem 7.1. Let (X, Γ, λ) be a measurable state space. Let A be the action space and r the [0, R]valued reward function. Let Π ⊆ Π0 , the space of stationary stochastic policies, P the space of Markov chain transition probabilities induced by Π, and F the space of simulation functions of P under the simple simulation model h. Suppose that P-dim (F) ≤ d and the initial state distribution λ is such that K := max{supf ∈F ,x∈X



λf (x) λ(x) , 1}.



Let Vˆn (π) be the estimate of V (π) obtained by averaging the reward



from n samples. Then, given any , δ > 0, Pn {sup |Vˆn (π) − V (π)| > } < δ π∈Π



for n≥



32R2 4 32eR (log + 2d(log + T log K)). 2 α δ α



(6.18)



T is the /2-horizon time and α = /2(T + 1). The above result extends in a straightforward to Markov games since as far as simulation is concerned, the MDPs and Markov games are the same problem. 112



Section 6.5. Contributions in Part II of the Dissertation Theorem 8.1. Let F the space of simulation functions of P under the simple simulation model h. Suppose that P-dim (F) ≤ d and that there is a measure λ on X such that K := max{supf ∈F ,x∈X



λf (x) λ(x) , 1}.



Let Vˆi (π1 , π2 ) be the estimate of Vi (π1 , π2 ), for i = 1, 2 obtained from n samples. Then, given any , δ > 0, ! P for n ≥



32R2 α2



n



sup



max |Vˆi (π1 , π2 ) − Vi (π1 , π2 )| > 



(π1 ,π2 )∈Π1 ×Π2 i=1,2



< δ,



 log 8δ + 2d(log 32eR α + T log K) where T is the /2 horizon time and α = /2(T + 1).



The results extend when the Markov decision process is partially observable and policies are non-stationary and have memory however there are many subtleties. We provide the exact statement of the result below. Theorem 8.2. Let (X, Γ, λ) be the measurable state space, A the action space, Y the observation space, Pa (x, x0 ) the state transition function and ν(y|x) the conditional probability measure that determines the observations. Let r(x) the real-valued reward function bounded in [0, R]. Let Π be the set of stochastic policies (non-stationary and with memory in general), Pt be the set of state transition functions induced by Πt , and Ft the set of simulation functions of Pt under the simple simulation model. Suppose that P-dim (Pt ) ≤ d. Let λ and σ be probability measures on X and A respectively and λt+1 a probability measure on Zt such that K := max{supt supf t ∈F t ,z∈Zt



λf t (z) λt+1 (z) , 1},



where λf t is as defined above. Let



Vˆn (π), the estimate of V (π) obtained from n samples. Then, given any , δ > 0, and with probability at least 1 − δ, sup |Vˆn (π) − V (π)| <  π∈Π



for n ≥



32R2 α2



 log 4δ + 2dT (log 32eR α + log KT ) where T is the /2 horizon time and α = /2(T + 1).



We then consider the average reward case. This appears to be the first attempt at nonparametric uniform value estimation for the average rewards case when simulation is done with just one sample path. Ergodicity and weak mixing are exploited to obtain uniform convergence of estimates to expected values. Theorem 9.1. Suppose the Markov chains induced by π ∈ Π are stationary and ergodic. Assume there exists a Markov chain P0 with invariant measure λ0 and mixing coefficient β0 such that λπ  λ0 and the ~π are bounded by a constant K with P-dim (H) ≤ d. Denote by Vˆn (π), the estimate of V (π) 113



Chapter 6. Introduction from n samples. Then, given any , δ > 0, P0 {sup |Vˆn (π) − V (π)| > } < δ, π∈Π 2



1 1/2 for n large enough such that γ(m) + Rmβ0 (k) + τ (n) ≤  where τ (n) := ( 2R and n log δ )



 γ(m) := inf {α + 8R α>0



32eRK 32eRK log α α



d exp(−



mα2 )}, 32R2



with n = mn kn such that mn → ∞ and kn → ∞ as n → ∞. The problem of uniform convergence of the empirical average to the value function for discounted MDPs was studied in [81, 120] in a machine learning context. While [81] only considered finite state and action spaces, [120] obtains the conditions for uniform convergence in terms of the simulation model rather than the ’intrinsic’ geometric characteristics (such as covering numbers or the P-dimension) of the policy space. Thus, in part II of the dissertation we have essentially provide the beginnings of an empirical process theory for Markov decision processes. It can also be seen as an extension of the Probably Approximately Correct (PAC) learning theory to MDPs. Interestingly, we discovered that the way the sample trajectories of the MDPs are obtained from computer simulation affects the rate of convergence. Such a theory fills an important void in the empirical process theory [127, 153] and the stochastic control literatures [52, 53, 128].
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Chapter 7



Discounted reward MDPs 7.1



Preliminaries Consider an MDP M with countable state space X and action space A, transition probability



function Pa (x, x0 ), initial state distribution λ and a measurable reward function r(x) with values in [0, R]. The value function for a policy π is the expected discounted reward ∞ X V (π) = E[ γ t r(xt )], t=1



where 0 < γ < 1 is a discount factor and xt is the state at time t under policy π. For the average rewards case the value function is V (π) = E[lim inf T →∞



T 1X r(xt )]. T t=1



Let Π0 denote the space of all stationary stochastic policies {π(x, a) : a ∈ A, x ∈ X,



P



a π(x, a)



= 1}



and let Π ⊆ Π0 be the subset of policies of interest. The MDP M under a fixed stationary policy P π induces a Markov chain with transition probability function Pπ (x, x0 ) = a Pa (x, x0 )π(x, a). The initial distribution on the Markov chains is λ, and we identify Pπ with the Markov chain. Denote P := {Pπ : π ∈ Π}. We seek conditions on the policy space Π such that a simulation-based estimate Vˆ (π) converges to the value function V (π) in probability uniformly over all policies in Π. For this, as we will see in section 7.3, it is essential to understand the geometry of the space P, and hence of Π. We do this by relating the covering numbers of Π with that of P, which are then related to a space of (simulation) functions F that we define in section 7.2. 115



Chapter 7. Discounted reward MDPs Let X be an arbitrary set and λ be a probability measure on X. Given a set F of real-valued functions on X, ρ a metric on R, let dρ(λ) be the pseudo-metric on F with respect to measure λ, Z dρ(λ) (f, g) =



ρ(f (x), g(x))λ(dx).



A subset G ⊆ F is an -net for F if ∀f ∈ F, ∃g ∈ G with dρ(λ) (f, g) < . The size of the minimal -net is the -covering number, denoted N (, F, dρ(λ) ). The -capacity of F under the ρ metric is C(, F, ρ) = supλ N (, F, dρ(λ) ). Essentially, the -net can be seen as a subset of functions that can -approximate any function in the set F. The covering number is a measure of the richness of the function class. The richer it is, the more approximating functions we will need for a given measure of approximation . The capacity makes it independent of the underlying measure λ on X. (See [84] for an elegant treatment of covering numbers.) Let σ be a probability measure on A. We now define the following L1 -pseudo-metric on Π, dL1 (σ×λ) (π, π 0 ) :=



X



σ(a)



a∈A



X



λ(x)|π(x, a) − π 0 (x, a)|,



x∈X



and the total variation pseudo-metric on P, dT V (λ) (P, P 0 ) :=



X X | λ(x)(P (x, y) − P 0 (x, y))|, y∈X x∈X



Note that covering numbers of function spaces can be defined for pseudo-metrics, and a metric structure is not necessary (see [66, 84, 161]). Bounds on covering number are obtained in terms of various combinatorial dimensions1 . Thus, we first relate the covering number of P with a combinatorial dimension of Π. Recall some measures of combinatorial complexity. Let F be a set of binary-valued functions from X to {0, 1}. Say that F shatters {x1 , · · · , xn } if the set {(f (x1 ), · · · , f (xn )), f ∈ F} has cardinality 2n . The largest such n is the VC-dim(F). Intuitively, this means that the function class F can distinguish between a set of n points from the set X. Let F be a set of real-valued functions from X to [0, 1]. Say that F P-shatters {x1 , · · · , xn } if there exists a witness vector c = (c1 , · · · , cn ) such that the set {(η(f (x1 ) − c1 ), · · · , η(f (xn ) − cn )), f ∈ 1 These are different from the algebraic dimension. Examples of combinatorial dimensions are VC-dimension and P-dimension. A class of real-valued functions has infinite algebraic dimension but may have finite P-dimension. See [7, 83, 161] for more details.
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Section 7.1. Preliminaries F} has cardinality 2n ; η(·) is the sign function. The largest such n is the P-dim(F). This is a generalization of VC-dim and for {0, 1}-valued functions, the two definitions are equivalent. Other known combinatorial dimensions such as the fat-shattering dimension introduced in [2] yield both an upper and lower bound on the covering numbers but in this paper we will use the P-dim. Results using fat-shattering dimension can be established similarly. Given a policy space Π, let P denote the set of transition probabilities of the Markov chains it induces. We relate the covering numbers on the two spaces under the pseudo-metrics defined above. Lemma 7.1. Suppose P-dim(Π) = d. Suppose there is a probability measure λ on X and a probability measure σ on A such that π(x, a)/σ(a) ≤ K, ∀x ∈ X, a ∈ A, π ∈ Π. Then, for 0 <  < e/4 log2 e,  2eK d N (, P, dT V (λ) ) ≤ N (, Π/σ, dL1 (σ×λ) ) ≤ 2 Φ( )  



where Φ(x) = x log x. Proof. We first relate the dT V (λ) pseudo-metric on P with the dL1 (λ×σ) pseudo-metric on Π. Pick any π, π 0 ∈ Π and denote P = Pπ , and P 0 = Pπ0 . Then, dT V (λ) (P, P 0 ) =



X X X | λ(x) Pa (x, y)(π(x, a) − π 0 (x, a))| y



x



a



≤



XXX



≤



X



a



a



x



σ(a)



λ(x)Pa (x, y)|π(x, a) − π 0 (x, a)|



y



X



λ(x)|π(x, a) − π 0 (x, a)|/σ(a)



x



= dL1 (σ×λ) (π/σ, π 0 /σ). The second inequality above follows from the triangle inequality and the fact that the order of the sums P over y, x and a can be changed by Fubini’s theorem [63] and noting that y Pa (x, y) = 1. Thus, if Π0 /σ ⊆ Π/σ is an -net for Π/σ, {Pπ , π ∈ Π0 } is an -net for P. Further, the space Π and Π/σ have the same P-dimension, as can be easily verified. The bound on the covering number is then given by a standard result (see Theorem 4.3, [161]). We now give an example illustrating the intuition behind the concept of P-dim. It is similar in spirit to well-known results about finite-dimensional linear spaces. It shows that for an MDP with finite state and action spaces, the set of all stationary stochastic policies has finite P-dimension equal to the number of free parameters needed to represent the set of policies being considered. 117



Chapter 7. Discounted reward MDPs Example 7.1. Let X = {1, · · · , N } and A = {1, · · · , M }. Then, P-dim (Π0 ) = N (M − 1) for M > 1. Proof. Consider the set of all stochastic policies: Π0 = {π : X × A → [0, 1] |



X



π(x, a) = 1, ∀x ∈ X}.



a∈A



Let S = {(x1 , a1 ), · · · , (xN , a1 ), · · · , (x1 , aM −1 ), · · · , (xN , aM −1 )}. We can find c11 , · · · , cN M −1 such that the N (M − 1) dimensional vector ( η(π(x1 , a1 ) − c11 ), · · · , η(π(x1 , aM −1 ) − c1M −1 ), · · · .. .



.. .



· · · , η(π(xN , a1 ) − cN 1 ), · · · , η(π(xN , aM −1 ) − cN M −1 ) ) yields all possible binary vectors as π runs over Π; η(·) is the sign function. Consider the first row. Note the probabilities there together with π(x1 , aM ) sum to 1. Choose all c1j to be 1/M . Then, we can get all possible binary vectors in the first row. Since the subsequent rows are independent, we can do the same for all of them. Thus, we can get all possible binary vectors of length N (M − 1). So Π0 shatters S. However, if we add another point, say (x1 , aM ), to S, the first row will sum to 1. In this case we cannot get all the 2M possible binary vectors. Thus, the P-dimension of Π0 is N (M − 1).



7.2



The Simulation Model We estimate the value V (π) of policy π ∈ Π from independent samples of the discounted



rewards. The samples are generated by a simulation ‘engine’ h. This is a deterministic function to which we feed a “noise” sequence ω = (ω1 , ω2 , · · · ) (with ωi i.i.d. from uniform distribution over Ω = [0, 1]) and an initial state x0 (drawn from distribution λ). The engine h generates a sample trajectory with the same distribution as the Markov chain corresponding to π. The function h : X × A × Ω → X gives the next state x0 given the current state x, action taken a, and noise ωi . Several such sample trajectories are generated using i.i.d. noise sequences and initial states. Each sample trajectory thus yields an empirical total discounted reward. The estimate of V (π), Vˆ (π) is the average of the empirical total discounted reward for the various sample trajectories. 118



Section 7.2. The Simulation Model Because simulation cannot be performed indefinitely, we stop the simulation at some time T , after which the contribution to the total discounted reward falls below /2 for required estimation error bound . T is the /2-horizon time. Many simulation functions are possible. We will work with the following simple simulation model. For the rest of this paper, we consider the state space to be X = N. Definition 7.1 (Simple simulation model). The simple simulation model h for a given MDP is given by h(x, a, ω) = inf{y ∈ X : ω ∈ [Fa,x (y − 1), Fa,x (y))}, in which Fa,x (y) :=



P



y 0 ≤y



Pa (x, y 0 ) is the c.d.f. corresponding to the transition probability function



Pa (x, y). Similarly, with a slight abuse of notation, we define the simple simulation model h for the Markov chain P as h(x, P, ω) = inf{y ∈ X : ω ∈ [FP,x (y − 1), FP,x (y))} where FP,x (y) :=



P



y 0 ≤y



P (x, y 0 ), is the c.d.f. corresponding to the transition probability function



P (x, y). This is the simplest method of simulation. For example, to simulate a probability distribution on a discrete state space, we partition the unit interval so that the first subinterval has length equal to the mass on the first state, the second subinterval has length equal to the mass on the second state, and so on. Perhaps surprisingly, there are other simulation functions h0 that generate the same Markov chain, but which have a much larger complexity than h. The sample trajectory {xt } for policy π is obtained by xt+1 = fPπ (xt , ωt+1 ) = h(xt , Pπ , ωt+1 ), in which Pπ is the transition probability function of the Markov chain induced by π and ωt+1 ∈ Ω is noise. The initial state x0 is drawn according to the given initial state distribution λ. The function fPπ : X × Ω → X is called the simulation function for the Markov chain transition probability function Pπ . (The reader may note that the above definition is to ease understanding in this section. In the next section, we will redefine the domain and range of the simulation functions.) As before, P = {Pπ : π ∈ Π}. We denote by F = {fP : P ∈ P} the set of all simulation functions induced by P. 119



Chapter 7. Discounted reward MDPs To every P ∈ P, there corresponds a function f ∈ F. Observe that f ∈ F simulates P ∈ P given by P (x, y) = µ0 {ω : f (x, ω) = y}, where µ0 is the Lebesgue measure on Ω. Unless specified otherwise, F will denote the set of simulation functions for the class P under the simple simulation model. In the previous section, we related the covering numbers of policy space Π and P. However, as we shall see in the next section, the convergence properties of our estimate of the value function really depends on the covering number of F. Thus, we now show that the complexity of the space F is the same as that of P if P is convex. The result is in the same spirit as Theorem 13.9 in [44] for finite-dimensional linear vector spaces. However, the setting here is different. We provide an independent proof. Lemma 7.2. Suppose P is convex (being generated by a convex space of policies) with P-dimension d. Let F be the corresponding space of simple simulation functions induced by P. Then, P-dim (F) = d. Moreover, the algebraic dimension of P is also d. Proof. There is a one-to-one map between the space of simple simulation functions F and the space P of cdf’s F˜ corresponding to P. ( F˜ = {F˜ : F˜ (x, y) = y0 ≤y P (x, y 0 ), P ∈ P}.) F and F˜ have the ˜ same P-dimension because, for any F ∈ F, F (x, ω) > y if and only if for the corresponding F˜ ∈ F, F˜ (x, y) < ω. Thus, F˜ shatters {(x1 , y1 ), · · · , (xd , yd )} with witness vector (ω1 , · · · , ωd ) if and only if F shatters {(x1 , ω1 ), · · · , (xd , ωd )} with witness vector (y1 , · · · , yd ). So in the following discussion we treat them as the same space F. Because P has P-dimension d, there exists S = {(x1 , y1 ), · · · (xd , yd )} that is shattered by P with some witness vector c = (c1 , · · · , cd ). Consider the projection of the set P on the S coordinates: P|S = {(P (x1 , y1 ), · · · , P (xd , yd )) : P ∈ P}. The definition of shattering implies that there is a ddimensional hypercube contained in P|S with center c. Also note that P|S is convex and its algebraic dimension is d. To argue that the algebraic dimension of P cannot be d + 1, suppose that it is. Then it would contain d + 1 coordinates such that the projection of P along those coordinates contains a hypercube of dimension d + 1. Thus, P would shatter d + 1 points with the center of the hypercube being a witness vector. But that contradicts the assumption that the P-dimension of P is d . Thus for convex spaces, the algebraic dimension and P-dimension are equal. 120



Section 7.3. Discounted-reward MDPs Next, F is obtained from P by an invertible linear transformation, hence its algebraic dimension is also d. Thus, it has d coordinates S such that the projected space F|S , has algebraic dimension d. Moreover, it contains a hypercube of dimension d. Hence, its P-dimension is at least d. Since the argument is reversible starting from space F to space P, it implies P-dim (P) = P-dim (F).



It may be noted that convexity is essential to the above argument. From several examples it appears that the result is not true without convexity. But we are unable to offer a concrete counterexample.



7.3



Discounted-reward MDPs We now consider uniform value function estimation from simulation for discounted-reward



MDPs. For the rest of the paper, we redefine F to be a set of measurable functions from Y := X×Ω∞ onto itself which simulates P, the transition probabilities induced by Π under the simple simulation model. However, each function only depends on the first component of the sequence ω = (ω1 , ω2 , · · · ). Thus the results and discussion of the previous section hold. Let θ be the left-shift operator on Ω∞ , θ(ω1 , ω2 , · · · ) = (ω2 , ω3 , · · · ). For a policy π, our simulation system is (xt+1 , θω) = fPπ (xt , ω), in which xt+1 is the next state starting from xt and the simulator also outputs the shifted noise sequence θω. This definition of the simulation function is introduced to facilitate the iteration of simulation functions. Denote F := {fP : X × Ω∞ → X × Ω∞ , P ∈ P} and F 2 := {f ◦ f : Y → Y, f ∈ F} and F t its generalization to t iterations. Similarly, we redefine the reward function as r : X × Ω∞ → [0, R]. The estimation procedure is the following. Obtain n initial states x10 , · · · , xn0 drawn i.i.d. according to λ, and n noise sequences ω 1 , · · · , ω n ∈ Ω∞ drawn according to µ. Denote the samples by S = {(x10 , ω 1 ), · · · , (xn0 , ω n )}. Under the simple simulation model, fP (x, ω) := (h(x, P, ω1 ), θω) and as before, F := {fP : P ∈ P}. For a given initial state and noise sequence, the simulation function yields a reward sequence, the reward at time t given by Rt (x0 , ω) := r ◦ fP ◦ · · · ◦ fP (x0 , ω), with fP composed t times. The empirical total discounted reward for a given state sequence then is 121



Chapter 7. Discounted reward MDPs P∞



t=0 γ



tR



t (x0 , ω).



is Vˆn (π) :=



1 n



Our estimate of V (π) from n simulations, each conducted for /2-horizon time T , PT t π i i i=1 [ t=0 γ Rt (x0 , ω )].



Pn



We first present a key technical result which relates the covering number of the iterated functions F t under the ρ pseudo-metric with the covering number for F under the L1 pseudo-metric, for which bounds are known in terms of the P-dim of F. Let µ be any probability measure on Ω∞ and λ the initial distribution on X. Denote the product measure on Y by P = λ × µ, and on Y n by Pn . Define two pseudo-metrics on F. ρP (f, g) =



X



λ(x)µ{ω : f (x, ω) 6= g(x, ω)},



x



and dL1 (P) (f, g) :=



X



Z λ(x)



|f (x, ω) − g(x, ω)|dµ(ω).



x



Here, we take |f (x, ω)−g(x, ω)| to denote |x0 −x00 |+||θω −θω|| where f (x, ω) = (x0 , θω) and g(x, ω) = (x00 , θω), and || · || is the l1 -norm on Ω∞ . Recall that x0 , x00 ∈ N. Then, |f (x, ω) − g(x, ω)| = |x0 − x00 |, the usual l1 distance. Lemma 7.3. Let λ be the initial distribution on X and let λf the (one-step) distribution given by P λf (y) = x λ(x)µ{ω : f (x, ω) = (y, θω)} for f ∈ F. Suppose that λf (y) , 1}. f ∈F ,y∈X λ(y)



K := max{ sup



(7.1)



Then, ρP (f t , g t ) ≤ K t dL1 (P) (f, g) and N (, F t , ρP ) ≤ N (/K t , F, dL1 (P) ). The proof is deferred to section 7.4. The condition of the lemma essentially means that under distribution λ the change in the probability mass on any state under any policy after one transition is bounded. It should be noted that for simulation, we can choose the initial state distribution and it should be such that λ(y) > 0 for all y. Further, if λ(y) = 0, the Markov chains are such that we must have λf (y) = 0 as well, i.e., λf  λ. A particular case where this is satisfied is a set of positive recurrent Markov chains, say with same invariant distribution π. If we choose λ = π, then λf = π and the condition is trivially satisfied. 122



Section 7.3. Discounted-reward MDPs We now show that the estimate converges to the expected discounted reward uniformly over all policies in Π, and also obtain the uniform rate of convergence. Theorem 7.1. Let (X, Γ, λ) be a measurable state space. Let A be the action space and r the [0, R]valued reward function. Let Π ⊆ Π0 , the space of stationary stochastic policies, P the space of Markov chain transition probabilities induced by Π, and F the space of simulation functions of P under the simple simulation model h. Suppose that P-dim (F) ≤ d and the initial state distribution λ is such that K := max{supf ∈F ,x∈X



λf (x) λ(x) , 1}.



Let Vˆn (π) be the estimate of V (π) obtained by averaging the reward



from n samples. Then, given any , δ > 0, Pn {sup |Vˆn (π) − V (π)| > } < δ π∈Π



for n≥



4 32eR 32R2 (log + 2d(log + T log K)). 2 α δ α



(7.2)



T is the /2-horizon time and α = /2(T + 1). Proof. Fix a policy π. Let P be the induced Markov chain transition probability function simulated by the simple simulation function fP . Let Rt (x0 , ω) := r ◦ fP ◦ · · · ◦ fP (x0 , ω), with fP composed t times, be the reward at time t and denote Rt := {Rt : X × Ω∞ → [0, R], P ∈ P}. Let V T (π) be the expected P P discounted reward truncated up to T steps and Vˆn (π) = n1 ni=1 [ Tt=0 γ t Rtπ (xi0 , ω i )] its estimate from n finite time simulations. Then, |V (π) − Vˆn (π)| ≤ |V (π) − V T (π)| + |V T (π) − Vˆn (π)|,  ≤ |V T (π) − VˆnT (π)| + , 2 T n X X  1 ≤ | [Rtπ (xi0 , ω i ) − E(Rtπ )]| + . n 2 t=0



i=1



Here, the expectation is with respect to the product measure Pπt × λ × µ. We show that with high probability, each term in the sum over t is bounded by α = /2(T + 1). Note that Z



|r(f t (x, ω)) − r(g t (x, ω))|dµ(ω)dλ(x) ≤ R ·



X



λ(x)µ{ω : f t (x, ω) 6= g t (x, ω)},



x



which as in Lemma 7.3 implies that dL1 (P) (r ◦ f t , r ◦ g t ) ≤ R · ρP (f t , g t ) ≤ R · K T dL1 (P) (f, g). 123



Chapter 7. Discounted reward MDPs Applying Theorem 3 in [66] with α = /4R and ν = 2R, and using Lemma 7.3, and the inequality above, we get Pn { sup | Rt ∈Rt



  n nα2 1X Rt (xi0 , ω i ) − E(Rt )| > α} ≤ 2E[min 2N (α/16, Rt |S , dl1 )e(− 32R2 ) , 1 ] n i=1



≤ 4 sup N (α/16, Rt , dL1 (P) ) exp(− P



nα2 ) 32R2



nα2 ≤ 4C(α/16, Rt , dL1 ) exp(− ) 32R2 d  nα2 32eRK T 32eRK T exp(− ). ≤ 4 log α α 32R2 This implies the estimation error is bounded by α with probability at least 1 − δ, if the number of samples is n≥



32R2 4 32eR (log + 2d(log + T log K)). 2 α δ α



Remarks. 1. Theorem 7.1 implies that supπ∈Π |Vˆn (π) − V (π)| converges to zero in probability, hence the policy space Π is PAC-learnable. Like in [120], the theorem assumes that the P-dimension of the F space is finite. Combined with Lemma (7.2) we get the following corollary. Corollary 7.1. Under assumption (7.1) and if P is convex with P-dim (P) = d, result (7.2) of Theorem 7.1 holds. 2. Our sample complexity is of the same order in terms of δ, , T, R and d, as the results of [120], but the two results are not directly comparable due to the different assumptions made. In fact, the major challenge in obtaining the uniform rate of convergence is relating the covering numbers and P-dimensions of the policy space Π and P with the space F. This is what we accomplished in this paper and is missing in [120]. Also, unlike in [120], we do not require the simulation functions to be Lipschitz continuous. For a discrete state space, this is not a realistic assumption as the following examples show. (1) Consider the Markov chain on N such that the only transitions are from state 1 to state 2 with probability 1/2, to state 4 with probability 1/4, · · · , to state 2k with probability 1/2k , etc. Let ωlk = Pk+l−1 −i 2 , and kl = 2−(k+l) and define ω ˆ k = (ω1k − k1 /2, ω2k − k2 /2, · · · ) and ω ˇ k = (ω1k + k1 /2, ω2k + i=1 k2 /2, · · · ). Thus, with noise sequence ω ˆ k , the transition from state 1 is to state x ˆ = 2k while with noise sequence ω ˇ k , the transition from state 1 is to state x ˇ = 2k+1 . Define the metric ρ on X × Ω∞ , 124



Section 7.3. Discounted-reward MDPs ρ((x1 , ω ˆ k ), (x2 , ω ˇ k )) = |x1 − x2 | + |ˆ ω1 − ω ˇ 1 |. Then, it can be verified that ρ(f (1, ω ˆ k ), f (1, ω ˇ k )) = |ˆ x−x ˇ| + k2 ≥ 2k , ∀k, whereas Lipshitz continuity would require it be less that C2−(k+1) for some positive constant C and every k. Thus, f is not Lipschitz continuous on Ω∞ . (2) Consider the following Markov chain: State space X = N again endowed with the same metric ρ as in the above example. Transitions are deterministic: Transition from an even state n is to state 2n, and from an odd state n + 1 is to 3n. Then, ρ(f (n + 1, ω), f (n, ω)) = n and so is not Lipschitz continuous on X. These examples demonstrate that Lipschitz continuity of the simulation functions on a discrete state space is not the right assumption to make.



An Alternative Simulation Method for Finite-dimensional Convex Spaces An important special case is when the policy space is the convex hull of a finite number of policies, i.e., all policies are (random) mixtures of finitely many policies. While the previous simulation method would still work, we present an alternative simulation method that exploits the convex structure. The simulation method is the following. Suppose there are two policies πi for i = 0, 1, each inducing a Markov chain Pi with simulation function fi . Consider the mixture πw = wπ0 + (1 − w)π1 , so Pw = wP0 + (1 − w)P1 . For t steps, we have Pwt = wt P0t + wt−1 (1 − w)P0t−1 P1 + wt−1 (1 − w)P0t−2 P1 P0 + · · · + (1 − w)t P1t . Note that P0 and P1 need not commute. To obtain Vˆn (π), we first determine the rewards at time t for t = 0, · · · , T . To estimate the rewards, first draw the initial states x10 , · · · , xn0 from λ, and the noise sequences ω 1 , · · · , ω n from µ. Then carry out 2t simulations, one for each term in the sum of equation above. For example, if it · · · i1 is the binary representation of k then the contribution to reward from the kth term is determined by r ◦ fit ◦ · · · ◦ fi1 (xi0 , ω i ). The estimate of the contribution to reward from ˆ tk is the mean over the n initial state and noise sequence pairs. The estimate of the the kth term, R reward at time t is ˆ t = wt R ˆ t0 + wt−1 (1 − w)R ˆ t1 + · · · + (1 − w)t R ˆ 2t −1 R t 125



Chapter 7. Discounted reward MDPs P ˆ t . This can be generalized to a policy space which and the value function estimate Vˆn (π) is Tt=0 γ t R is a convex hull of any finite number of policies. Theorem 7.2. Let Π = conv{π0 , · · · , πd−1 }, P = conv{P0 , · · · , Pd−1 } the space of Markov chains induced by Π, and F the space of simulation functions of P under the simple simulation model. Let Vˆn (π), the estimate of V (π) obtained from n samples. Then, given any , δ > 0 Pn {sup |Vˆn (π) − V (π)| > } < δ π∈Π



for n ≥



R2 2α2



 log 1δ + T log 2d where T is the /2 horizon time and α = /2(T + 1).



Proof. Consider any π ∈ Π and the corresponding P ∈ P. Let P = P t i ai = 1. Thus, P can be written as t



P =



t −1 dX



Pd−1 i=0



ai Pi with ai ≥ 0 and



wkt Pit · · · Pi1



(7.3)



k=0



where it · · · i1 is a d-ary representation of k and the non-negative weights wkt are such that



Pdt −1 k=0



wkt = 1



and can be determined easily. To obtain Vˆn (π), we need to simulate P for T steps as before. The t-step reward is determined by the state at time t, whose distribution is given by νt = P t λ. To estimate the reward, first draw the initial states x10 , · · · , xn0 from λ, and the noise sequence ω 1 , · · · , ω n from µ. We carry out dt simulations, one for each term in the sum of (7.3). Recall that it · · · i1 is a d-ary representation of k. Thus, to determine the contribution to the empirical reward at time t due to the kth term in (7.3), the state at time t is determined by r ◦ fit ◦ · · · ◦ fi1 (xi0 , ω i ). Thus, an estimate of the expected reward at time t is ˆ t (w ) = R t



t −1 dX



wkt



k=0



! n 1X i i r ◦ fit ◦ · · · ◦ fi1 (x0 , ω ) , n



(7.4)



i=1



P ˆ t (wt (π)), where wt (π) are the a consistent estimator of EP t λ [r(x)]. Vˆn (π) is now given by Tt=0 γ t R weights determined in equation 7.3 by policy π at time t. Denote Wt := {wt (π) : π ∈ Π}. Note that EP t λ [r(x)] =



t −1 dX



  wkt EPit ···Pi1 λ [r(x)]



(7.5)



k=0



ˆ k ) is an estimator for the quantity in the where the quantity in the bracket of (7.4) (denote it by R t 126



Section 7.3. Discounted-reward MDPs bracket of (7.5). Thus,



ˆ t (wt ) − EP t λ [r(x)]| > α} Pn {sup |Vˆn (π) − V (π)| > } ≤ Pn { sup |R π∈Π



≤ ≤



wt ∈Wt ˆ k − EP ···P λ [r(x)]| dT max Pn {|R t it i1 k 2 2nα 2dT exp(− 2 ), R



> α}



where α = /2(T + 1) and the last inequality follows from Hoeffdings inequality. From the above, the sample complexity can be obtained as in the proof of Theorem 7.1.



Remarks. This alternative simulation model has the same order of sample complexity as in the earlier case, but it has greater computational complexity since for each chain, dT simulations need to be carried out. However, if several Markov chains need to be simulated, as when performing optimal policy search, the simulation is carried out only once for all the chains, because the estimates for various ˆ tk . mixtures are obtained by appropriately weighing the dt estimates, R



Also, to obtain the estimates for t ≤ T , one need not repeat the simulation for each t. Instead, the T step simulation suffices to yield the t step estimate by simply ignoring the simulation beyond t + 1. Thus, only dT simulations are needed to obtain an estimate for reward for any step t ≤ T and any P ∈ P. 127
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7.4



Proof of Lemma 7.3



Proof. Consider any f, g ∈ F and x ∈ X . Then, µ{ω : f t (x, ω) 6= g t (x, ω)} = µ{ω : f t (x, ω) 6= g t (x, ω), f t−1 (x, ω) = g t−1 (x, ω)} +µ{ω : f t (x, ω) 6= g t (x, ω), f t−1 (x, ω) 6= g t−1 (x, ω)} = µ{∪y (ω : f t (x, ω) 6= g t (x, ω), f t−1 (x, ω) = g t−1 (x, ω) = (y, θt−1 ω))} +µ{∪y (ω : f t (x, ω) 6= g t (x, ω), f t−1 (x, ω) 6= g t−1 (x, ω), f t−1 (x, ω) = (y, θt−1 ω))} ≤ µ{∪y (ω : f (y, θt−1 ω) 6= g(y, θt−1 ω), f t−1 (x, ω) = g t−1 (x, ω) = (y, θt−1 ω))} +µ{∪y (ω : f t−1 (x, ω) 6= g t−1 (x, ω), f t−1 (x, ω) = (y, θt−1 ω))} X ≤ µ{ω : f (y, θt−1 ω) 6= g(y, θt−1 ω)|f t−1 (x, ω) = (y, θt−1 ω)}µ{ω : f t−1 (x, ω) = y} y



+µ{ω : f t−1 (x, ω) 6= g t−1 (x, ω)}.



It is easy to argue that λf t−1 (y) ≤ K t−1 λ(y) where λf t−1 (y) =



P



x λ(x)µ{ω



: f t−1 (x, ω) = (y, θt−1 ω)}.



Thus, multiplying both RHS and LHS of the above sequence of inequalities and summing over x, and observing that µ{ω : f (y, θt−1 ω) 6= g(y, θt−1 ω)} = µ{ω 0 : f (y, ω 0 ) 6= g(y, ω 0 )} we get that the first part of RHS is X



λf t−1 (y)µ{ω 0 : f (y, ω 0 ) 6= g(y, ω 0 )} ≤ K t−1 ·



y



X



λ(y)µ{ω 0 : f (y, ω 0 ) 6= g(y, ω 0 )}



y



This implies that ρP (f t , g t ) ≤ K t−1 ρP (f, g) + ρP (f t−1 , g t−1 ) ≤ K t ρP (f, g). Now, X x



λ(x)µ{ω : f (x, ω) 6= g(x, ω)} ≤



X



Z λ(x)



|f (x, ω) − g(x, ω)|dµ(ω)



x



and thus ρP (f t , g t ) ≤ K t · dL1 (f, g) which proves the required assertion. 128



Section 7.5. Chapter Summary



7.5



Chapter Summary In this chapter, we have developed a simulation-based empirical process theory for discounted



reward Markov decision processes. We discussed the connection with the probably approximately correct learning theory in the introduction. We have provided the number of samples needed (sample complexity) for given accuracy  and probabilistic confidence δ when the policy is unknown, i.e., the sample complexity is uniform over all policies in the given policy space. We showed how it actually depends on the geometry of the policy space and that of the Markov chains that are induced. Interestingly, the results underline the observation that how the simulation is done to obtain the sample trajectories affects the sample complexity. We then obtained sample complexity for a particular case. Namely, when the state and action spaces are finite and the policy space is convex. Our method has constant sample complexity regardless of the number of policies for which estimates are required. The sample complexity results also provide us directly with the number of random numbers that need to be generated.
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Chapter 8



Partially Observable MDPs and Markov Games with General Policies 8.1



Markov Games The generalization of the results of chapter 7 to discounted-reward Markov games is relatively



straightforward. However, since it is of considerable interest for applications [140], we provide the details. Consider two players playing a Markov game with action spaces A1 and A2 , state space X, and transition function Pa1 ,a2 (x, y), a1 ∈ A1 , a2 ∈ A2 . We only consider stationary policy spaces Π1 and Π2 . The two reward functions r1 and r2 depend only on the state and have values in [0, R]. Denote the discounted reward functions by V1 (π1 , π2 ) and V2 (π1 , π2 ) with discount factor 0 < γ < 1. Denote the set of Markov chains induced by the policies in Π1 × Π2 by P = {Pπ1 ,π2 : (π1 , π2 ) ∈ Π1 × Π2 )} with P Pπ1 ,π2 (x, y) = a1 ,a2 Pa1 ,a2 (x, y)π1 (x, a1 )π2 (x, a2 ). We want to find a uniform sample complexity bound such that the error in estimating both V1 (π1 , π2 ) and V2 (π1 , π2 ) is within  with probability at least 1 − δ. Such estimates may be used to determine the Nash equilibria. Theorem 8.1. Let F the space of simulation functions of P under the simple simulation model h. Suppose that P-dim (F) ≤ d and that there is a measure λ on X such that K := max{supf ∈F ,x∈X



λf (x) λ(x) , 1}.



Let Vˆi (π1 , π2 ) be the estimate of Vi (π1 , π2 ), for i = 1, 2 obtained from n samples. Then, given any 131
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32R2 α2



n



max |Vˆi (π1 , π2 ) − Vi (π1 , π2 )| > 



sup



(π1 ,π2 )∈Π1 ×Π2 i=1,2



< δ,



 log 8δ + 2d(log 32eR α + T log K) where T is the /2 horizon time and α = /2(T + 1).



Proof. The proof is identical to that of Theorem 7.1, except for the observation that ! Pn sup max |Vˆi (π1 , π2 ) − Vi (π1 , π2 )| >  ≤ (π1 ,π2 )∈Π1 ×Π2 i=1,2



2 X i=1



! Pn



sup



|Vˆ1 (π1 , π2 ) − V1 (π1 , π2 )| > 



< δ.



(π1 ,π2 )∈Π1 ×Π2



Thus, we only need to make sure that both V1 and V2 are estimated with error at most  with probability at least 1 − δ/2. It is easy to argue from Lemma 7.1 that if Π1 and Π2 are convex, F and P have the same P-dim. We now relate the covering numbers of P under the total-variation pseudo-metric with the P-dimensions of space Π1 and Π2 . Lemma 8.1. Suppose Π1 , Π2 ⊆ Π0 and P as defined above with P-dim (Πi ) = di , i = 1, 2. Assume that there is a probability measure σ on A such that πi (x, a)/σ(a) ≤ K, ∀x ∈ X, a ∈ A, πi ∈ Πi , i = 1, 2. Then, for 0 < /2 < e/4 log2 e,  N (, P, dT V (λ) ) ≤ N (/2, Π1 , dL1 (λ×σ) )N (/2, Π2 , dL1 (λ×σ) ) ≤



4eK 4eK log  



d1 +d2 .



The proof proceeds by constructing /2 covers for Π1 and Π2 under the L1 metric and then the  cover for Π1 ×Π2 is obtained by taking the product of the two sets. The rest of the argument is the same as in Lemma 7.1. Thus, intuitively, taking cross-product of two spaces adds up their combinatorial dimensions. The extension to the average reward case when the induced Markov chains are stationary and ergodic follows similarly.



8.2



Partial Observability with Memoryless Policies We now consider the case when only partial observations are available. The setup is as before,



except that the policy depends on observations y ∈ Y, governed by the (conditional) probability ν(y|x) 132



Section 8.2. Partial Observability with Memoryless Policies of observing y ∈ Y when the state is x ∈ X. Let ht denote the history (y0 , a1 , y1 , · · · , at , yt ) of observations and actions up to time t. In this discussion, we shall only consider memoryless policies. Let Π denote the set of policies π = (π1 , π2 , · · · ), in which the policy πt : Y × A → [0, 1] at time t depends only on the current observation. Let Πt be the set of all πt with π ∈ Π. Each policy π ∈ Π induces a non-homogeneous Markov chain with probability transition P 0 function at time t given by Pπt (x, x0 ) = a,y Pa (x, x )πt (y, a)ν(y|x). Let Pt denote the set of all probability transition functions induced by Πt . We simulate a policy π according to the simple simulation model and obtain an estimate for its value function. We now obtain a result analogous to Lemma 7.1. The idea is the same here though there are several subtleties regarding measures. Lemma 8.2. Suppose Πt and Pt as defined above with P-dim (Πt ) = d. Assume that there is a probability measure λ on X and a probability measure σ on A such that πt (y, a)/σ(a) ≤ K, ∀y ∈ Y, a ∈ P A, π ∈ Π. Denote ρ(y) = x ν(y|x)λ(x). Then,  N (, Pt , dT V (λ) ) ≤ N (, Πt , dL1 (ρ×σ) ) ≤



2eK 2eK log  



d .



Proof. Pick any πt , πt0 ∈ Πt , and denote P = Pπt and P 0 = Pπt0 . Then, dT V (λ) (P, P 0 ) =



X



λ(x)



≤ ≤



X y



|



X



Pa (x, x0 )(πt (y, a) − πt0 (y, a))ν(y|x)|



x0 ∈X a∈A,y∈Y



x



XX y



X



λ(x)ν(y|x)



x



ρ(y)



XX a



X



σ(a)|



a



Pa (x, x0 )|πt (y, a) − πt0 (y, a)|



x0



πt (y, a) πt0 (y, a) − | σ(a) σ(a)



πt π 0 = dL1 (ρ×σ) ( , t ). σ σ The second inequality above follows by changing the order of the sums over a and x0 , noting that P P 0 x0 Pa (x, x ) = 1 and denoting ρ(y) = x ν(y|x)λ(x). The rest of the argument is the same as in Lemma 7.1. In general if Πt is convex, Pt is convex. We will denote the set of simulation functions under the simple simulation model for Pt by Ft . Suppose that P-dim (Pt ) = d, then by Lemma 7.1, P-dim (Pt ) 133



Chapter 8. Partially Observable MDPs and Markov Games with General Policies = P-dim (Ft ) = d. This implies that the sample complexity result of Theorem 7.1 for discounted-reward MDPs holds for the case when the state is partially observable and the policies are memoryless. If the policies are stationary as well, Πt = Π1 , and the Markov chain is time-homogeneous, so Pt = P1 and Ft = F1 for all t. In that case, Theorem 9.1 holds as well.



8.3



Non-stationary Policies with Memory The results extend when the policies are non-stationary however there are many subtleties



regarding the domain and range of simulation functions, and measures, and some details are different. Let Ht = {ht = (y0 , a1 , y1 , · · · , at , yt ) : as ∈ A, ys ∈ Y, 0 ≤ s ≤ t}. Let Π be the set of policies π = (π1 , π2 , · · · ), with πt : Ht × A → [0, 1] a probability measure on A conditioned on ht ∈ Ht . Let Πt denote the set of all policies πt at time t with π ∈ Π. This gives rise to a conditional state transition function Pt (x, x0 ; ht ), the probability of transition from state x to x0 given history ht up to time t. Under π, Pt (x, x0 ; ht ) =



X



Pa (x, x0 )πt (ht , a).



a



Let Pt denote the set of all Pπt induced by the policies πt with π ∈ Π. Then, defining the usual dT V (λ) metric on Pt and the usual L1 metric on Πt , we get the next result. Lemma 8.3. Suppose Πt and Pt are as defined above with P-dim (Πt ) = d. Assume λ and ρ are probability measures on X and Ht respectively, and σ a probability measure on A such that πt (ht , a)/σ(a) ≤ K, ∀ht ∈ Ht , a ∈ A, πt ∈ Πt . Then, for 0 <  < e/4 log2 e,  N (, Pt , dT V (λ×ρ) ) ≤ N (, Πt , dL1 (σ×ρ) ) ≤



2eK 2eK log  



d .



Let Ft be the set of simulation functions of Pt under the simple simulation model. Thus, an ft ∈ Ft for t ≥ 2 is defined on ft : X × Ht−1 × Ω∞ → X × Ht × Ω∞ while f1 ∈ F1 shall be defined on f1 : X × Ω∞ → X × H1 × Ω∞ . This is because at time t = 1, there is no history, and the state transition only depends on the initial state and the noise. For t > 1, the state transition depends on the history as well. Further, the function definitions have to be such that the composition ft ◦ ft−1 ◦ · · · ◦ f1 is well-defined. It is straightforward to verify that Lemma 7.1 extends. 134



Section 8.3. Non-stationary Policies with Memory Lemma 8.4. Suppose P is convex (being generated by a convex space of policies Π). Let P-dim (Pt ) = d. Let Ft be the corresponding space of simple simulation functions induced by Pt . Then, P-dim (Ft ) = d. By F t we shall denote the set of functions f t = ft ◦ · · · ◦ f1 where fs ∈ Fs and they arise from a common policy π. Note that f t : X × Ω∞ → Zt × Ω∞ where Zt = X × Ht . We shall consider the following pseudo-metric on Ft with respect to a measure λt on Zt−1 for t ≥ 2 and measure σ on Ω∞ , ρt (ft , gt ) :=



X



λt (z)σ{ω : ft (z, ω) 6= gt (z, ω)}.



z∈Zt−1



We shall take ρ1 as the pseudo-metric on F t w.r.t the product measure λ × σ. Let λf t (z) :=



X



λ(x)σ{ω : f t (x, ω) = (z, θt ω)}



z∈Zt



be a probability measure on Zt . We now state the extension of the technical lemma needed for the main theorem of this section. Lemma 8.5. Let λ be a probability measure on X and λf t be the probability measure on Zt as defined above. Suppose that P-dim (Ft ) ≤ d and there exists probability measures λt on Zt such that K := max{supt supf t ∈F t ,z∈Zt



λf t (z) λt+1 (z) , 1}.



Then, for 1 ≤ t ≤ T ,



  N (, F , ρ1 ) ≤ N ( , Ft , ρt ) · · · N ( , F1 , ρ1 ) ≤ Kt Kt t







2eKt 2eKt log  



dt .



The proof can be found in section 8.4. We now obtain our sample complexity result. Theorem 8.2. Let (X, Γ, λ) be the measurable state space, A the action space, Y the observation space, Pa (x, x0 ) the state transition function and ν(y|x) the conditional probability measure that determines the observations. Let r(x) the real-valued reward function bounded in [0, R]. Let Π be the set of stochastic policies (non-stationary and with memory in general), Pt be the set of state transition functions induced by Πt , and Ft the set of simulation functions of Pt under the simple simulation model. Suppose that P-dim (Pt ) ≤ d. Let λ and σ be probability measures on X and A respectively and λt+1 a probability measure on Zt such that K := max{supt supf t ∈F t ,z∈Zt



λf t (z) λt+1 (z) , 1},



where λf t is as defined above. Let



Vˆn (π), the estimate of V (π) obtained from n samples. Then, given any , δ > 0, and with probability at least 1 − δ, sup |Vˆn (π) − V (π)| <  π∈Π



for n ≥



32R2 α2



 log 4δ + 2dT (log 32eR α + log KT ) where T is the /2 horizon time and α = /2(T + 1). 135
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8.4



Proof of Lemma 8.5 The proof of Lemma 8.5 is similar to the proof of Lemma 7.3 but the details are somewhat



more involved. Proof. Consider any f t , g t ∈ F t and x ∈ X . Then, µ{ω : f t (x, ω) 6= g t (x, ω)} = µ{ω : f t (x, ω) 6= g t (x, ω), f t−1 (x, ω) = g t−1 (x, ω)} +µ{ω : f t (x, ω) 6= g t (x, ω), f t−1 (x, ω) 6= g t−1 (x, ω)} = µ{∪z∈Zt−1 (ω : f t (x, ω) 6= g t (x, ω), f t−1 (x, ω) = g t−1 (x, ω) = (z, θt−1 ω))} +µ{∪z∈Zt−1 (ω : f t (x, ω) 6= g t (x, ω), f t−1 (x, ω) 6= g t−1 (x, ω), f t−1 (x, ω) = (z, θt−1 ω))} ≤ µ{∪z∈Zt−1 (ω : f t (x, ω) 6= g t (x, ω), f t−1 (x, ω) = g t−1 (x, ω) = (z, θt−1 ω))} +µ{∪z∈Zt−1 (ω : f t−1 (x, ω) 6= g t−1 (x, ω), f t−1 (x, ω) = (z, θt−1 ω))} X ≤ µ{ω : ft (z, θt−1 ω) 6= gt (z, θt−1 ω)|f t−1 (x, ω) = (z, θt−1 ω)}µ{ω : f t−1 (x, ω) = (z, θt−1 ω)} z∈Zt−1



+µ{ω : f t−1 (x, ω) 6= g t−1 (x, ω)}.



Multiplying both RHS and LHS of the above sequence of inequalities and summing over x, and observing again that µ{ω : ft (z, θt−1 ω) 6= gt (z, θt−1 ω)} = µ{ω 0 : ft (z, ω 0 ) 6= gt (z, ω 0 )} we get that the first part of RHS is X



λf t−1 (z)µ{ω 0 : ft (z, ω 0 ) 6= gt (z, ω 0 )} ≤ K ·



z∈Zt−1



X



λt (z)µ{ω 0 : ft (z, ω 0 ) 6= gt (z, ω 0 )}.



z∈Zt−1



This by induction implies ρ1 (f t , g t ) ≤ K(ρt (ft , gt ) + · · · + ρ1 (f1 , g1 )), which implies the first inequality. For the second inequality, note that the ρ pseudo-metric and the L1 pseudo-metric are related thus X z



λt (z)µ{ω : ft (z, ω) 6= gt (z, ω)} ≤



X z
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Z λt (z)



|ft (z, ω) − gt (z, ω)|dµ(ω).



Section 8.5. Chapter Summary which relates their covering numbers. And the covering number under the L1 pseudo-metric can be bounded in terms of the P-dim of appropriate spaces.



8.5



Chapter Summary In this chapter, we have extended the results of the discounted reward Markov decision pro-



cesses that we obtained in the previous chapter. The extension to Markov games is straightforward. Remarkably, the sample complexity is the same as for MDPs. This is interesting because the problem of computing Nash equilibria is far harder than the problem of finding the optimal policy for MDPs. In fact, computing Nash equilibria of stochastic dynamic games is an unsolved problem. We then considered partially observable MDPs. There are several subtleties involved in extension. We provided the sample complexity needed for uniform estimation over a policy space and showed that extra complexity cost due to partial observability is only a factor of log log 1 times more. This again is noteworthy since the problem of finding the optimal policy in partially observed MDPs is far harder than in completely observed systems.
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Chapter 9



Average reward MDPs 9.1



Simulation of average-reward MDPs Some MDP problems use the average-reward criterion. However, there are no known results



in the literature on simulation-based uniform estimates of value functions of average-reward MDPs. We present such a result in this section. Unlike the discounted-reward case, where we simulated several different sample paths, starting with different initial states, here the estimate is obtained from only one sample path. This is possible only when the policies we consider are such that the Markov chains are stationary, ergodic and weakly mixing. (The conditions under which a policy induces a stationary, ergodic Markov chain can be found in chapter 5 of [21].) Let λπ denote the invariant measure of the Markov chain {Xk }∞ k=0 with transition probability function Pπ , and Λ the set of all such invariant measures. Let P denote the probability measure for the process. We assume that there is a Markov chain P0 with invariant measure (steady state distribution) λ0 such that λπ  λ0 , i.e., λπ is absolutely continuous w.r.t. λ0 meaning that λπ (A) = 0 if λ0 (A) = 0 for any measurable set A [63]. We call such a chain a reference Markov chain. Let ~π (x) := λπ (x)/λ0 (x) be the Radon-Nikodym derivative and assume that it is uniformly bounded, ~π (x) ≤ K for all x and π. Let H be the set of all such Radon-Nikodym derivatives. Our simulation methodology is to generate a sequence {xk }nk=1 according to P0 . We then multiply r(xt ) by ~π (xt ) to obtain the tth-step reward for the Markov chain induced by policy π. The 139



Chapter 9. Average reward MDPs estimate of the value function is then obtained by taking an empirical average of the rewards, i.e., n



1X r˜π (xt ), Vˆn (π) = n t=1



in which r˜π (x) := rπ (x)~π (x). Let R = {˜ rπ : π ∈ Π}. This approach is useful when the stationary distributions of the Markov chains are not known exactly but the derivative ~π (x) is. Furthermore, in some problems such as when the state space is multidimensional or complex, it may not be possible to integrate the reward function with respect to the stationary measure. In such cases, Monte Carlo type methods such as importance sampling are useful for estimating integrals. The method proposed here falls in such a category and we present a uniform rate of convergence result for it.



9.2



Learning for β-mixing processes We first state some definitions and results needed in the proof below. Let {Xn }∞ n=−∞ be a



∞ process on the measurable space (X∞ −∞ , S−∞ ). Consider a stationary, ergodic process with measure P. ¯ = Q∞ P , the product measure under which the process Let P be the one-dimensional marginal, and P −∞



is i.i.d. Let P0−∞ and P∞ 1 be the semi-infinite marginals of P. Define the β-mixing coefficients β(k) [47, 123] as 0 ∞ sup{|P(A) − P0−∞ × P∞ 1 (A)| : A ∈ σ(X−∞ , Xk )}.



If β(k) → 0 as k → ∞, the process is said to be β-mixing (or weakly mixing). From the definition of the β-mixing coefficients we get ¯ Fact 9.1 ([118, 166]). If A ∈ σ(X0 , Xk , · · · , X(m−1)k ), |P(A) − P(A)| ≤ mβ(k). We assume that the Markov chain P0 is β-mixing with mixing coefficients β0 . We also need the following generalization of Hoeffding’s bound. Fact 9.2 (Azuma-McDiarmid inequality [8, 106]). Let X1 , · · · , Xn be i.i.d. drawn according to P and g : X n → R. Suppose g has bounded differences, i.e., |g(x1 , · · · , xi , · · · , xn ) − g(x1 , · · · , x0i , · · · , xn )| ≤ ci . Then, ∀τ > 0, 2τ 2 P n {g(X n ) − Eg(X n ) ≥ τ } ≤ exp(− Pn



2 ). i=1 ci
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Section 9.2. Learning for β-mixing processes We now show that the estimation procedure enunciated above for the average reward case produces estimates Vˆ (π) that converge uniformly over all policies to the true value V (π). Moreover, we can obtain the rate of convergence, whose explicit form depends on the specific problem. Theorem 9.1. Suppose the Markov chains induced by π ∈ Π are stationary and ergodic. Assume there exists a Markov chain P0 with invariant measure λ0 and mixing coefficient β0 such that λπ  λ0 and the ~π are bounded by a constant K with P-dim (H) ≤ d. Denote by Vˆn (π), the estimate of V (π) from n samples. Then, given any , δ > 0, P0 {sup |Vˆn (π) − V (π)| > } < δ, π∈Π 2



1 1/2 and for n large enough such that γ(m) + Rmβ0 (k) + τ (n) ≤  where τ (n) := ( 2R n log δ )



 γ(m) := inf {α + 8R α>0



32eRK 32eRK log α α



d exp(−



mα2 )}, 32R2



with n = mn kn such that mn → ∞ and kn → ∞ as n → ∞. Proof. The idea of the proof is to use the β-mixing property and reduce the problem to one with i.i.d. samples. We then use techniques similar to those used in the proof of Theorem 7.1. The problem of iteration of simulation functions does not occur in this case which makes the proof easier. Let x1 , x2 , · · · , xn be the state sequence generated according to P0 which can be done using the simple simulation model. Note that E0 [r(x)~π (x)] = Eλπ [r(x)], in which Eλπ and E0 denote expectation taken with respect to the stationary measures λπ and λ0 P ˆ n [˜ respectively. Denote E rπ ; xn ] := n1 nt=1 r˜π (xt ) and observe that ˆ n [˜ E0 [sup |E rπ ; xn ] − E0 [˜ rπ (x)]|]



(1)



≤



π∈Π



k−1 m−1 1 X 1X E0 [sup | r˜π (xlk+j ) − E0 [˜ rπ (x)]|] k π∈Π m j=0



(2)



≤



l=0



m−1 1 X α + RP0 {sup | r˜π (xlk ) − E0 [˜ rπ (x)]| > α} π∈Π m l=0



(3)



≤



α + Rmβ0 (k) ¯ 0 {sup | +RP π∈Π
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m−1 1 X r˜π (xlk ) − E0 [˜ rπ (x)]| > α}, m l=0



Chapter 9. Average reward MDPs ¯ 0 is the i.i.d. product measure corresponding to P0 . in which E0 is expectation with respect to P0 and P Inequality (1) follows by triangle inequality, (2) by stationarity and the fact that the reward function is bounded by R, and (3) by definition of the β-mixing coefficients. Claim 9.1. Suppose ~π (x) ≤ K for all x and π and that P-dim (H) ≤ d. Then, ∀α > 0  C(α, R, dL1 ) ≤ 2



2eRK 2eRK log α α



d .



Proof. Let λ0 be a probability measure on X. Observe that for r˜1 , r˜2 ∈ R, dL1 (λ0 ) (˜ r1 , r˜2 ) =



X



|˜ r1 (x) − r˜2 (x)|λ0 (x)



x



≤ R·



X



|~1 (x) − ~2 (x)|λ0 (x)



x



= R · dL1 (λ0 ) (~1 , ~2 ). As argued for similar results earlier in the paper, this implies the desired conclusion.



From Theorem 5.7 in [161], we then get ¯ 0 {sup | 1 P π∈Π m



m−1 X



r˜π (xlk ) − E0 [˜ rπ (x)]| > α} ≤ 4C(α/16, R, dL1 ) exp(−



l=0



≤ 8(



mα2 ) 32R2



32eRK 32eRK d mα2 log ) exp(− ). α α 32R2



Substituting above, we get ˆ n [˜ E0 [sup |E rπ ; xn ] − E0 [˜ rπ (x)]|] ≤ γ(m) + Rmβ0 (k). π∈Π



Now, defining g(xn ) as the argument of E0 above and using the McDiarmid-Azuma inequality with ci = R/n, we obtain that ˆ n [˜ P0 {sup |E rπ ; xn ] − E0 [˜ rπ (x)]| ≥ γ(m) + Rmβ0 (k) + τ (n)} < δ π∈Π



where δ = exp(−2nτ 2 (n)/R2 ) and hence the desired result. Note that by assumption of the mixing property, β0 (kn ) → 0, and for fixed  and δ, γ(mn ), τ (n) → 0 as n → ∞. The sample complexity result is implicit here since given functions γ, β0 and τ , we can determine n, mn and kn such that n = mn kn , mn → ∞, kn → ∞ and γ(mn ) + Rmn β0 (kn ) + τ ≤  142



Section 9.3. α and Φ-mixing processes for given  and δ. The existence of mn and kn sequences such that mn β(kn ) → 0 is guaranteed by Lemma 3.1 in [161]. This implies δ → 0 as n → ∞ and thus the policy space Π is PAC-learnable under the hypothesis of the Theorem. One of the assumptions is that for policy π, the derivative ~π is bounded by K. This essentially means that all the Markov chains are close to the reference Markov chain in the sense that the probability mass on any state does not differ by more than a multiplicative factor of K from that of P0 . The assumption that H has finite P-dimension is less natural but essential to the argument.



9.3



α and Φ-mixing processes In the previous section, we used β-mixing as a measure of dependence in a stochastic process.



However, there are other notions as well. We discuss the two most commonly used notions apart from β-mixing [47]. ∞ ∞ Let {Xn }∞ n=−∞ be a process on the measurable space (X−∞ , S−∞ ). Consider a stationary,



ergodic process with measure P. The α-mixing coefficient of the process is defined as α(k) := sup{|P(A ∩ B) − P(A) · P(B)| : A ∈ Σ0−∞ , B ∈ Σ∞ k } where Σk−∞ is the σ-algebra generated by the coordinate random variables Xi , i ≤ k and Σ∞ k is the σ-algebra generated by the coordinate random variables Xi , i ≥ k. The φ-mixing coefficient of the stochastic process is defined as φ(k) = sup{|P(B|A) − P(B)| : A ∈ Σ0−∞ , B ∈ Σ∞ k } where P(B|A) denotes the conditional probability of B given A. It is well-known that the three coefficients of mixing are related in the following way α(k) ≤ β(k) ≤ φ(k), ∀k ≥ 1. Thus, a φ-mixing process is β-mixing as well. The α-mixing is the weakest form of mixing (even though sometimes it is called ‘strong’ mixing). Thus, the results of the previous section hold for φ-mixing processes. However, the learning for a class of α-mixing processes is still open. It is however argued that the α-mixing assumption is too strong for learning problems while φ-mixing is not natural enough [80, 161]. 143
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9.4



Using Talagrand’s inequality In the work in this part, we have so far used classical concentration of measure inequalities



such as Hoeffdings’s inequality and its generalization, the Azuma-McDiarmid inequality. However, in many problems these inequalities fail to hold. For such problems various other inequalities have been developed such as those of Talagrand [147, 148, 149]. We give one version of Talagrand’s inequality [108]. Theorem 9.2 (Talagrand). Let X1 , · · · , Xn be i.i.d. random variables in some measurable space (X, S). Let F be a countable family of real-valued functions on X such that ||f ||∞ ≤ b < ∞, ∀f ∈ F. P P Let Z = supf ∈F | ni=1 f (Xi )| and v = E[supf ∈F ni=1 f 2 (Xi )]. Then, √ P(Z ≥ E[Z] + c1 vx + c2 bx) ≤ Ke−x ,



∀x > 0.



The sample complexity results for both discounted and average reward MDPs can be improved using such inequalities. However, we leave this as part of future work.



9.5



Chapter Summary The uniform estimation of value function of average-reward MDPs is a hard problem. There



are lots of applications where such a result would be useful. However, there are no known solutions in the literature. The result we presented in this chapter appears to be the first such result. However, we have had to make several assumptions some of which do not appear to be very natural. Thus, a weakening of such assumptions is desirable and part of future work.



144



Chapter 10



Conclusions and Future Work We have considered simulation-based value function estimation methods for Markov decision processes (MDP). Uniform sample complexity results are presented for the discounted reward case. The combinatorial complexity of the space of simulation functions under the proposed simple simulation model is shown to be the same as that of the underlying space of induced Markov chains when the latter is convex. Using ergodicity and weak mixing leads to similar uniform sample complexity result for the average reward case, when a reference Markov chain exists. Extension of the results are obtained when the MDP is partially observable with stationary memoryless policies, and also for non-stationary policies with memory. Similar complexity results are obtained for Markov games. In particular, we observed that the extra computational cost of partial observability as far as uniform estimation is concerned is very little. This is in variance with results for optimal policy search. Our results can be seen as a theory of PAC (probably approximately correct) learning for partially observable Markov decision processes (POMDPs) and games. PAC theory is related to the system identification problem. We have provided sufficient conditions for PAC-learnability of MDPs. It will be interesting to consider weakening those conditions and if possible, obtain necessary and sufficient conditions. This is part of future work. The results of this paper can also be seen as the first steps towards developing an empirical process theory for Markov decision processes. Such a theory would go a long way in establishing a theoretical foundation for computer simulation of complex engineering systems. 145



Chapter 10. Conclusions and Future Work We used Hoeffding’s inequality in obtaining the rate of convergence for discounted-reward MDPs and the McDiarmid-Azuma inequality for the average-reward MDPs, though more sophisticated and tighter inequalities of Talagrand [27, 148] can be used as well. This would yield better results and is part of future work. Obtaining value function estimates with uniform sample complexity bounds can be a step towards finding the optimal policy. How such estimates will be used to find the optimal policy is an open problem for future work.
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