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Tumor segmentation of MRI Brain image is still a challenging problem. The main aim of this work is to analyze the performance of Artificial Bee Colony algorithm (ABC) for MRI Brain Image Segmentation and to extract tumor region from the MRI image. The method first employed a discrete wavelet transform (DWT) to extract approximation image, and then Gradient filter is applied to reduce the noise and it will highlight the regions with step intensity variations such as edges. Filtered image and the gradient image are normalized. Improved two-dimensional gray entropy is defined to serve as the fitness function of ABC algorithm. Using the optimal threshold values of filtered image and gradient image pixels are whitened. The filtered image is segmented with the optimal threshold to get the final segmented image. The performance analysis is done. We got segmentation accuracy 99.3%, sensitivity 99.7% and specificity 88.3%.
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1. Introduction Brain is the kernel part of the body. Brain has a very complex structure. Brain is hidden from direct view by the protective skull. Brain tumor is the abnormal growth of the cells in the brain. Tumors can directly destroy all healthy brain cells. The cells in the brain are tightly bounded. So the normal laboratory tests will be inefficient to analyze the chemistry of brain. Magnetic Resonance Imaging (MRI) and Computed Tomography (CT) imaging are the two imaging techniques that allow the doctors and researchers to critically watch the brain. MRI is helpful for radiologist to visualize the internal structure of the body. MRI helps to diagnose the brain tumor. Segmentation is the process dividing an image into regions with similar properties such as gray level, color, texture, brightness, and contrast. Image segmentation is essential in the case of MRI images so as to determine the tumor cells from other brain cells. MRI image segmentation is classified into two categories. Segmentation based on texture and segmentation based on grey levels. The first method divides an image into several homogeneous regions with respect to specific textures. But it is often difficult to determine an exact discrimination for a texture field as well as the number of segmentation areas, especially when the image contains similar texture fields. The second method divides an image into several regions by some thresholds. Hence, an issue of segmentation in this case is a threshold estimation problem. There are five classes of widely used estimation methods namely,
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image statistic methods, between class variance methods, entropy methods, moment preserving methods and quad tree methods. This paper works on the concept of segmentation based on grey levels. It proposes a new entropy method for MRI images. The segmentation is done using ABC algorithm and the method is used to search the value in continuous gray scale interval. The global threshold is searched using the ABC algorithm [5]. This algorithm is successfully applied to complex function optimization, robot path planning, parameter identification, job-shop scheduling, etc.



1.1 ABC Algorithm An artificial bee colony consists of employed bees, onlookers and scouts. A bee waiting on the dance area to obtain the information about food sources is called an onlooker, a bee going to the food source is named as an employed bee, and a bee carrying out random search is called a scout. The possible solution of the optimization problem is to be denoted as the position of a food source, and the nectar amount of a food source represents the quality of the associated solution. Initially, a randomly distributed population is generated. For each food source, there is only one employed bee. So the number of employed bee is equal to the number of food sources. Thereafter, the solutions will be updated repeatedly with the following cycles until the maximum iteration is reached or stop conditions are satisfied. Each employed bee always remembers its previous best position, and produces a new position within its neighborhood in its memory. The employed bee updates its food source using the greedy criterion. In other words, when the new food source is better, the old food source position is updated with the new one. After all employed bees finish their search process, they share the information about the direction and distance to food sources and the nectar amounts with onlookers via a so-called waggle dance in the dancing area. By the observation on the waggle dance, each onlooker chooses a food source depending on the probability value again just as it works in the employed bees. If a position cannot be improved after a predetermined number of cycles, the position should be abandoned; meanwhile, the corresponding employed bee becomes a scout. The abandoned position will be replaced with a new randomly generated food source.



1.2 Organization of the Paper Rest of the paper is organized as follows. In the section 2 related works of the Artificial Bee Colony is discussed. Section 3 includes Implementation steps and their techniques. Section 4 contains the experimental results and Performance analysis and section 5 and 6 is the conclusion and future scope.



2. Related Work Karaboga.D et.al [6] proposed a Differential Evolutionary (DE) algorithm. DE algorithm which are capable of finding near-optimal solutions to the numerical real-valued test problems. It does not produce optimal solutions within a reasonable computation time. The DE algorithm has been proposed to overcome the main disadvantage of poor local search ability of genetic algorithm (GA).The performance of ABC algorithm is very good in terms of the local and the global optimization due to the selection schemes employed and the neighbor production mechanism used. Jianhui et.al [7] applied the Artificial Bee Colony (ABC) algorithm into the SAR image segmentation. In this method, threshold estimation is regarded as a search procedure that searches for an appropriate value in a continuous gray scale interval. Synthetic Aperture Radar(SAR) image is containing serious speckle noise which inevitably deteriorates the performance of segmentation. The contribution of this paper is to demonstrate and confirm the feasibility of ABC-based image segmentation, and offers a new option to the conventional methods with the merit of simplicity and efficiency. F.van den et.al [3] proposed a Particle Swarm Optimization (PSO) algorithm. Optimization is a technique used to seek values for a set of parameters that maximize or minimize objective functions subject to certain constraints. In [10] R.Rardin used a Artificial Bee Colony algorithm. It is a novel optimization algorithm inspired by the natural behavior of honey bees in their search process for the best food sources. Better feasible solution can be obtained by using optimization technique. Feasible solutions with objective function values as good as the values of any other feasible solutions are called optimal solutions. Haiyan zhao et.al [5] proposed a Hybrid swarm intelligent approach. The main idea of Nisha.K, IJRIT
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this approach is to obtain the parallel computation merit of GA and the speed and self improvement merits of ABC by sharing information between GA population and bee colony. To exam the proposed method it is applied to four benchmark functions for different dimensions. In [8] Mehran et.al proposed a Ant Colony Optimization algorithm. It is one of the most important initial steps in brain magnetic resonance image processing, which has a great influence on the quality of outcomes of subsequent steps. In the past few decades, typically they perform well only on a specific subset of images, do not generalize well to other image sets, and have poor computational performance. In [11] L S S Reddy et.al proposed a entropic threshold based on Grey Level Spatial Correlation (GLSC) Histogram. An improved GLSC Histogram, computed with varying similarity measure by considering local and global characteristics, because the probability error is minimized by redistributing the missing probability amount in floating precisions. In [2] Dervis et.al used ABC algorithm which is used for optimizing multivariable functions. The results produced by ABC, Genetic Algorithm (GA), Particle Swarm Algorithm (PSO) and Particle Swarm Inspired Evolutionary Algorithm (PS-EA) have been compared. The results showed that ABC gives better performance than other algorithms. In [12] Wei HE et.al proposed a 3-D Otsu threshold. This method is useful for the image segmentation. The method not only retains the traditional 2-D Otsu methods advantages, but also makes full use of the fuzzy information of the image-fuzzy median value, which with gray value and gray mean value constitute a 3-D feature vector. Based on the complementation, competition and redundancy of all information, this algorithm improves the accuracy of segmentation. In [9] Neha et.al proposed the text localization algorithm. This algorithm is designed to locate text in different kinds of images and eliminates the need to devise separate method for various kinds of images. Firstly, the color image is converted into grayscale image. After that, Haar Discrete Wavelet Transform (DWT) is employed. DWT decompose image into four sub image coefficients. In [13] Liang Gao et. al proposed a HBMO algorithm, which is a very important function in the modern manufacturing system. It introduces evolutionary algorithm which can obtain a good process plan with minimal global machining cost in reasonable time. Hence it is found that ABC algorithm gives better performance for image segmentation; an attempt is made to use the ABC algorithm for MRI image segmentation.



3. Method and Implementation The framework of this work is illustrated in Fig 1. The original image is decomposed by discrete wavelet transform. Three levels of decompositions are performed. Each level containing approximation image, horizontal image, vertical image and diagonal image. The ‘approximation’ image is obtained by vertical and horizontal level low pass filtering. Approximation image is reconstructed with some low frequency coefficients. Then, perform a noise reduction to the approximation image to get a filtered image. At the same time, a gradient image is reconstructed with some high-frequency coefficients. The detail image is obtained by vertical and horizontal level high pass filtering. Gradient image contains edge and texture information. The filtered image and the gradient images are normalized. A 256x256 filtered gradient cooccurrence matrix is constructed to get the improved two-dimensional gray entropy. This two dimensional gray entropy is treated as the fitness function of ABC algorithm. Control parameters are set including the population size; limit times for abandonment, maximum number of iterations and so on. By the cooperation and information sharing of multiple cycles of employed bees, onlooker and scouts the best bee gradually approaches to the optimal threshold and at the same time the gray numbers are whitened. Filtered image is segmented with the optimal threshold to get the final image.



3.1 Input Image Input image is the MRI image of the brain with tumor showing the interior part of the brain. It will be the gray scale image and size is set as 992X1000.



3.2 Decomposition The image is divided into several sub bands by using daubechies Wavelet. At first level decomposition image is divided into four sub bands namely LL,LH,HL,HH. LL defines the both vertical and horizontal level low pass filtering. LH defines the vertical level high pass and horizontal level low pass filtering. HL defines vertical level low pass and horizontal level high pass filtering. HH defines both vertical level and horizontal level high pass filtering is performed. LL band gives the approximation image. Decompose the Nisha.K, IJRIT
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low level information using low pass filter, similarly high pass filter is used to decompose the high level data[1]. Similarly second and third level decompositions are performed using the previous level result of the approximation part.



3.3 Approximation image The input of the approximation image is the result of the third level DWT image. Set the hard threshold value to find the approximation result. Obviously this step further reduces the noise to get the filtered image.



3.4 Filtering A diagonal edge is neither horizontal nor vertical [5]. It will cause a partial response to both the horizontal and vertical edge detectors. Gradient filter is used to get the gradient image. This filter will highlight regions with step intensity variations such as edges.



Input Image



Apply DWT



Approximation Image



Gradient Image



Filtered Image



Normalization



Co-Occurrence Matrix



Gray Entropy Calculation



ABC Algorithm



Segmented Image Fig. 1 Flow diagram of brain tumor segmentation
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3.5 Normalization The filtered image and the gradient image is normalized using the following formula I(m, n) = round(abs(I(m, n)/max(I(m, n)) ∗ (L − 1))



(1)



G(m, n) = round(abs(G(m, n)/max(G(m, n)) ∗ (L′ − 1)) 



(2)



Max (I(m, n)) and max(G(m, n)) corresponds to the maximum value in filter image and gradient image. m, n is the number of rows and number of columns, L is the maximum intensity level, max(I(m, n)) and max(G(m, n)) corresponds to the maximum value in filter image and gradient image. L = L' = 256 stands for the number of the gray scales in the two normalized images.



3.6 Two Dimensional Gray Entropy L×L’ filtered-gradient co-occurrence matrix C= [cij] L×L’, where cij stands for the number of pixel pairs satisfying I(m, n) = i and G(m, n) = j. So, pij that denotes the probability of cij in the matrix can be computed by



P ∑



 !" ∑ !"  # $ #$ 



(3)



Where Cij stands for the number of pixel pairs satisfying filtered image and the gradient image. Pij denotes the probability of Cij in the matrix i can be computed by using the above formula. Let (s, t) be a pair of thresholds, where s is a threshold of I and t is a threshold of G, then (s, t) will divide the matrix C into four quadrants, i.e. Q1, Q2, Q3 and Q4, Suppose that Q1 and Q4 denote objects and backgrounds respectively that is, there are some dark objects in bright surroundings. Then either in Q1 or Q4 the gray scale values of most pixel are similar or even the same, while gradient values are very small.Q2 stands for edge and texture in object regions, and Q3 stands for edge end texture in background regions. Gray entropy method is used to find the optimal threshold value. Entropy is a statistical measure of randomness that can be used to characterize the texture of the input image. Entropy is defined as E= -sum (p.*log2(p))



(4)



p denotes the probability value[4]. Using the entropy value, object and background regions are segmented. Here object is denoted as a tumor. Two dimensional gray entropy methods are used to find the optimal value. The entropy value is the input of the ABC algorithm.



3.7 ABC algorithm steps 



The ABC algorithm generates randomly an initial population of NP solutions. The population can be represents X = {xi|i = 1, 2, . . ., n}, where n denotes the population size xi is the ith bee.



 



Calculate the fitness fi of each employed bee xi, and record the maximum nectar amount as well as the corresponding food source. Each employed bee produces a new solution vi in the neighbourhood of the solution in its memory by Vi = Xi+(Xi -Xk) *Ø



(5)



where k is an integer near to i, k≠i, then Ø is a random real number in [−1, 1].
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The greedy criterion to update xi. Compute the fitness of vi. If vi is superior to xi, xi is replaced with vi; otherwise xi is remained. According to the fitness fi of xi, get the probability value Pi via formulas (7) and (8). ( )



&' = ∑*  



(6)



#" ( )



f t  =



1/1+fi



if fi >=0



(7)



f t  =



1+ abs (fi)



if fi < 0



(8)







Based on the probability Pi, the onlookers choose their food sources, search the neighbourhood to generate the candidate solution, and calculate fitness.







Memorize the best food source and nectar amount achieved and check whether there are some abandoned solutions or not. If true, replace them with some new randomly-generated solution by Xi= min + (max−min) ×Ø



(9)



Where Ø is a random real number in [0, 1], min and max stands for lower and upper bounds of possible solutions respectively. 



The steps are repeated until the maximum number of iterations (kmax) is reached or stop conditions are satisfied.







The two dimensional gray entropy is given to the input of the ABC algorithm. The best bee gradually approaches to the optimal threshold and at the same time the gray values are converted into white values using whitening process. We used this process to segment the tumour region from brain image.



4. Experimental Results and Performance Analysis The images used in our experiment are real images collected from medical laboratory. We tested 10 images. The text appeared an MRI images are removed using threshold level elimination. The segmentation accuracy is analyzed by comparing the ground truth images. The different images are given as input to the system. In the result analysis, the accuracy, sensitivity and specificity are calculated for segmented images. For ABC algorithm, the population size is 10,the maximum number of iterations is 30, and the limit times for abandonment is 10, the lower and upper bounds are 0 and 255 respectively .Using this control parameters segmentation is carried out to segment the tumor region from the brain image.



Accuracy Accuracy is the starting point for analyzing the quality of a predictive model, as well as obvious criteria for prediction. Accuracy measures the ratio of correct prediction to the total number of cases evaluated. (TP+TN) Accuracy



= (TN +FP+ FN +TP)



Sensitivity Sensitivity relates to the test's ability to identify positive results. TP Sensitivity Nisha.K, IJRIT
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(TP+FN)



Specificity Specificity relates to the ability of the test to identify negative results. TN Specificity



= (TN+FP)



The following performances are used for measuring performances of the system. TP - True Positive: Tumor region is correctly segmented as tumors FP - False Positive: Normal region is incorrectly identified as tumor TN - True Negative: Normal region is correctly identified as normal FN - False Negative: Tumor region is incorrectly identified as normal region Table 1. Accuracy, sensitivity, specificity for different images Images Name



Accuracy



Sensitivity



Specificity



Brain 1



99.8



99.8



88.2



Brain 2



99.1



100



86.5



Brain 3



99.0



100



85.6



Brain 4



99.3



99.6



91.4



Brain 5



98.9



100.0



83.2



Brain 6



99.6



99.7



93.1



Brain 7



99.5



98.9



89.0



Brain 8



99.9



100.0



84.0



Brain 9



99.2



99.9



90.0



Brain 10



98.8



99.5



92.0



Average Value



99.3%



99.7%



88.3%



Using ABC algorithm the overall performance is listed in Table 1. We obtained 99.3% of accuracy, 99.7% of Sensitivity and 88.3% of specificity. This clearly shows that ABC algorithm is efficient algorithm for MRI image segmentation for detecting tumor region.



Nisha.K, IJRIT



176



IJRIT International Journal of Research in Information Technology, Volume 2, Issue 2, February 2014,Pg: 170-178



Performance Measure Values(%)



120 100 80 60



Accuracy Sensitivity



40



Specificity 20 0



Input Images Fig.2 Comparison of Performance for different MRI image



5. CONCLUSION AND FUTURE SCOPE In this work the MRI Brain image segmentation is performed using ABC algorithm. The Success of segmentation algorithm depends on the threshold value, which is automatically detected by ABC algorithm. Manual intervention is not required for detection of tumor in MRI image segmentation. The result proves that the proposed method is an efficient method for MRI image segmentation. This method yield better performance of MRI image segmentation. This work can be extended to classify the different types of brain tissues such as white matter (WM), gray matter (GM), and cerebrospinal fluid (CSF).
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