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Efficient Methods for Large Resistor Networks Joost Rommes and Wil H. A. Schilders



Abstract—Large resistor networks arise during the design of very-large-scale integration chips as a result of parasitic extraction and electro static discharge analysis. Simulating these large parasitic resistor networks is of vital importance, since it gives an insight into the functional and physical performance of the chip. However, due to the increasing amount of interconnect and metal layers, these networks may contain millions of resistors and nodes, making accurate simulation time consuming or even infeasible. We propose efficient algorithms for three types of analysis of large resistor networks: 1) computation of path resistances; 2) computation of resistor currents; and 3) reduction of resistor networks. The algorithms are exact, orders of magnitude faster than conventional approaches, and enable simulation of very large networks. Index Terms—Approximate minimum degree, Cholesky decomposition, electro static discharge analysis, graph algorithms, large-scale systems, model order reduction, parasitic extraction, path resistance, resistor networks, strongly connected components, two-connected components.
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I. Introduction



LECTRO STATIC discharge (ESD) analysis is of vital importance during the design of large-scale integrated circuits and related products. A human touch charged by walking across a carpet, for instance, can affect or destroy a device containing electric components. The costs involved may vary from a few cents to millions if, due to interconnect failures, a respin of the chip is needed. An example of a damaged piece of interconnect that was too small to conduct the required amount of current is shown in Fig. 1. ESD analysis [1], [2] requires knowledge on how fast electrical charge on the pins of a package can be discharged, and whether the metal interconnect can handle the expected current densities. In many cases, the discharge is done through the power network, the interconnect, and the substrate, which are assumed to be resistive. Furthermore, diodes are used to protect transistors on a chip against peak charges. The discharge paths must be of low resistance to allow for sufficient discharge. The interconnect and resistance networks are typically modeled by resistors, and diodes are used to connect different parts of the networks. The resulting resistive networks may contain up to millions of resistors, hundreds of thousands
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of internal nodes, and thousands of external nodes (nodes with connections to diodes and other elements). Simulation of such large networks within reasonable time is not possible, and including such networks in full system simulations may be even unfeasible. Hence, there is a need for much smaller networks that accurately or even exactly describe the resistive behavior of the original network, yet allow for fast analysis. The main contribution of this paper is that we propose efficient algorithms for three types of analysis of large resistor networks: 1) computation of path resistances; 2) computation of resistor currents; and 3) reduction of resistor networks. We show how insights from graph theory, numerical linear algebra, and matrix reordering algorithms can be used to solve the large linear systems that arise in the dc problems 1) and 2). Similarly, we use these techniques for the reduction of large resistor networks 3); we construct an equivalent network with the same number of external nodes, but much fewer internal nodes and resistors, which can be simulated much faster. The algorithms are exact (i.e., no approximation error is made), and ten to thousand times faster than conventional approaches. Although in the examples we mainly focus on large resistor networks arising in ESD analysis, the proposed techniques are general in the sense that they can be applied to problems, arising in other types of analysis as well, e.g., electromigration and voltage drop (for which special purpose simulators exist [3]). This paper is organized as follows. In Section II, we summarize the modeling of resistor networks. In Section III, we describe two types of analysis that are common for resistor networks (computation of path resistances and computation of resistor currents), and present efficient algorithms for performing these analyses. A new method for reducing large resistor networks is presented in Section IV. Several practical issues related to reduction of large networks are discussed in Section V. In Section VI, we show numerical results for developed algorithms. Section VII concludes. II. Modeling of Resistor Networks In this paper we will assume that the resistor network, which only contains resistors, is a subnetwork of a circuit that may contain elements other than resistors. This circuit, also referred to as the top-level circuit, may consist of just a single current source, as in some cases of electro static discharge analysis, or may consist of a complete design, including nonlinear elements such as transistors and diodes (see Fig. 2). Nodes connecting a resistor and a non-resistor element are called terminals (or external nodes), while nodes connecting only resistors are called internal nodes. Throughout this paper we
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Applying Kirchhoff’s current law and Ohm’s law for resistors leads to the following system of equations for a resistor network with N resistors (resistor i having resistance ri ) and n nodes (n < N): ! "! " ! " R P ib 0 (1) = T −P 0 v in where R = diag(r1 , . . . , rN ) ∈ RN×N is the resistor matrix, P ∈ {−1, 0, 1}N×n is the incidence matrix, ib ∈ RN are the resistor currents, in ∈ Rn are the injected node currents, and v ∈ Rn are the node voltages. The modified nodal analysis method formulation [5] can be derived from (1) by eliminating the resistor currents ib = −R−1 Pv Gv = in



Fig. 1. Example of a piece of interconnect that was damaged because it was too small to conduct the amount of current caused by a peak charge.



Fig. 2. Resistor network connecting non-resistor elements. All nodes connecting a resistor and a non-resistor element are terminals (or external nodes, here denoted by diamonds) of the resistor network, while nodes connecting only resistors are called internal nodes (circles).



(2)



where G = P T R−1 P ∈ Rn×n is symmetric positive semidefinite. Since currents can only be injected in external nodes, and not in internal nodes of the network, system (2) has the following structure: ! "! " ! " G11 G12 ve B = i (3) 0 e GT12 G22 vi where ve ∈ Rne and vi ∈ Rni are the voltages at external and internal nodes, respectively (n = ne + ni ), ie ∈ Rne are the currents injected in external nodes, B ∈ {−1, 0, 1}ne ×ne is the incidence matrix for the current injections, and G11 = GT11 ∈ Rne ×ne , G12 ∈ Rne ×ni , and G22 = GT22 ∈ Rni ×ni . The block G11 is also referred to as the terminal block. A current source (with index s) between terminals a and b with current j results in contributions Ba,s = 1, Bb,s = −1, and ie (s) = j. If current is only injected in a terminal a (for instance if a connects the network to the top-level circuit), the contributions are Ba,s = 1 and ie (s) = j. Finally, systems (1)–(3) must be made consistent by grounding a node gnd, i.e., setting v(gnd) = 0 and removing the corresponding equations. In the following we will still use the notation G for the grounded system matrix, if this does not lead to confusion. III. Analysis of Resistor Networks



will assume that current can only be injected in terminals. Typical networks from realistic designs have 1–104 terminals and 104 –106 internal nodes and resistors. Although this paper focuses on resistor networks, the methods for fast dc computations presented in Section III can be readily generalized to ac analysis of linear RCLk networks. The reduction algorithm described in Section IV can also be extended to RCLk networks; however, the reduction will then no longer be exact. A. Circuit Equations and Matrices For the purpose of this paper it is sufficient to consider networks consisting of resistors only (see, e.g., [4], [5] for more details on circuit modeling).



In this section we describe two types of analysis that frequently occur in the design process, and efficient algorithms to perform these analyses: computation of path resistances, and computation of resistor currents. A third type, reduction of resistor networks, is described extensively in Section IV. A. Path Resistances The path resistance or effective resistance between two nodes a and b is defined as the ratio of voltage across a and b to the current injected into them [6]. In practice, one is interested in the path resistances from the output of one device to the input of one or more other devices for several reasons: the path resistances can be used to analyze the power dissipation, and in ESD analysis they can be used to check
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Since R is a diagonal matrix and P has only two nonzero elements per row, the operation in step 4 has complexity O(n). This way, the currents through all resistors can be computed with two cheap matrix-vector operations only (when v, the dc operating point, is available). Note that for this analysis, reducing the resistor network is not an option, since the currents through all resistors are needed. Another approach is to solve the resistor currents ib directly from (1), but this would require the solution of a large saddle point system that might be harder to solve [9]. Fig. 3.



fastR: computation of resistor currents.



C. Remarks on the Cholesky Factorization whether unintended peak currents are conducted well enough through the resistive protection network to prevent damage to the chip. The path resistance between nodes a and b is defined as Rab = (ea − eb )T G−1 (ea − eb )



(4)



where ea and eb are the ath and bth unit vectors, respectively (i.e., unit current is injected). As described above, in practice one is interested in the path resistances between terminal a and one or more terminals bi . Since the dimension of G can easily exceed millions, explicit computation of G−1 is not an option. Instead, since G is symmetric positivedefinite, we use the Cholesky decomposition G = LLT [7], where L ∈ Rn×n is a lower triangular matrix (the rows and columns of G are reordered first using approximate minimum degree reordering [8]). Furthermore, only a single backward substitution is needed to compute the path resistances. 1) Reorder G to minimize fill-in with approximate minimum degree (AMD) [8]. 2) Compute the Cholesky decomposition G = LLT . 3) Solve u from Lu = (ea − eb ). 4) Compute Rab = uT u. If we reorder the unknowns in such a way that the equations for nodes a and b are in the last rows, only a partial backward substitution needs to be done. B. Resistor Currents The resistor current is defined as the amount of current flowing through the resistor. In ESD analysis, one is interested in the (dc) current densities of all resistors in the network (recall that the resistor network arises from a parasitic extraction on the layout). The current density in a resistor is defined as the current flowing through a given surface perpendicular to the current flow (in this case, this surface would be the area of the cross-section of the resistor or metal track). The current densities are important in ESD analysis, since they are used to check whether the metal interconnect is thick enough to conduct the amount of current. The dimensions of the resistors are known from the layout, so current densities can be computed easily if the currents are known. The resistor currents can be computed with the algorithm, called fastR, described in Fig. 3. In steps 1–3, we use again the Cholesky decomposition G = LLT to efficiently solve the dc state v from Gv = in .



Computing the Cholesky factorization A = LLT of a symmetric positive-definite matrix A is feasible even for very large matrices, as long as they are sparse and allow for effective column reordering (with, e.g., AMD [8]), the main reason being that the factor L is also sparse (but less sparse than the original matrix). It is well known that for matrices that arise in circuit simulation, the complexity for computing the Cholesky factorization is typically O(nα ), where 1 < α ≤ 2 [10]. In Section VI, we show results for networks with several hundreds of thousands of unknowns and resistors that were all computed on desktop computers. If, however, the number of resistors and nodes becomes too large and/or the matrix becomes too dense, one could consider iterative methods such as conjugate gradients [7] for the solution of (2). IV. Reduction of Resistor Networks In the previous section, we considered analysis of networks that consist of only resistors. In general, however, these resistor networks are part of larger systems that contain other elements (diodes, transistors) as well. Full system simulation (e.g., dc analysis and transient analysis) of such complex circuit designs with large (extracted) resistor subnetworks can be time consuming or unfeasible. Hence, there is need for much smaller networks that accurately or even exactly describe the resistive behavior of the original resistor subnetworks, but allow for fast full system analysis, when replacing the original (cf. Fig. 4). This leads to the problem of reducing large resistor networks, which is defined as follows: given a very large resistor network described by (3), find an equivalent network that: (a) has the same terminals; (b) has exactly the same path resistances between terminals; (c) has nˆ i % ni internal nodes; ˆ % N resistors; (d) has N (e) is realizable as a netlist so that it can be (re)used in the design flow as subcircuit of large systems (see Fig. 4 for an example use of a reduced netlist). Simply eliminating all internal nodes will lead to an equivalent network that satisfies conditions (a)–(c), but violates (d) and (e): for large numbers ne of terminals, the number of ˆ = (n2e − ne )/2 in the dense reduced network is resistors N in general much larger than the number of resistors in the sparse original network (N of O(n)), leading to increased
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Fig. 4. Typical (re)use of reduced equivalent network in the design flow: the original network is reduced to a smaller network that replaces the original network in the complete system.



memory and central processing unit (CPU) requirements (see Section IV-B). One might wonder whether interconnect modeling by resistor-only networks is accurate enough in practice and hence why we need reduction of resistor networks. Indeed, for high frequencies one needs to take capacitive and inductive effects into account as well. However, for our applications, mainly in ESD analysis, we are interested in low frequencies [compared to the resistor—capacitor (RC) cutoff frequencies] close to dc and hence resistor-only networks are accurate enough. Consequently, we need accurate reduced networks to speed up or enable full system simulation. Full circuit simulations, e.g., transient simulation, based on both iterative and direct solvers can take advantage of replacing the resistor networks by reduced resistor networks: for iterative solvers, the matrix–vector multiplications become cheaper, while for direct solvers fewer elimination steps (with less fill-in) are needed (this pays off when more than one solve is needed, but this is generally the case for full circuit simulations). A. Existing Approaches and Limitations There are several approaches to deal with large resistor networks. If the need for an equivalent reduced network can be circumvented in some way, this is usually the best to do. To see this, one has to take into account that due to sparsity of the original network, memory usage and computational complexity are in principle not an issue, even not for networks containing millions of resistors. Solving linear systems with the related conductance matrices is typically of complexity O(nα ), where 1 < α ≤ 2, instead of the traditional O(n3 ) [10], and hence the path resistance and resistor current problems can be solved directly, as we have described in the previous section. Of course, α depends on the sparsity and will rapidly increase as sparsity decreases. This also explains why eliminating all internal nodes does not work in practice: the large reduction in unknowns is easily undone by the enormous increase in number of resistors, mutually connecting all external nodes. General purpose circuit simulation tools most likely use techniques that exploit the (general) sparsity of the circuit equations. Nevertheless, as we will see in Section VI, the



running times increase rapidly with the size of the networks, and even for moderately sized networks they are no longer able to perform the simulations. Although the exact causes of these limitations are not clear (the source code is not available in all cases), obvious reasons are that: 1) the fact that the networks consist of resistors only is not exploited; and (2) the specific type of analysis (path resistances, resistor currents) is not implemented in a way that takes full advantage of (mathematical and/or graph theoretic) structure in problems. The algorithms described in the previous section for these problems can be implemented as stand-alone tools, but can also easily be implemented in general purpose simulators. However, if we want to (re)use the network in full system simulations including nonlinear elements like transistors, a reduced equivalent network is needed to limit simulation times or make simulation possible at all. There is software [11] available for the reduction of parasitic extracted networks, but this software produces approximate reduced networks while in many cases an exact reduced network is needed. In [12], approaches based on large-scale graph partitioning packages such as (h)METIS [13] are described, but only applied to small networks. Structure preserving (Krylov subspace) projection methods for model reduction [14], [15], finally, have the disadvantage that they lead to dense reduced-order models if the number of terminals is large. The availability of efficient sparse matrix algorithms has led to a paradox in model order reduction [16], [17]: we can solve linear systems with sparse matrices and millions of unknowns on desktop computers, but reduction of dynamical systems with the same system matrices leads to dense reduced system matrices that are smaller in terms of unknowns, but often (much) larger in terms of elements, especially when the number of inputs and outputs is large. As a result, in practice these reduced systems do not lead to smaller simulation times and less memory usage, but to netlists and simulation times that are even larger than the original. B. Reduction by Eliminating Internal Nodes Looking at (3), it may seem attractive to eliminate all the internal unknowns by computing the Schur complement of G22 , resulting in the much smaller, equivalent system T (G11 − G12 G−1 22 G12 )ve = Bie .



Since the number ne of terminals is usually much smaller than the number ni of internal unknowns, in terms of unknowns this leads in general to a huge reduction. However, in terms of resistors (and hence network size), the reduction, if any, depends on the number of resistors in the original network. Since the original network is in general very sparse (typically three resistors per node on average) and the number of terminals can be large (up to ∼104 , see Table II), this approach will lead to network expansion instead of reduction in many cases: the Schur complement will be dense, resulting in O(n2e ) resistors. Of course, if ne % ni and ne (ne −1)/2 % N, elimination of all internal nodes may still be attractive (note ne (ne − 1)/2 is the upper bound on the number of resistors in
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Fig. 5. Two reduced conductance matrices of the same network with 59 terminals. The matrix on the left results when eliminating all internal nodes; on the right, all but five internal nodes are eliminated. The matrix on the right has fewer nonzeros, and only five more rows, than the first matrix, and hence the corresponding network is smaller: 721 versus 1711 resistors. By selecting specific internal nodes (five in this case) to be preserved in the reduced network, fill-in during elimination of the other internal nodes is limited considerably. The difference becomes even bigger as the number of terminals increases.



the reduced network), and since this can be computed before doing the actual elimination we always include a check on this. If it is decided to eliminate all internal nodes, the reduced conductance matrix Gk can be computed efficiently using the Cholesky factorization G22 = LLT Gk = G11 − QQT where Q = L−1 GT12 . In many cases, however, elimination of all internal nodes leads to a dramatic increase in the number of resistors and is hence not advisable. On the other hand, we know that the sparse circuit matrices allow for sparse Cholesky factorizations, provided clever reordering strategies such as approximate minimum degree [8] are used. Our algorithm for reducing large networks heavily relies on reordering of rows and columns to minimize fill-in. Before going into all the details in the following sections, we briefly describe the key idea behind our approach. The idea is best explained by referring to Fig. 5. Here two reduced conductance matrices of the same network are shown. The matrix on the left results when eliminating all internal nodes; on the right all but five internal nodes are eliminated. It is clear that the matrix on the right contains a few more internal nodes, but considerably fewer resistors, thanks to the fact that these specific internal nodes are not eliminated. In other words, since these nodes are connected to many of the remaining nodes (after the elimination of other internal nodes; in the original network they are connected to only a few other nodes), eliminating these nodes would cause fill-in in a large part of the matrix. Hence, at the costs of an additional unknown, we gain on sparsity. The question is now how to find these specific internal nodes, that cause the most fill-in, in an efficient way. In the following sections, we will explain how graph algorithms and matrix reordering algorithms can be used to answer this question. The idea of reduction by node elimination is not new, see, for instance, [18]–[23]. We present a specialized method for resistor networks and by making use of fill-in reducing matrix



Fig. 6.



reduceR: Reduction of large resistor networks.



reordering algorithms it can be applied to very large-scale networks. C. reduceR: Effective Reduction of Resistor Networks The new approach, called reduceR, that we will describe next, combines well-established techniques for sparse matrices with graph algorithms. As will become clear, this approach has several advantages: the running times do not depend on the number of terminals and are linear (at most quadratic for advanced reduction) in the number of states, both the number of states and number of elements are decreased dramatically, the reduced networks are exact (i.e., no approximations are made), and the approach can be implemented with robust existing software libraries. An outline of the algorithm is described in Fig. 6. We use a divide-and-conquer approach to reduce large networks: first the network is partitioned in smaller parts that can be reduced individually (steps 1–14). In the second and last phase (steps 15–17), the partially reduced network is reduced even further by a global approach. In the following sections, we will describe each of the steps in more detail. Finally, we would like to stress that although in this paper we describe and apply the approach for resistor only networks, it can be applied to RC and RCLk networks as well. The key observation, as will become clear in the following, is that internal nodes are identified that partition the network in disconnected parts that are easier to reduce. We give more details for reduction of general networks in Section V-E.
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Fig. 7. Example of a simple resistor network and its graph representation. The nodes are the vertices of the graph, the resistors are the edges. Terminals (external nodes) are denoted by diamonds, internal nodes by circles.



In the following, we make extensive use of graphs [24]. A graph G = (V, E) consists of a set V of vertices (or nodes) and a set E of edges between nodes. If all edges in a graph are undirected, the graph is called undirected. It is well known that a circuit can be represented as an undirected graph: the nodes of the circuit are the vertices, and the resistors are the edges. Hence, for resistor networks we have V = {0, 1, 2, 3, . . . , n − 1} (there are n nodes, assumed to be numbered consecutively starting at 0) and E = {(i, j)| there is a resistor between nodeS i and j}. Furthermore, |V | = n (the number of nodes) and |E| = N (the number of resistors). The degree of a vertex is defined as the number of edges incident to it. See Fig. 7 for an example graph.



Fig. 8. Collection of connected components that belong to the same circuit. The components are connected to each other through diodes between the terminals (squares).



D. Steps 1, 2: Strongly Connected Components A graph is called connected if there exists a path from any vertex to any other vertex in the graph [24]. It is easy to see that if a network is not connected, a first simplification can be obtained by considering the connected subgraphs separately. Computing the strongly connected components of an undirected graph is a well-known graph problem and can be solved in O(|V | + |E|) = O(n + N) time using two depth first searches [24]. There are many standard implementations available; in our experiments we have used the function dmperm of MATLAB [25]. The presence of connected components is very natural in extracted networks: a piece of interconnect connecting two other elements such as diodes or transistors, for instance, results in an extracted network with two terminals, disconnected from the rest of the extracted circuit. It might also happen that some connected components do not contain any terminals at all. It is clear that such so-called floating nets can safely be removed from the network and do not return in the reduced netlist (cf. the check in step 2). Fig. 8 shows a collection of connected components that belongs to one circuit. They are connected to each other through diodes in the original circuit. Eliminating all internal nodes, in general, will lead to a dense matrix, except in cases when strongly connected components occur: there a less dense matrix results, that is however still far from sparse. Therefore, we always first



Fig. 9. Example of a simple resistor network with a relatively large dangling part (boxed). Since no current is flowing in the dangling part, it can be removed from the network.



compute the strongly connected components and then deal with the components one by one, as described in the following. E. Steps 2–14: Two-Connected Components The next phase is to compute the two-connected (or biconnected) components of every connected component. A connected component is called two-connected if it becomes disconnected by removing one vertex [26]. The vertices in a connected component with this property are called articulation nodes. Similar to the classification of connected components, the two-connected components and articulation nodes can be used to obtain a next reduction. The twoconnected components of a connected graph can be computed in O(|V | + |E|) = O(n + N) time. See [27] for an efficient implementation of graph algorithms in MATLAB. We describe here some of the options, but several other options are possible as well.
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Fig. 10. Resistor network (left) with two terminals (diamonds), two internal nodes (circles), and two articulation nodes (open circles). A first simplification is to replace the network between the two articulation nodes by a single equivalent resistor (top right). A further simplification is obtained by replacing the remaining resistors by a single equivalent resistor between the terminals. Note that all networks are equivalent.



1) Steps 5, 6. Dangling Networks: If a two-connected component is connected to the rest of the graph by only one articulation node, and if there are no terminals in this twoconnected component, it can be removed from the network (except for the articulation node) without making an error. Such parts of the network are also called dangling in electrical engineering, see also Fig. 9. 2) Steps 7, 8. No Terminals and Two Articulation Nodes: If a two-connected component is connected to the rest via two articulation nodes and has no terminals, it can be replaced by a single resistor connecting the two articulation nodes (cf. Fig. 10). The resistance of this resistor can be computed using the elimination procedure described in Section IV-B. 3) Steps 9, 10. One Terminal and One Articulation Node: If a two-connected component is connected to the rest via exactly one articulation node and has exactly one terminal, it can be replaced by a single resistor connecting the terminal and the articulation node (cf. Fig. 10). The resistance of this resistor can be computed using the elimination procedure described in Section IV-B. 4) Steps 11, 12. More than Two Articulation Nodes: If a two-connected component has multiple articulation nodes and terminals, one can choose to eliminate all non-terminals and non-articulation nodes (if this gives a large enough reduction in number of resistors, cf. Section IV-B), to apply a more advanced reduction scheme, or to keep the component for the moment and reduce it in the next phase together with the other components. Although articulation nodes typically do not occupy much of the network, it makes sense to check on their presence: they help to identify the global structure of the network, whereas fill-in minimizing reordering algorithms, as described next, tend to focus more on local properties. F. Steps 15, 16: Elimination of Selected Internal Nodes This phase is the crucial phase in the algorithm, since here it is determined which internal nodes to eliminate and which not. The paradigm is: eliminate those internal nodes that give the least fill-in. As discussed before, eliminating all internal nodes is usually not an option. Furthermore, it is well known that determining the optimal order of elimination is nondeterministic polynomial time (NP)-complete [8]. Fortunately, there exist efficient algorithms to determine a suboptimal order. In our approach, we make use of the approximate minimum degree [8] algorithm. The AMD algorithm reorders the rows and columns of a matrix G such that the fill-in generated during the computation
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of the Cholesky factorization G = LLT (or lower upper factorization) is minimal. Since finding the optimal order is NP-complete, AMD uses an approximate degree to estimate the fill-in generated by eliminating a node (i.e., the approximate degree of a node during factorization). In an iterative process, AMD selects the nodes with the least approximate degree for elimination, and updates the approximate degree of the remaining nodes. Hence, AMD finds a suboptimal order. Selection of nodes and updates of approximate degrees is done efficiently by using quotient graphs. For sparse matrices, AMD runs in linear time, and it is successfully used in many applications [28]. For more details, see [8]. There is one important difference, however, between the usual application of AMD for solving linear systems and the network reduction problem: in our case, the terminals (a subset of all unknowns) cannot be eliminated and hence they have to be treated in a special way. We have considered four alternatives for this. 1) Apply AMD to the original matrix and eliminate internal nodes one-by-one in the order computed by AMD. Skip terminals that might have mixed with the internal nodes. Since this turned out to give only a modest reduction in the number of internal nodes and resistors, we will not consider this option any further. See also Fig. 11. 2) Apply AMD to the block corresponding to internal nodes only [cf. block G22 in (3)]. Numerical experiments have shown that not taking into account the fill-in caused in (and by) the blocks corresponding to terminals (the blocks G11 and G12 are neglected) results in a reordering that is far from optimal and hence we will not consider this option any further. 3) Use constrained AMD [28] so that the terminal nodes will be among the last to eliminate. To find the optimal reduction, eliminate internal nodes one-by-one in the order computed by AMD, and keep track of the reduced system with fewest resistors. The rationale behind this is that we would like the rows corresponding to terminals to be considered as well in the reordering process, but that they should be among the last unknowns to be eliminated. Nevertheless, this keeps the possibility open for internal nodes that cause even more fill-in to be detected by AMD (and hence to be kept in the reduced network). See Fig. 12. 4) Recursive Reordering. Apply AMD to the original matrix and eliminate internal nodes one-by-one in the order computed by AMD. As soon as a terminal is encountered, move it to the last row and reorder the partially reduced matrix. Repeat this procedure until all internal nodes are eliminated, while keeping track of the reduced system with fewest resistors. The idea behind this recursive approach is that AMD for the original network gives the most optimal reordering. However, the terminals can end up anywhere in this order. By eliminating the internal unknowns up to the first occurrence of a terminal, moving the corresponding row(s) to the last row(s) and then computing a new order for the partially reduced matrix and repeating the procedure we might expect to arrive at
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INPUT: Netlist OUTPUT: fastR: resistor currents reduceR: reduced netlist 1: Parse netlist 2: Extract resistor network and determine terminals 3: Setup equations and form conductance matrix G 4: if fastR mode then 5: Compute resistor currents with fastR (Fig. 3) 6: Output voltages and currents 7: else if reduceR mode then 8: Reduce network with reduceR (Fig. 6) 9: Output reduced netlist 10: end if Fig. 11. Unreduced conductance matrix (59 terminals) after reordering with AMD. The first terminal nodes appear already in row 97 (indicated by the solid lines), while the last terminal is in row 1335. Hence, using this reordering will not result in a good reduction in nodes and resistors. However, after having eliminated the first 96 internal nodes, a new reordering can be computed, and a new set of internal nodes can be eliminated. Repeating this leads to good reduction rates for some networks.



Fig. 13.



Framework for fastR and reduceR.



cases. Hence, the reduction algorithm is perfectly scalable to very large sparse networks, as is also confirmed by the experiments in Section VI. Fig. 12. Unreduced conductance matrix (59 terminals) after reordering with constrained AMD. The terminal nodes appear in the last 59 rows and columns (indicated by the solid lines). This approach leads to good reduction rates in most of the cases (the recursive approach, cf. Fig. 11, can be used in case of poor reduction rates).



a reduced network that is much smaller. The worst-case running time for this approach depends quadratically on the number of nodes and resistors. See Fig. 11. In reduceR we have implemented alternatives 3 and 4, including an option to do both and take the smallest reduced network. Our experience in practice is that alternative 3 satisfies in 95% of the cases; in 5% of the cases alternative 4 gives a huge reduction in the number of nodes and resistors, while the additional computational effort is limited. G. Complexity The connected components and the two-connected components can be detected with O(n+N) operations. The total costs for eliminating the internal nodes are O(nα ), where 1 < α ≤ 2, since the original conductance matrix is very sparse [10]. The worst case costs for the recursive approach, where AMD is called repetitively, are O(n2 ) [8]. However, in practice we observed much lower costs (nearly linear complexity) in all



V. Practical Issues A. Integration in Design Flow The algorithms presented in the previous sections can easily be integrated in the design flow. A framework that can be used is shown in Fig. 13. For computing resistor currents (and/or just the dc operating point, which is required for the resistor currents anyway), fastR can replace a general purpose simulator. When reduced networks are needed, reduceR can be used as shown in Fig. 4. B. Implementation Details The matrix–vector operations and other computational work can be implemented readily in any matrix manipulation software (e.g., MATLAB [25]) or any other language, since all required functions are available (see [28] for robust implementations of AMD and Cholesky factorizations). Parsing the netlists can be done efficiently for both resistor only networks and netlists, containing other elements such as transistors, since we only need to keep track of the resistors, internal nodes, and the nodes that connect resistors to nonresistor elements (terminals).
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C. Reduction by Approximation The algorithms for computing resistor currents and reduced networks are exact in the sense that no approximations are made. Especially for reduced resistor networks, an obvious way to reduce the network even further would be to remove selected resistors from the network. Although for some examples an additional reduction of about 15% of the resistors can be obtained, we do not apply this kind of approximation for the following reasons. First, upper bounds on the error made that are known from matrix perturbation theory [29], [7] are much too loose to be practical. Second, explicit computations using the Sherman–Woodbury formula [7] for rank-one updates do give exact insight into the error made and hence provide a way to select resistors to remove, in practice these computations can be expensive and again result in only minor reduction. Third, intuitive or local approximation techniques, e.g., removing relatively small conductances (large resistors), have the big disadvantage that there is no control on the global error. We refer to [29], [30] for more details on approximation techniques. D. Number of Nodes Versus Number of Resistors It is not clear beforehand what the optimal ratio of number of nodes against number of resistors is, since this depends on many factors. Looking at the size of the netlist, the number of resistors should be minimized (every resistor is one line in the netlist). The time needed for simulation, however, depends completely on the datastructures and algorithms used in the circuit simulator, and this information is usually not available. Having in mind that solving linear equations with sparse (unreduced) circuit matrices (the most common operation in circuit analysis) has complexity O(nα ), where 1 < α ≤ 2 [10] and that reduced circuit matrices tend to be more dense, driving α → 3, a strategy focused on finding a trade-off between number of internal nodes and resistors seems most appropriate. In practice we obtained the best results when minimizing the number of resistors, since this also tends to minimize the number of internal nodes. However, our reduction algorithm can easily be adapted for other criteria like sparsity or any function of the number of nodes and resistors: provided the use of a fill-in minimizing reordering still makes sense, the only part that needs to be changed is step 16 in reduceR (Fig. 6), where we keep track of the best reduced network sofar. E. Application to General Networks The algorithms for computing the dc operating point and resistor currents can easily be generalized to fast and specialized ac solvers for general RCLk networks, since the key ingredient is the exploitation of structure and usage of sparse factorization algorithms. A discussion on whether such a solver should be a stand-alone tool or part of a circuit simulator is beyond the scope of this paper. The authors are currently working on a generalization of the resistor network reduction algorithm to general RCLk networks. Here the crucial observation is that the determination of internal nodes that have to be preserved in the reduced
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network to ensure sparsity is, in principle, a graph problem that does not depend on the types of elements in the network. F. Advanced Algorithms The process of determining the internal nodes that need to be preserved in the reduced network can be seen as a structurerevealing process. Typically, networks that result from parasitic extraction show a lot of the structure of the originating layout. The difficulty in practice is that one cannot assume to have this layout information available: the resistor networks are considered individually. It is clear that any knowledge about the layout could be used to find even smaller reduced networks. It is, therefore, not unthinkable that a combination of parasitic extraction techniques with the algorithms presented in this paper leads to even better results. One could ask whether the first phase—partitioning in connected and two-connected components—could be skipped, since AMD might also detect these structural properties. In fact, AMD does detect connected components, but, as will be illustrated in Section VI-B, being an approximate minimum degree algorithm, and inherently local, it may not detect more global properties such as articulation nodes and two-connected components. Making use of articulation nodes may lead to better reductions, and since the costs for detecting articulation nodes depend only linearly on the number of nodes and edges, it is worthwhile to do this before running AMD. A step further would be to detect tri-connected components [31] as well, but this is beyond the scope of this paper. One also recognizes similarities to matrix partitioning for parallel computing, where the matrix needs to be divided over the available processors in such a way that communication is minimized [13], [32]. Translated to our problem, this would mean to divide the network in subnetworks in such a way that the terminals are evenly divided over the subnetworks, and that the number of nodes connecting subnetworks is minimal.



VI. Numerical Results In this section, we present the results of the algorithms for large resistor networks that come from realistic designs of very-large-scale integration (VLSI) chips. In Section VI-A, we compare the performance of fastR, our implementation for computing resistor currents in very large networks, to the performance of general purpose circuit simulators. In Section VI-B, we show results for the reduction of very large resistor networks with many terminals with our implementation reduceR. Both fastR and reduceR are implemented in MATLAB [25] 7.5 (R2007B), relying heavily on the functions amd and symamd [33], [34]. For the graph algorithms we used the MATLAB library MatlabBGL [27]. All experiments were carried out on Linux platforms on Intel Xeon 2.66 GHz machines with 16 GB RAM. For the circuit simulations we used Spectre (ver. 6.1.1.378) [35] and Pstar (ver. 5.4.2) [36].
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TABLE I CPU Times for Spectre, Pstar, and fastR, and Speedups Circuit



#nodes



#resistors



Spectre (dc)



Pstar (dc)



fastR (dc)



vssco1.gnds! C65LR7402 APIO5VTF3V3.vdde5v supco3v3.VDDCORE3V3 CLN45ESDTC1 notiles.23 A VX 2XFULL.A VX 2XFULL ohmchck.vssi NLM14SWPTCF1.vssi C90L065ESD8.gnd C45LR74020 LVDSTXPHY



5k 19k 32k 36k 72k 344k 560k 586k 2.2M



6k 46k 99k 188k 476k 701k 917k 1.5M 6.2M



3 s (0.1 s) 180 s (1 s) 600 s (3 s) 2900 s* (–) 17700 s (252 s) 400 s* (–) 64 ks* (–) * (–) * (–)



2.15 (0.33 s) 149 s (2.69 s) 400 s (1.68 s) 481 s (3.71 s) 6600 s (380 s) 33000 s* (–) 88 ks* (–) * (–) * (–)



0.2 s (0.01 s) 0.8 s (0.02 s) 1.5 s (0.04 s) 7 s (0.1 s) 8 s (0.3 s) 14 s (3.14 s) 21 s (5.78 s) 33 s (13.1 s) 330 s (300 s)



Speedup fastR/Spectre 15 225 400 414* 2212 28* 3060* ∞ ∞



Times denoted with an asterisk (*) denote termination with error. Between parentheses, CPU times for dc computation are listed.



Speedup fastR/Pstar 10 186 267 68 825 2350* 4190* ∞ ∞



TABLE II Results for the Reduction Algorithm reduceR: Original Networks Versus Reduced Order Models (ROMs)



#terminals #int nodes #resistors #other elements #other unknowns CPU time reduction CPU time simulation Speed up



Network I Original ROM 3260 99k 8k 161k 56k 1874 0 130 s 67 h 6h 11×



Network II Original ROM 1978 101k 1888 164k 39k 1188 0 140 s 20 h 2h 10×



A. Computing Resistor Currents with fastR We have tested fastR on a number of large resistor networks that resulted from ESD analysis on designs of VLSI chips. As can be seen in Table I, general purpose circuit simulators like Spectre [35] and Pstar [36] need much more CPU than fastR and fail even for the largest test cases (these were exactly the reasons for developing fastR). The currents computed by fastR are exact and equal to the currents computed by Spectre and Pstar (if available). We stress that for Spectre and Pstar more than 90% of CPU time is used for parsing the netlist, setting up equations, and, probably, computing the currents through resistors (the costs for computing the dc solution also seem to increase rapidly for Spectre and Pstar as the number of resistors increases). The advantage of fastR is that we can make use of optimized parsers and sparse matrix datastructures and computations, while Spectre and Pstar possibly have to work with slower, but more general, datastructures. Taking this into account, the comparison of special purpose solver fastR to general purpose simulators such as Spectre and Pstar might seem unfair. However, one of the goals here is to show that it is indeed worthwhile to develop special purpose simulators and that, for specialized large-scale applications, one has to rely on special purpose simulators. B. Reduction of Resistor Networks Table II shows results for resistor networks that result from ESD analysis of realistic chip designs and interconnect layouts. Networks I–III contain diodes as well, and one is interested in the path resistances between certain terminals. Since simulation of the original networks is time consuming



Network III Original ROM 15299 1M 180k 1.5M 376k 8250 0 1250 s – 120 h ∞



Network IV Original ROM 8500 48k 26k 75k 60k 7500 8k 80 s – 470 s ∞



Network V Original ROM 8000 46k 6k 67k 26k 29k 11k 75 s – 392 s ∞



or not possible at all, reduced networks are needed. Networks IV and V also contain other nonlinear elements, such as transistors. Here the original networks could not be simulated. The reduction factors for the number of internal nodes vary from 5× for network III to 50× for network II. The reduction factors for the number of resistors vary from 2.5× for network IV to 4.5× for network III. As a result, the computing time for calculating path resistances, including the computation of the reduced network, is more than ten times smaller. Although the times for computing the reduced network do not depend on the number of terminals, the obtained reduction rates do: network I and network II are quite similar, except for the number terminals (3260 versus 1978). This difference in terminals is also visible in their respective connected components. Following the reasoning in Section IV-B, reducing a component with many terminals is in general harder than reducing a component with only a few terminals: the more terminals, the more fill-in, or, equivalently, the fewer options for eliminating internal nodes. This explains why the reduction for network II is much better, both in terms of resistors and in terms of internal nodes. 1) Eliminating All Internals Nodes Versus Partial Elimination: In Table III, we compare the CPU and memory costs for reduced networks that were obtained with reduceR to reduced networks where all internal nodes were eliminated. Except for the first (and smallest) test case, we see that the memory usage is much lower for the networks reduced with reduceR. As the number of terminals increases, also the CPU times for the networks reduced by reduceR are smaller, even when a considerable amount of internal nodes are preserved. Note that here we used 20 dc solves of the resistor network only
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TABLE III Results for the Reduction Algorithm reduceR Compared to Elimination of All Internal Nodes



1 2 3 4* 5* 6*



#terminals 39 59 76 430 509 626



#int nodes 1542 2300 1210 13 168 16 053 10 202



Original #R 2476 3683 1936 21 209 25 594 15 740



CPU (s) 0.017 0.03 0.023 1.1 1.5 3.2



MEM (kb) 84 125 654 719 871 540



#R 658 534 1304 15 795 12 633 14 819



Reduced with reduceR #int nodes CPU (s) MEM (kb) 8 0.1 21 53 0.04 14 293 0.15 37 7201 1.75 501 652 0.35 321 6279 1.5 466



Elimination of all internal nodes #R CPU (s) MEM (kb) 741 0.004 18 1711 0.007 42 2850 0.02 69 92 235 1.1 2200 129 286 1.6 3100 195 625 3.1 4705



Cases marked with an asterisk (*) required the recursive reordering as described in Section IV, alternative 4. The number of resistors is denoted by #R.



in Fig. 6, followed by AMD, we obtain a reduced network with 132 internal nodes and 225 resistors. VII. Conclusion



Fig. 14. Network (54 terminals, 190 internal nodes, and 333 resistors) with a large two-connected component at the left. Since this two-connected component contains a single articulation node (center of the graph) and a single terminal (leftmost square), it can be replaced by a single equivalent resistor connecting the articulation node and the terminal.



to compare CPU times; when we insert the reduced networks back into the original systems including active components the differences become even larger, as can be seen in Table II. Finally, we remark that for cases 4–6 the recursive reordering as described in Section IV-F, alternative 4, was required to obtain a significant reduction. 2) The Effect of Two-Connected Components: A small but illustrative case for computing two-connected components is the network (54 terminals, 190 internal nodes, 333 resistors) shown1 in Fig. 14. It is immediately clear that the net in the left of the graph is a two-connected component, with the two center-nodes as articulation nodes. It is also clear that we can replace this two-connected component by a single equivalent resistor connecting the articulation node and the terminal at the left. AMD, however, in all the variants that we have described, does not detect this and the best reduction (in terms of number of resistors) it can find is a network with 188 internal nodes and 333 resistors. If we now first compute the two-connected components and apply reduction as described 1 This graph and the graph in Fig. 8 are drawn using Neato [37]. Neato uses mass-spring based modeling to draw graphs in a natural way. Although not scalable to very large networks, it gives some insight into the structure of the networks.
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