









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Efficient Multi-Scale Stereo of High-Resolution Planar and Spherical Images Alan Brunton, Jochen Lang, Eric Dubois University of Ottawa Ottawa, Canada [email protected] (jlang,edubois)@eecs.uottawa.ca



Abstract



approach is often very effective for smooth surfaces such as human faces [2, 3]. While this makes it more tractable to search large correspondence domains (disparity ranges), it means making hard, greedy decisions at coarser scales, which restrict possible solutions at finer scales. Thus if an incorrect match is chosen at a coarse-resolution, it may be impossible to recover from that mistake at finer resolutions. In our case, we do not use multiple scales to reduce the search range, but rather to aggregate matching information over larger portions of the image domain by reducing the number of pixels at which the DSI is computed. We then combine inter-scale matching information to get the full resolution disparity estimate. Thus, we do not rule out disparity candidates at finer scales as a result of poor matching scores at coarser scales. Instead, we minimize an energy function at each pixel that balances consistency between adjacent scales and the matching cost computed at each scale. A similar approach has been previously formulated as a path-finding problem within a matching hierarchy [20], and solved using optimal path-finding via Dijkstra’s algorithm [4], however our distance transform approach is more efficient in terms of both time and space requirements. In this paper, we make the following contributions: a time- and space-efficient multi-scale matching method for stereo correspondence based on a novel use of distance transforms that preserves fine-scale detail by avoiding greedy decisions at coarse scales; and a novel spherical disparity formulation which allows us to extend our method to spherical images. We limit our discussion to the context of planar and spherical binocular stereo matching. However, our method is designed to be easily extended to multi-view reconstruction for both planar and spherical cases, and we note that the methods proposed here can also be applied to two-dimensional motion estimation.



In this paper we present a time- and space-efficient multi-scale method for stereo reconstruction from highresolution planar and omnidirectional images. We first present the stereo algorithm and then extend it to omnidirectional images using a novel spherical disparity formulation. Our multi-scale method is based on a novel application of distance transforms to the disparity space images (DSI) at adjacent scales, without making hard, greedy decisions at coarser scales. We provide extensive experimental validation of our method using public benchmarks and demonstrate state-of-the-art performance for planar stereo and similar high-quality results for the spherical case.



1. Introduction In this paper we demonstrate the effectiveness and efficiency of using distance transforms for the purposes of multi-scale stereo matching of high-resolution images. Given a set of disparity space images (DSI) at multiple scales, our multi-scale framework combines them efficiently without making greedy decisions at each level by computing a per-pixel distance transform of the DSI at each scale. This allows us to find the disparity at the finest scale for which the combined cost of all scales, and differences between disparities estimated at adjacent scales, is minimized. This approach encourages consistent matching at multiple scales while allowing fine-scale detail to be retained. We also show how the minima of the distance transform can be used to reduce the storage requirements for multi-scale DSI. We extend our approach to spherical stereo with a novel formulation of disparity for spherical images. Often multi-scale methods are used to allow for a large search range by reducing the image resolution so that the same search range at coarser scales covers a larger relative portion of the image. In such a scheme, the correspondence result at coarse levels is used as a start point or mid-point to constrain the search at the next finer level. This type of



1.1. Related Work Multi-scale image matching has been widely used for both stereo and motion estimation (optical flow). Providing a full survey of such methods is beyond the scope of 1



this paper and instead, we review methods we consider representative of the different variations. Some coarse-to-fine matching methods work essentially in two-stages [12, 11]. First, a coarse model is estimated, based on eg. segmented shape [12] or reliably-matched feature or support points [11], then this is used to restrict a per-pixel disparity or depth search. Geiger et al. [11] propose a generative disparity model using the planar disparity interpolation of triangulated support points. Other methods use image pyramids [18, 14, 2] and iteratively refine disparity estimates in a multi-scale coarse-to-fine way, with the coarse estimates used as initial values for the fine-scale estimates. Hirschm¨uller [14] uses mutual information between the images, with one image warped using the current disparity estimate, as a pixel-wise matching criterion within such a framework. A random disparity map is used to initialize the coarsest level of the pyramid, which is then iteratively updated to increase mutual information at each pixel. The disparity map at the coarser levels is inherited by the finer levels and refined to increase mutual information. Other approaches to multi-scale matching only reduce the number of pixels at which costs are computed, not the resolution of the images; an example is hierarchical belief propagation (HBP) [6], where dyadic downsampling of the disparity grid allows message passing iterations to aggregate information over larger portions of the image domain. This better preserves small differences in disparity between nearby pixels. Our approach has the most in common with this type of multi-scale method. However, while HBP directly inherits message values from coarse scales to initialize fine scale iteration, our method is non-iterative and explicitly enforces consistent disparity values between consecutive scales. Previous approaches have also been proposed for stereo matching on spherical images [21, 8, 16, 17, 1, 23]. Shi [21] performs real-time stereo by window-based matching in angular disparity. Kim and Hilton [16, 17] use the same disparity formulation with a PDE-based method for scene modeling. Pagani et al. [23] reconstruct dense point-clouds from high-resolution spherical images using a spherical adaptation of PMVS [9]. Bagnato et al. [1] develop a variational approach for structure-from-motion from spherical images. While our formulation shares some commonalities with previous ones, we make use of two disparity quantities that allow us to both sample efficiently along epipolar arcs, and apply cost filtering and smoothing in a geometrically correct way. We detail these differences in Section 3.



2. Multi-Scale Stereo Matching 2.1. Multi-Scale DSI Chaining with Distance Transforms In contrast to previous approaches, we do not use multiple scales to reduce the search space for matching, but rather



to aggregate information over larger scales to improve the quality of matching. Particularly, if fine scale features are smoothed over at coarser scales, than this lack of texture leads to matching uncertainty for many pixels at coarser scales. Hence, making hard decisions at coarser scales that restrict the search space for finer scales can irrevocably preclude finding the correct match. This is especially problematic for narrow foreground objects. A distance transform of a function f : Ω → R≥0 for some domain Ω, is given by [5] Df (x) = min (f (y) + dist(x, y)) y



(1)



where x, y ∈ Ω and dist(x, y) is a distance measure between x and y. In stereo matching, Ω ⊂ R≥0 is the disparity range, x and y represent disparity values, and f is a cost volume or disparity space image (DSI) storing a dissimilarity value or cost for every disparity value at every pixel. It is known [5, 6] that if the distance function is of the form dist(x, y) = g(y − x), (1) can be computed for all x in time linear in the number of samples used to parameterize Ω (i.e. the number of values of x). It has been further shown [26] that Df can be losslessly represented with only its minima and the parameters of the distance function g. In this paper, we leverage these insights to efficiently, in terms of both time and space, minimize a per-pixel energy function that balances consistent disparity estimates at different scales and the DSI values at individual scales. Our energy function at each pixel is of the form E
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(2) where i and j reference and matching images (in this pal per i, j ∈ {0, 1}), l denotes the scale or level, Dij is the DSI at level l, giving a cost for each disparity value, and g is a cost function penalizing differences between disparity estimates at consecutive resolutions or scales. Here, we use g(x) = λ min(|x|, τd ), where λ is a scaling and τd a truncation parameter. The choice of a truncated L1 -metric is based on its robustness to outliers, which in our case correspond to situations where the coarse-scale DSI has smoothed over some edge that is detected in the finer-scale DSI, and the simplicity with which the distance transform can be computed using this distance. This is a commonly used cost function for, eg., differences in disparity between neighboring pixels in pairwise Markov models [6]. In the above we have written the DSI as a function only of disparity, but it l is also a function of pixel location. At scale l, Dij , gives a cost for each disparity at only a subset of pixel locations, L denoted by ΩlI ⊂ Ωl+1 ⊂ . . . ⊂ ΩL I , where ΩI = ΩI I denotes the full resolution image domain. Thus, we calculate coarser scales not by reducing the size of the input



images but instead by sampling the DSI at only a subset of the pixels, and downsampling (Gaussian filter then subsample) the guide image used by the underlying stereo-matcher described in the next section. This means that we reduce computational complexity at coarser scales, and that information is aggregated over larger distances with the same aggregation window size. This provides an important regularization, without the need to explicitly smooth disparity values at this stage. For most images, we use uniform dyadic downsampling. However, this can cause problems for images with large aspect ratios (eg. those in the KITTI benchmark [10]), where information is aggregated over a much larger portion of the image domain in one dimension than in the other. We counteract this using an adaptive downsampling, that adjusts the level of downsampling in each dimension according to the aspect ratio of the image. Importantly, however, we do not downsample the input images, so we retain the full texture information when computing the DSI at the downsampled disparity grid. The energy (2) can be rewritten as   0 E d0ij , d1ij , . . . , dL = Dij (d0ij ) + ij L X l=1



 l Dij (dlij ) + g(dlij − dl−1 ij )



(3)



where we take the highest-resolution disparity value dL ij as the estimate for the given pixel. This is the disparity L dˆL ij = arg min Eij (d) d



(4)



where  l−1 0 l l Eij (d) = min Dij (d0 ) + Eij (d ) + g(d0 − d) 0 d



(5)



which we observe has the same form as (1). We define −1 Eij (d) = 0 ∀d. Thus by applying a distance transform to the DSI at each successive resolution (starting at the coarsest), and using a winner-take-all minimization, we end up with the highest-resolution disparity for which the energy function (2) is minimized. Additionally, by incorporating the envelope point transform (EPT) [26], and only storing the envelope points, or local minima of the distance transform, we greatly reduce the storage requirements. This is key for high-resolution images where loading multiple DSI into memory would not be practical even on a modern desktop or workstation. Note that while this is a lossless representation of the distance transform of the DSI, some information of the original DSI is lost due to the smoothing enforced by the distance transform. Since we are typically only interested in the minima of the DSI, this is not a problem. We fix the finest (full-resolution) scale at L = 3 in all examples in this paper, although in the future it would be interesting to determine the optimal number scales automatically based on the size of the images and the amount of detail therein. We set τd to 5% of the disparity range.



2.2. Initial DSI Computation For single-scale matching we base our approach on the cost-volume filtering of Rhemann et al. [24]. We choose this method to compute a DSI at each scale because of its combined efficiency and accuracy in textured areas, although this method could be substituted with another costaggregation method possessing these properties. Our multiscale framework provides robustness to low-texture and occlusions that typically give local methods trouble. The method of Rhemann et al. initially computes a cost volume by evaluating single-pixel dissimilarities for all pixels and disparities, and then filters each disparity-slice of this cost volume independently using the guided image filter [13], using the reference image as the guidance image. When computing a pixel-wise dissimilarity measure between reference image Ii and matching image Ij , we first radiometrically equalize the images, by subtracting the mean-filtered images I¯i and I¯j from the original images: Iˆi (u) = Ii (u) − I¯i (u) and Iˆj (u) = Ij (u) − I¯j (u). We then compute the DSI as Dij (ui , d) = (1 − η) min( Iˆi (ui ) − Iˆj (uj ) , τ1 ) 1 +η min( k∇Ii (ui )k2 − k∇Ij (uj )k2 1 , τ2 ) (6) where ui is a pixel location in image Ii , uj is the corresponding location in Ij mapped to by disparity d, η ∈ [0, 1] is a parameter balancing the difference of pixel colors and gradient magnitudes, and τ1 and τ2 are truncation thresholds. We use η = 0.9, τ1 = 0.028, τ2 = 0.008, as proposed by Rhemann et al. These values are set assuming that fixedprecision images are interpreted to have color-intensity values in [0, 1]. This dissimilarity measure is then filtered in the reference image domain independently for each value of d using guided image filtering [13]. The guided filter weights are given by  X  (I(u) − µs )(I(v) − µs ) 1 1+ Wuv (I) = |ω|2 s:u,v∈ω σs2 + GF s (7) where I denotes the guide image (the reference image in our case), u, v and s denote pixel locations, ωs denotes the (2r + 1) × (2r + 1) window centered on s, µs and σs denote the mean and variance of the guide image within ωs , and |ω| denotes the number of pixels P in a window. We then filter the DSI, Dij (ui , d) ← v Wui v (Ii )Dij (v, d). We use a window radius r = 9 and variance-control parameter GF = 0.012 for the guided filter. For a full discussion of the guided filter we refer the reader to He et al. [13]. The use of the mean-subtracted images helps account for specular surfaces such as road surfaces, cars and tile floors. The rank filter [15] or mutual information [14], could also



be used to deal with general and drastic radiometric differences such as illumination and exposure changes. However, since we assume either a static scene or synchronously captured images, we by definition assume static illumination, and the simple mean-filtering suffices. We use a window radius of 2r and re-normalize Iˆi and Iˆj to have values in the range [0, 1].



2.3. Time and Space Complexity Because we divide the number of pixels at which we sample the disparity space at each resolution, our overall complexity remains linear in the number of pixels in the full-resolution image, regardless of the number of scales we use. The computation time of the distance transform applied to each DSI is linear in the number of pixels and the number of disparity values. This is also the case for the DSI sampling and filtering. That is our computation time is O(N M ), where N is the number of pixels and M is the number of disparity values sampled. We set M = 128. The storage requirements depend on the number of pixels and the number of envelope points. Let E¯ denote the average number of envelope points over the pixels of a DSI, ¯ ) then the total storage complexity of our method is O(EN where N is the number of pixels. During computation, we only need to store O(1) cost values per pixel in addition to updating the list of envelope points.



2.4. Disparity Post-Processing Although the matching algorithm presented above aggregates the DSI over large neighborhoods at multiple scales, thereby providing regularization, the matching is done perpixel in a winner-take-all fashion, without enforcing any inter-pixel constraints on the disparity estimates. Fusion: Disparity is estimated for both views and the disparity maps are fused to remove outliers and enforce the uniqueness constraint. In a multi-view setting with many disparity maps, we would like to use a multi-view fusion method [22, 27], but in the two-frame setting we use the following method to efficiently distinguish between occlusions and mismatches. We warp the matching image to the reference image viewpoint. Areas occluded in the matching image will have no value in this warped disparity map, and we set them to 0. In the rest of the disparity map, we compare the reference disparity to the warped disparity. If they agree, we average them and output this disparity. Where they do not agree we mark them as mismatches and again set the disparity to 0. Agreement is determined by testing |di (u) − dji (u)| < i (u) where di is the disparity map of the reference image Ii , dji is the warped disparity map and i (u) =  max(di (u), ∆d) is a relative threshold, where ∆d is the disparity step size. We use  = 0.05. Next we discard disparity regions of less than 50 pixels as recommended by Hirschm¨uller [14]. We use the re-



maining non-zero disparities as sites and compute a Voronoi tessellation of the disparity map. We assign the disparity at each Voronoi site to each pixel within its Voronoi cell. This will assign foreground disparities to some background pixels, so for each pixel designated as occluded we find the nearest smaller disparity along the epipolar line. Mismatched pixels are iteratively set to the average of their 8-neighborhood, which results in an approximately planar interpolation of the Voronoi centers. We denote the fused (f ) disparity map di . This disparity is subsequently filtered to fit the edge information of the reference image. Filter: To smooth the disparity map output from the fusion stage, we apply a median filter using a histogram approach. Median filters are a common post-processing technique in stereo to smooth the disparity in a way that reduces the influence of outliers. The following approach lets us calculate the median filter in time per pixel independent of the filter size and incorporate edge information. We set the number of histogram bins to M/2. For each bin b, we test if each pixel’s disparity is less than the upper-bound of that bin, d(f ) (u) < hb , giving a binary image. Applying a box filter to this binary image would then give the number of pixels cb (u) within a given window of each pixel that are less than hb . Thus we can find the median value within the window by finding the first bin where cb (u) is at least half the number of pixels in the window. We account for edge information in the input image by applying the guided filter, instead of a box filter, to each bin’s binary image, with the same parameters as we use for the DSI. Denote the bin containing the weighted median value m(u) with upper bound hm(u) , and let the filtered binary image be cm(u) , the “count” for that bin (actually a weighted average). We avoid the additional quantization effect of using M/2 bins by computing the weighted sum d(m) (u) = (wm(u) hm(u) + wm(u)−1 hm(u)−1 )/(wm(u) + wm(u)−1 ) where wm(u) = 0.5 − cm(u)−1 and wm(u)−1 = cm(u) − 0.5. This is our final disparity result.



3. Spherical Stereo We now show how to extend our method to omnidirectional images, using a novel spherical disparity model. The low time- and space-complexity of our method makes it ideal for typically high-resolution omnidirectional imagery. With some work, we extend cost volume filter to spherical images, and because our multi-scale scheme operates independently for each pixel, it can be applied to any sampling scheme for any image domain. The fusion and filtering stages of our pipeline are also extended to spherical images.
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Figure 1. Epipolar geometry of spherical images.



3.1. Spherical Disparity Consider the disparity space of a pair of calibrated spherical images, the reference image Ii and the matching image Ij . Calibrated spherical images give rise to an epipolar constraint that is analogous to the epipolar constraint between calibrated planar images. Instead of constraining the point in the matching image to a line, it is constrained to lie on the great circle created by intersecting the sphere of the matching panorama with the epipolar plane. The pixel in Ii with ˆi and the epipole eij define a plane, with normal direction u ˆ = eij × u ˆi , in which the corresponding direction u ˆj in n Ij must lie. We simplify our formulation by using our calibration to pre-rotate our images into the same coordinate frame, so that we only need to consider the translations between them. We model the disparity space of two spherical images using three different, but closely related, notions of disparity. These notions are illustrated in Figure 1. The first we call angular disparity, denoted by γ, by which we mean the rotation in the epipolar plane of a pixel in the reference image to the corresponding point in matching image. That is, the ˆ. The other two quantities, radial ˆi to u ˆj about n rotation of u disparity and normalized radial disparity, are proportional ˆ respectively. If we deto one another and denoted d and d, note by ri the distance from the center-of-projection of Ii to ˆi , then d = b/ri and a point in the scene along the ray of u dˆ = d/b = 1/ri , where b is the baseline between the two images. Angular disparity and radial disparity can be related to each other quite simply. Specifically, by examining Figure 1, we can derive tan γ =



d sin α 1 − d cos α



(8)



ˆi and eij . Then, the samwhere α is the angle between u ˆj = pling location in Ij can be computed efficiently as u ˆ×u ˆi cos γ + ˆ ˆi . This allows us to u v sin γ where ˆ v = n map a pixel direction in the reference image to a pixel direction in the matching image without having to reconstruct



the scene point and reproject it. This formulation has a number of nice properties. Because it simply maps one point on the unit sphere to another point on the unit sphere, the disparity space can be sampled arbitrarily densely and it can be used for any underlying sampling of the sphere. Because γ remains the same if we swap the reference and matching images, and dˆ has the same geometric meaning regardless of b, these two quantities can be used to efficiently compare disparity estimates to cross-check for occlusions, combine multiple DSI for the same reference image, and perform multi-view visibilityˆi to u ˆj does based fusion of disparity maps. To simply map u not require to explicitly compute γ or its sine and cosine, but ˆi and ˆv as an orthonormal basis for the epipomerely to use u lar plane and to normalize the vector [1 − d cos α, d sin α]T . Note that, although similar, this disparity model has some important distinctions from previous spherical disparity models. Previous works [21, 16, 17] have used the singularities of the angular disparity at the epipoles to produce a spherical rectification sampling, by using a latitudelongitude sampling with the poles located at the epipoles and dual-epipoles (−e). This has the advantage of being able to perform scanline searching as in the case of planar binocular stereo, since a great circle of constant longitude lies in a single epipolar plane. However, it requires the images to be resampled for every pair of images, and it means that the images are most densely sampled (and disparity is most densely estimated) in directions with the least amount of parallax. It also means sampling in angular disparity, which does not have the same geometric meaning (in terms of distance from the center of projection), for different pixels. By sampling our images using the RD-map scheme [7], we achieve nearly uniform sampling of the sphere and the disparity space. For these reasons, our approach of sampling in normalized radial disparity then mapping to angular disparity to sample the matching image is much better suited to multi-view spherical disparity. Our approach also works for any underlying sampling of the spherical images. In practice, we found that the singularities at e and −e, where there is no parallax between images, did not create artifacts any more prominent than those that typically arise in stereo matching due to occlusions, specularity, or textureless regions. Note that in Figures 6 and 5, one cannot infer the location of the epipoles from any increased density of mismatches.



3.2. Modifications of Planar Algorithm In the spherical case, we perform all DSI sampling, disparity fusion, and disparity filtering in normalized radial disparity dˆ rather than radial disparity d. Note that this would also make it easier to extend our method to multiview settings, since a value of dˆ has the same meaning regardless of the baseline.



matching fusion filtering total



KITTI (0.44)



“fountain-P11” (6)



panoramas (3)



7.078 0.022 0.878 7.978



54.099 0.453 14.54 69.092



41.105 1.817 5.415 48.34



Table 1. Timings in seconds per image for the different stages of our algorithms for different image sets on our test system. The number of Mpixels of each image is given in parentheses.



Guided Filter: This requires computing the integral image on spherical images. Computing the integral image requires the samples to constitute a partially order set, which is not the case for general sampling of the sphere. Latitudelongitude sampling provides such a partial ordering, but the singularities at the poles would make it impossible to apply a box or mean filter that aggregated information across the poles. The choice of the RD-map sampling is helpful here: each spherical rhombus defines a partial ordering, and we can compute the integral image on each spherical rhombus independently. When computing the mean filter, we split the window into sub-windows each contained in a single rhombus, compute the sum over the sub-windows using the integral image, then combine them to get the mean filter over the entire window. Thus we retain the efficiency of the original technique while extending it to spherical images. Fusion: Warping of disparity maps is done by converting (normalized) radial disparity into angular disparity using (8). This maps pixels to the corresponding locations in the target viewpoint, and we then compute the equivalent radial disparity value for that viewpoint and pixel, using sin γ where α is computed in the reference image dˆ = b sin(γ+α) to which the disparity map is being warped. To compute the Voronoi diagram on the sphere, we use the angle between pixels as the distance metric rather than Euclidean distance.



4. Results In this section we evaluate our approach on a standard benchmark and publicly available planar data sets and our own omnidirectional data sets. We implemented our method using C++ and CUDA, and ran our experiments on a workstation with an Intel Xeon 3.2 GHz, 12 GB of RAM, and an NVidia Quadro 4000 with 2 GB. Table 1 gives the computation times of the different stages of our algorithm. It can be seen that our algorithm is linear in the number of pixels and disparities in practice. Figure 3 shows the disparity estimates after different stages of our approach. As can be seen, the multi-scale matching produces mostly highquality disparity estimates, with a few outliers remaining. These are almost all removed in the fusion stage, and the disparity discontinuities are aligned with the image edges in the filtering stage, while the disparity estimates away from edges are smoothed.



Error 2 pixels 3 pixels 4 pixels 5 pixels



Out-Noc 16.43 % 10.68 % 8.10 % 6.54 %



Out-All 17.94 % 12.11 % 9.41 % 7.74 %



Avg-Noc 1.9 px 1.9 px 1.9 px 1.9 px



Avg-All 2.2 px 2.2 px 2.2 px 2.2 px



Table 2. Results for our method on the KITTI stereo benchmark.
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Figure 2. An input image and the disparity map from our method for the first stereo pair from the KITTI dataset [10]. The color coding is shown in the bar on the right.



4.1. Planar Stereo We evaluate our method using the KITTI benchmark [10]. These images are approximately 0.44 Mpixels, and are in an uncontrolled setting, with large textureless regions, specular surfaces and saturated pixels. They are further challenging because the (benchmark) images are grayscale and thus we are not able to obtain as much information from the guidance image when filtering the DSI. Our error scores are shown in Table 2. Our method improves substantially over the single-scale cost volume filtering [24] (rank 11) and falls between ELAS [11] and SDM [19] at rank 7. While some methods perform better than ours, many do not estimate a full disparity map and others require solving a complex global optimization. Further, our method could incorporate any single-scale stereo matcher that calculates a cost over the disparity range at each pixel, or from which one could interpolate such a cost volume. One could even use belief propagation [6, 26] at each scale, although this would greatly expand the storage and computational costs at each scale. We tested our method on two images from the “fountainP11” data set from the dense multi-view benchmark [25], with resulting disparity maps shown in Figure 4. We only use two frames from this multi-view data set. Instead of rectifying the images, we use disparity as the reciprocal of the depth, i.e. d = 1/z. The “fountain-P11” images are 3072 × 2048. For 128 disparity levels this requires 3GB to store the finest resolution DSI and about 4GB for all scales combined. In contrast our EPT-compressed DSI take about 200MB at an average of 4 envelope points per pixel. We obtain globally smooth disparity maps that retain fine-scale



0.1



0 Figure 5. A spherical image with RD-sampling and the resulting disparity map.



Figure 3. Disparity estimates after each stage of our pipeline. From top to bottom: input image, disparity after multi-scale matching, disparity after fusion, disparity after filtering. Disparity range is the same as for Figure 2.



detail, as shown in the close-up. Note that the background region at the right edge of the input image in Figure 4 is not visible in the other image, and the disparity values are interpolated from nearby visible pixels. For the “fountainP11” images we did not perform radiometric equalization as described in Section 2.2, since the images contain very few highlights, and we set r = 36.



4.2. Spherical Stereo We provide visual evaluation on omnidirectional images sampled with 3 Mpixels using the rhombic dodecahedronmap scheme [7], as shown in Figures 5 and 6. Note how the images exhibit bright lights, specularities, saturated pixels and lens artifacts. The estimated disparity map is overall smooth, but fine-scale details have been faithfully retained. For example, in Figure 6 the chair legs in the lower left corner have been estimated very plausibly even though they are both thin and specular. Note that for these data sets we set r = 18.



5. Conclusion We have presented a time- and space-efficient multiscale stereo matching method based on a novel application



Figure 6. A spherical image with RD-sampling and the resulting disparity map. Disparity range is the same as Figure 5.



of distance transforms to the DSI. We have further presented a novel spherical disparity formulation that allows for geometrically correct cost aggregation and disparity smoothing. We have demonstrated state-of-the-art results for planar stereo and similar high-quality results for spherical stereo. Future work includes extending this method to multi-view stereo for both planar and spherical images, applying our multi-scale matching approach with different methods to calculate single-scale DSIs and investigating how to avoid testing disparity values that cannot minimize (2).
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