









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Eﬃcient Sample Extractors for Juntas with Applications Sourav Chakraborty1, David Garc´ıa-Soriano2, and Arie Matsliah3 1



Chennai Mathematical Institute, India CWI Amsterdam, The Netherlands IBM Research and Technion, Haifa, Israel 2



3



Abstract. We develop a query-eﬃcient sample extractor for juntas, that is, a probabilistic algorithm that can simulate random samples from the core of a k-junta f : {0, 1}n → {0, 1} given oracle access to a function f  : {0, 1}n → {0, 1} that is only close to f . After a preprocessing step,  which takes O(k) queries, generating each sample to the core of f takes only one query to f  . We then plug in our sample extractor in the “testing by implicit learning” framework of Diakonikolas et al. [DLM+ 07], improving the query complexity of testers for various Boolean function classes. In particular, for some of the classes considered in [DLM+ 07], such as s-term DNF formulas, size-s decision trees, size-s Boolean formulas, s-sparse polynomials over F2 , and size-s branching programs, the query complexity is 2   4 /2 ) to O(s/ ). This shows that using the new sample reduced from O(s extractor, testing by implicit learning can lead to testers having better query complexity than those tailored to a speciﬁc problem, such as the tester of Parnas et al. [PRS02] for the class of monotone s-term DNF formulas. In terms of techniques, we extend the tools used in [CGM11] for testing function isomorphism to juntas. Speciﬁcally, while the original analysis in [CGM11] allowed query-eﬃcient noisy sampling from the core of any k-junta f , the one presented here allows similar sampling from the core of the closest k-junta to f , even if f is not a k-junta but just close to being one. One of the observations leading to this extension is that the junta tester of Blais [Bla09], based on which the aforementioned sampling is achieved, enjoys a certain weak form of tolerance. Keywords: property testing, sample extractors, implicit learning.



1



Introduction



Suppose we wish to test for the property deﬁned by a class C of Boolean functions over {0, 1}n ; that is, we aim to distinguish the case f ∈ C from the case dist(f, C) ≥ . The class is parameterized by a “size” parameter s (e.g. the class of DNFs with s terms, or circuits of size s) and, as usual, our goal is to minimize 
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the number of queries made to f . In particular we strive for query complexity independent of n whenever possible. The main observation underlying the “testing by implicit learning” paradigm of Diakonikolas et al. [DLM+ 07] (see also [Ser10], [DLM+ 08], [GOS+ 09]) is that a large number of interesting classes C can be well approximated by (relatively) small juntas also belonging to C. The prototypical example is obtained by taking for C the class of s-term DNFs. Let τ > 0 be an approximation parameter (which for our purpose should be thought of as polynomial in /s). Any DNF term involving more than log(s/τ ) variables may be removed from f while aﬀecting only a τ /s fraction of its values; hence, removing all of them results in an s-term DNF f  that is τ -close to f and depends on only s log(s/τ ) variables (equivalently, f  is a s log(s/τ )-junta). Let n Jun[k] denote the subset of (k-junta) functions {0, 1} → {0, 1} that depend only on the first k variables. Since the class C is isomorphism-invariant (closed under permutations of the variables), the foregoing observation can be rephrased as follows: for any k ≥ s log(s/τ ), the subclass C[k]  C ∩ Jun[k] is such that every f ∈ C is τ -close to being isomorphic to some g ∈ C[k] (in short, distiso(f, C[k] ) ≤ τ ). On the other hand, for every f such that dist(f, C) = distiso(f, C) ≥  it also holds that distiso(f, C[k] ) ≥ , since C[k] ⊆ C. Hence, to solve the original problem, all we need is to diﬀerentiate between the two cases (i) distiso(f, C[k] ) ≤ τ and (ii) distiso(f, C[k] ) ≥ . Let us denote by f ∗ the k-junta that is closest to f ; f ∗ can be identiﬁed with k its core, i.e. the Boolean function corek (f ∗ ) : {0, 1} → {0, 1} obtained from f ∗ by dropping its irrelevant variables. If we could somehow manage to get random k samples of the form (x, corek (f ∗ )(x)) ∈ {0, 1} × {0, 1}, we could use standard learning algorithms to identify an element g ∈ C[k] which is close to being isomorphic to f ∗ (if any), which would essentially allow us to diﬀerentiate between the aforementioned cases. The number of such samples required for this is roughly logarithmic in |C[k] |; we elaborate on this later.1 An important observation is that the size of C[k]  C ∩ Jun[k] is usually very small, even compared to the k size of Jun[k] , which is 22 . For instance, it is not hard to see that for the case of s-term DNFs, the size of C[k] is bounded by (2k)k , which is exponential in k, rather than doubly exponential. It is a surprising fact that such samples from the core of f ∗ can indeed be eﬃciently obtained (with some noise), even though f is the only function we have access to. Even having query access to f ∗ itself would not seem to help much at ﬁrst glance, since the location of the relevant variables of f ∗ is unknown to us, and cannot be found without introducing a dependence of n in the query complexity. It is in this step that our approach departs from that of [DLM+ 07]. We mention next the two main diﬀerences that, when combined together, lead to better query complexity bounds. 1



Issues of computational eﬃciency are usually disregarded here; however see [DLM+ 08].
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The ﬁrst diﬀerence is in the junta-testing part; both algorithms start with a junta tester to identify k disjoint subsets of variables (blocks), such that every “inﬂuential” variable of the function f being tested lies in one of these blocks. While [DLM+ 07] use the tolerant version of the junta-tester of Fischer et al. [FKR+ 02], we switch to the query-eﬃcient junta tester of Blais [Bla09]. To make this step possible, we have to show that the tester from [Bla09] is suﬃciently tolerant (the level of tolerance of the tester determines how large τ can be, which in turn determines how small k can be). The second (and the main) diﬀerence is in sample extraction - the actual process that obtains samples from the core of f ∗ . While in [DLM+ 07] sampling is achieved via independence tests2 , applied to each of the identiﬁed blocks separately (which requires Ω(k) queries to f per sample), we use ideas from [CGM11] instead. The algorithm presented in [CGM11, Section 7] accomplishes this task in the (strict) case f = f ∗ by making just one query to f . The bulk of this work is a proof that, when f is close enough to f ∗ , it is still possible to obtain each such sample using only one query to f (an overview of the proof is given in Section 4.1). Organization. In Section 2 we give the notation necessary for the formal statement of our results, which is done in Section 3. In Section 4 some of the proofs are presented. For reasons of lack of space, many proofs have been omitted; the reader can ﬁnd them in the full version of the paper at http://homepages.cwi.nl/~david/downloads/implicit.pdf.



2



Notation n



For any permutation π : [n] → [n] and x ∈ {0, 1} , we deﬁne π(x) as the map n on n-bit strings that sends x = x1 . . . xn ∈ {0, 1} to π(x)  xπ(1) . . . xπ(n) ∈ n n {0, 1} . If f : {0, 1} → {0, 1}, we also denote by f π the function f π (x) ≡ f (π(x)). Given x ∈ {0, 1}n , A ⊆ [n] and y ∈ {0, 1}|A| , we denote by xA←y an input obtained by taking x and substituting its values in A with y (according to the natural ordering of [n]). n For a function f : {0, 1} → {0, 1} and a set A ⊆ [n], the influence 3 of f on A is   f (x) = f (xA←y) . Pr Inff (A)  x∈{0,1}n , y∈{0,1}|A|



Here and throughout this paper, x ∈ S under the probability symbol means that an element x is chosen uniformly at random from a set S. 2



3



Loosely speaking, these tests try to extract the values of the relevant variables of f ∗ by querying f on several inputs that are slightly perturbed (see [FKR+ 02] for details). When |A| = 1, this value is half that of the most common deﬁnition of inﬂuence of one variable; for consistency we stick to the previous deﬁnition instead in this case as well. It also appears in the literature under the alternate name of variation.



548



S. Chakraborty, D. Garc´ıa-Soriano, and A. Matsliah



A set S ⊆ [n] is relevant with respect to f if Inff (S) = 0; an index (variable) i ∈ [n] is relevant if {i} is. A k-junta is a function g that has at most k relevant   variables; equivalently, there is S ∈ [n] such that Infg ([n] \ S) = 0. k Junk denotes the class of k-juntas (on n variables), and for A ⊆ [n], JunA denotes the class of juntas with all relevant variables in A. In addition, given a function f : {0, 1}n → {0, 1}, we denote by f ∗ : {0, 1}n → {0, 1} the k-junta that is closest to f (if there are several k-juntas that are equally close, break ties using some arbitrarily ﬁxed scheme). Clearly, if f is itself a k-junta then f ∗ = f . n k Given a k-junta f : {0, 1} → {0, 1} we deﬁne corek (f ) : {0, 1} → {0, 1} to be the restriction of f to its relevant variables (where the variables are placed according to the natural order). In case f has fewer than k relevant variables, corek (f ) is extended to a function {0, 1}k → {0, 1} arbitrarily (by adding dummy variables). Unless explicitly mentioned otherwise, C will always denote a class of functions n f : {0, 1} → {0, 1} that is closed under permutation of variables; that is, for any f and permutation π of [n], f ∈ C if and only if f π ∈ C. For any k ∈ N, let C[k] denote the subclass C ∩ Jun[k] . Note that since C is closed under permutations of variables, C[k] is closed under permutations of the ﬁrst k variables. With a slight abuse of notation, we may use corek (C[k] ) to denote the class {corek (f ) : f ∈ C[k] } of k-variable functions.



3 3.1



Results Upper Bounds



The main tool we develop here is the following: Theorem 1. Let  > 0, k ∈ N and let C[k] ⊆ Jun[k] be a class closed under permutations of the first k variables. Let θ (k, ) = (/2400)6 /(1026 k 10 ) = 1 poly(/k). There is a randomized algorithm A that given , k and oracle access 1 to a function f : {0, 1}n → {0, 1} does the following: – if distiso(f, C[k] ) ≤ θ (k, ), A accepts with probability at least 7/10; 1 1 – if distiso(f, C[k] ) ≥ , A rejects with probability at least 7/10; 1   1+log |C[k] | queries to f . – A makes O k + k log k + 2  1 Coupled with the prior discussion on testing by implicit learning, Theorem 1 also implies: Corollary 1. Let  > 0 and let C be an isomorphism-invariant class of Boolean functions. In addition, let k ∈ N be such that for every f ∈ C, distiso(f, C[k] ) ≤ θ1 (k, ). Then there is an algorithm that makes 







1 + log |C[k] | k log k + log |C[k] | k O + k log k + =O  2 2 queries and satisfies:
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– if f ∈ C, it accepts with probability at least 7/10; – if dist(f, C) ≥ , it rejects with probability at least 7/10. To minimize the query complexity, we would like to pick k as small as possible, subject to the requirement of the theorem. Let k  (C, τ ) be the smallest k ∈ N such that for every f ∈ C, distiso(f, C[k] ) ≤ τ ; intuitively, this condition means that C is τ -approximated by C[k] . We take from [DLM+ 07] the bounds on k  = k  (C, τ ) and |C[k ] | for the following classes of functions: C (class) 1 2 3 4 5 6 7



s-term DNFs size-s Boolean formulae size-s Boolean circuits s-sparse polynomials over F2 size-s decision trees size-s branching programs functions with Fourier degree at most d



k  k (C, τ ) ≤



|C[k ] | ≤



s log(s/τ ) s log(s/τ ) s log(s/τ ) s log(s/τ ) s s d2d



(2s log(s/τ ))s log(s/τ )) (2s log(s/τ ))s log(s/τ )+s 2 22s +4s (2s log(s/τ ))s log(s/τ )) (8s)s s s (s + 1)2s 2 2d 2d 2



These bounds hold for any approximation parameter τ ≥ 0. But to make Corollary 1 applicable, we need to pick τ and k such that the (circular) inequalities τ ≤ θ (k, ) and k ≥ k  (C, τ ) are satisﬁed. 1 For items 5, 6, 7 setting τ = 0 does the job; the reason these bounds are independent of τ is the fact that the corresponding classes contain only functions that actually are k  -juntas (rather than functions that can be well approximated by k  -juntas). For the ﬁrst 4 items we can set τ = θ (s, )2 . It is easy to verify that this sat1 isﬁes the foregoing pair of inequalities. Furthermore, since θ (s, ) is polynomial 1 in /s, we get k = O(s(log s + log 1/)). Plugging in the resulting values into Corollary 1, we obtain the following query-complexity bounds: Class This work [DLM+ 07], [PRS02](∗) 2 s-term DNFs, size-s Boolean formulae, s-sparse O(s/   4 /2 ) ) O(s polynomials over F2 , size-s decision trees, size-s branching programs size-s Boolean circuits  2 /2 )  6 /2 ) O(s O(s functions with Fourier degree at most d  2d /2 )  6d /2 ) O(2 O(2 2 s-term monotone DNFs   2 /)∗ O(s/ ) O(s



3.2



Lower Bounds



In order to analyze how close to optimal our testers are, we need lower bounds on the problems studied here. By using constructions of k-wise independent generators in restricted computational models (in particular the ones of Healy and Viola [HV06]), we improve some of the existing lower bounds and rederive others (refer to the full version of this paper for details):
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size-s boolean formulae, branching programs and boolean circuits: poly(s). functions with Fourier degree d: Ω(d). √ s-sparse polynomials over GF (2): Ω( s). s-term DNFs, size-s decision trees: Ω(log s).



We remark that from independent work of Blais, Brody and Matulef [BBM11] follows a stronger lower bound of Ω(s) queries for s-sparse polynomials. They also obtain the Ω(log s) lower bounds for DNFS and decision trees.



4 4.1



Proof of Theorem 1 Overview



A key component of our algorithm is the nearly optimal junta tester of [Bla09]. This is a test to distinguish k-juntas from functions that are -far from being one, and has perfect completeness, i.e., never rejects a k-junta (see Section 4.4 for a more detailed description). The tester is not guaranteed to accept functions that are, say, /10 close to juntas. We observe, however, that it enjoys a certain weak form of tolerance; roughly speaking, θ (k, ) is a measure of the amount 1 of tolerance of said tester, i.e. how close f must be to a k-junta in order to guarantee it will be accepted with high probability. This is Lemma 7 in Section 4.4. Our algorithm begins by calling the junta tester with parameter k. If f is θ (k, )-close to being a k-junta, the aforementioned tolerance implies that f is 1 not rejected. (Note however that f may be θ (k, )-far from any k-junta and 1 still be accepted with high probability, as long as it is -close to some k-junta.) The tester also returns a set of k blocks (disjoint subsets of indices of the n variables) such that there is a k-junta h that is O()-close to f and has all its relevant variables in one of the k blocks, with no block containing more than one relevant variable. Such an h must be itself O() close to f ∗ as well. Using these properties, we then obtain a noisy sampler for the core of f ∗ , which on k each execution makes one query to f and outputs a pair (x, a) ∈ {0, 1} × {0, 1} ∗ such that corek (f ) = a with high probability. Intuitively, the idea is that such samples may be obtained by making queries n to f on certain strings y ∈ {0, 1} that are constant inside each of the blocks, so that we know the values that y sets on the (unknown) relevant variables of h (which is suﬃciently close to both f and f ∗ ). While such y’s are far from being uniformly distributed, the approach can be shown to work most of the time. These samples are then used to test isomorphism between corek (f ∗ ) and the functions in C[k] ; in this ﬁnal step we allow a small, possibly correlated, fraction of the samples to be incorrectly labelled. 4.2



Main Lemmas and Proof of Theorem 1



We start with the notion of a noisy sampler.
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Deﬁnition 1. Let g : {0, 1}k → {0, 1} be a function, and let η, μ ∈ [0, 1). An (η, μ)-noisy sampler for g is a probabilistic algorithm  g that on each execution outputs (x, a) ∈ {0, 1}k × {0, 1} such that k



– for all α ∈ {0, 1} , Pr[x = α] = 21k (1 ± μ); – Pr[a = g(x)] ≥ 1 − η; – the pairs output on each execution are mutually independent. An η-noisy sampler is an (η, 0)-noisy sampler, i.e. one that on each execution picks a uniformly random x. 4 n



Now assume that f is very close to a k-junta g : {0, 1} → {0, 1}, and we have k been given an η-noisy sampler for corek (g) : {0, 1} → {0, 1}. Then we can use a variant of Occam’s razor to test (tolerantly) whether g is close to some function from a given class S: Lemma 1. There is an algorithm that given  ∈ R+ , k ∈ N, a set S of Boolean functions on {0, 1}k , and an η-noisy sampler g for some g : {0, 1}k → {0, 1}, where η ≤ /100, satisfies the following: – if dist(g, S) < /10, it accepts with probability at least 9/10; – if dist(g, S)> 9/10,it rejects with probability at least 9/10; |S| samples from g. – it draws O 1+log 2 Now is the time to state the main technical lemma. Lemma 2 (Construction of eﬃcient noisy samplers) There are algorithms AP , AS (resp. preprocessor and sampler), both of which n having oracle access to a function f : {0, 1} → {0, 1}, and satisfying the following properties: The preprocessor AP takes  > 0, k ∈ N as inputs, makes O(k/ + k log k) poly(n) . queries to f and can either reject or accept and return a state α ∈ {0, 1} Assuming AP accepted, the sampler AS can be called on demand, with state α as an argument; in each call, AS makes only one query to f and outputs a pair (x, a) ∈ {0, 1}k × {0, 1}. On termination of the preprocessing stage AP , all the following conditions are fulfilled with probability at least 4/5: – If f is θ (k, )-close to a k-junta, AP has accepted f ; 1 – If f is /2400-far from a k-junta, AP has rejected f ; – If AP has accepted, state α is such that, for some permutation π : [k] → [k], AS (α) is an /100-noisy sampler for corek (f ∗ )π . The statement is somewhat technical and calls for careful reading. It is crucial that the last condition be satisﬁed with high probability for any f . When 4



The reader familiar with [CGM11] should beware that the usage of the parameter μ here is slightly diﬀerent from that of the similar deﬁnition thereof.
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θ (k, ) < dist(f, Junk ) < /2400, it might be the case that AP always accepts 1 f , always rejects f , or anything in between, but with high probability either f has been rejected or an /100-noisy sampler for (a permutation of) corek (f ∗ ) has been constructed. Assuming Lemmas 2 and 1 we can prove our main theorem. Proof (of Theorem 1). Let τ  θ (k, ). Suppose ﬁrst that distiso(f, C[k] ) ≤ τ . 1 Then Lemma 2 says that, with probability at least 4/5, we can construct an /100-noisy sampler for corek (f ∗ ). Since dist(f, f ∗ ) ≤ τ and dist(f, C[k] ) ≤ τ , we actually obtain an /100-noisy sampler for a function that is 2τ < /10-close to the core of some g ∈ C[k] . Using this noisy sampler we may apply the algorithm from Lemma 1 with S = corek (C[k] ), which in turn will accept with probability at least 9/10. The overall acceptance probability in this case is at least 7/10 by the union bound. Now consider the case distiso(f, C[k] ) ≥ . There are two possible sub cases: dist(f, Junk ) > /2400: In this case f is rejected with probability at least 4/5 > 7/10. dist(f, Junk ) ≤ /2400: In this case, with probability at least 4/5, either f is rejected (in which case we are done), or an /100-noisy sampler has been constructed for corek (f ∗ ). Since f ∗ is /2400-close to f , by the triangle inequality we have dist(corek (f ∗ ), corek (C[k] )) ≥ distiso(f, C[k] )−dist(f, f ∗ ) > 9/10, and hence with probability at least 9/10 the algorithm from Lemma 1 rejects. Thus the overall rejection probability in this case is at least 7/10 too. The assertion about the number of queries is easily seen to be correct, as it is the sum of the number of queries made in the preprocessing stage by AP , and the number of executions of the sampler AS . The rest of this section is devoted to the proof of Lemma 2. 4.3



Additional Deﬁnitions and Lemmas



Our ﬁrst observation is that, using rejection sampling, one can easily obtain an exactly uniform sampler (as required in Lemma 1) from a slightly non-uniform sampler at the cost of a small increase in the error probability: k



Lemma 3. Let  g be an (η, μ)-noisy sampler for g : {0, 1} → {0, 1}, that on each execution picks x according to some fixed distribution D. Then  g can be turned into an (η + μ)-noisy sampler  gunif orm for g. We remark that the conversion made in Lemma 3 is only possible when the distribution D is known. However, this will be the case for the sampler that we construct here. Throughout the rest of this section, a random partition I = I1 , . . . , I of [n] into sets is constructed by starting with empty sets, and then putting each coordinate i ∈ [n] into one of the sets picked uniformly at random. Unless
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explicitly mentioned otherwise, I will always denote a random partition I = I1 , . . . , I of [n] into subsets, where is even; and J = J1 , . . . , Jk will denote an (ordered) k-subset of I (meaning that there are a1 , . . . , ak such that Ji = Iai for all i ∈ [k]). n



Deﬁnition 2 (Operators replicate and extract). We call y ∈ {0, 1} I-blockwise constant if the restriction of y on every set of I is constant; that is, if for all i ∈ [ ] and j, j  ∈ Ii , yj = yj  . 



– Given z ∈ {0, 1} , define replicateI (z) to be the I-blockwise constant string n y ∈ {0, 1} obtained by setting yj ← zi for all i ∈ and j ∈ Ii . – Given an I-blockwise constant y ∈ {0, 1}n and an ordered subset J = (J1 , . . . , Jk ) of I define extractI,J (y) to be the string x ∈ {0, 1}k where for every i ∈ [k]: xi = yj if j ∈ Ji ; and xi is a uniformly random bit if Ji = ∅. Deﬁnition 3 (Distributions DI and DJ ). For any I and J ⊆ I as above, we define a pair of distributions: n



by – The distribution DI on {0, 1} : A random y ∼ DI is obtained   strings of weight 1. picking z ∈ {0, 1} uniformly at random among all /2 /2; 2. setting y ← replicateI (z). |J | – The distribution DJ on {0, 1} : A random x ∼ DJ is obtained by n 1. picking y ∈ {0, 1} at random, according to DI ; 2. setting x ← extractI,J (y). Lemma 4 (Properties of DI and DJ ) n



1. For all α ∈ {0, 1} ,



Pr [y = α] = 1/2n ;



I,y∼DI



2. Assume > 4|J |2 . For every I and J ⊆ I, the total variation distance |J | between DJ and the uniform distribution on {0, 1} is bounded by 2|J |2 / . Moreover, the total variation distance between the two distributions is at most 4|J |2 /( 2|J | ). Deﬁnition 4 (Algorithm samplerI,J (f )). Given I, J as above and oracle access to f : {0, 1}n → {0, 1}, we define a probabilistic algorithm samplerI,J (f ), |J |



that on each execution produces a pair (x, a) ∈ {0, 1} × {0, 1} as follows: first it picks a random y ∼ DI , then it queries f on y, and outputs the pair (extractI,J (y), f (y)). Jumping ahead, we remark that the pair I, J (along with the values of k, ) will be the information encoded in state α referred to in Lemma 2. In order to ensure that the last condition there is satisﬁed, we need to impose certain conditions on I and J . n



Deﬁnition 5. Given δ > 0, a function f : {0, 1} → {0, 1}, a partition I = I1 , . . . , I of [n] and a k-subset J of I, we call the pair (I, J ) δ-good (with n respect to f ) if there exists a k-junta h : {0, 1} → {0, 1} such that the following conditions are satisfied:
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1. Conditions on h: (a) Every relevant variable of h is also a relevant variable of f ∗ (recall that f ∗ denotes the k-junta closest to f ); (b) dist(f ∗ , h) < δ. 2. Conditions on I: (a) For all j ∈ [ ], Ij contains at most one variable of corek (f ∗ ); 5 (b) Pry∼DI [f (y) = f ∗ (y)] ≤ 10 · dist(f, f ∗ ); 3. Conditions on J :  (a) The set Ij ∈J Ij contains all relevant variables of h; Lemma 5. Let δ, f, I, J be as in the preceding definition. If the pair (I, J ) is δgood (with respect to f ), then samplerI,J (f ) is an (η, μ)-noisy sampler for some permutation of corek (f ∗ ), with η ≤ 2δ + 4k 2 / + 10 · dist(f, f ∗ ) and μ ≤ 4k 2 / . This is essentially Lemma 8.3 in [CGM11]. As the lemma suggests, our next goal is to obtain a good pair (I, J ). For this we need to prove that (a slight variation of) the junta tester from [Bla09] satisﬁes certain properties. 4.4



Junta Testers, Smoothness, and Tolerance n



Consider a property P of Boolean functions on {0, 1} and an -tester T for it that makes q queries and has success probability 1−δ. Let r denote a random seed (so that we can view the tester as a deterministic algorithm with an additional n input r) and let Q(f, r) ⊆ {0,  1} be the set of queries it makes on input f and seed r. Deﬁne Q(r)  f Q(f, r); this is the set of all possible queries T may make as f ranges over all possible functions, once r is ﬁxed. We call p  maxr |Q(r)| the non-adaptive complexity of the tester. If q = p then the tester is essentially non-adaptive; and clearly p ≤ 2q holds for any tester of Boolean properties. We observe that for the junta tester of Blais [Bla09], p is in fact polynomially bounded in q. (Without loss of generality we assume that Q(r) is never empty.) Deﬁnition 6. A tester is p-smooth if its non-adaptive complexity is at most p and for all α ∈ {0, 1}n , 1 Pr [y = α] = n . r 2 y∈Q(r) Notice that y is picked uniformly at random from the set Q(r), regardless of the probability y would be queried by T on any particular f . In other words, we are picking one random query of the non-adaptive version of T that queries all of Q(r) in bulk, and requiring that the resulting string be uniformly distributed. 5



Note that this with 1a implies that every block Ij contains at most one relevant variable of h, since the variables of corek (f ∗ ) contain all relevant variables of f ∗ .
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Lemma 6. Let T be a p-smooth tester for P that accepts every f ∈ P with n probability at least 1 − δ. Then for every f : {0, 1} → {0, 1}, Pr[T accepts f ] ≥ 1 − δ − p · dist(f, P). n



Proof. Choose any f  ∈ P and let Δ  {y ∈ {0, 1} : f (y) = f  (y)}. By the union bound, the probability (over r) that Q(r) intersects Δ is at most μ  p · dist(f, f  ), and hence the probability is at least 1 − μ that the tester reaches the same decision about f as it does about f  . But the probability that f  is rejected is at most δ, hence the claim follows. Lemma 7. The one-sided error junta tester T[Bla09] from [Bla09] is p (k, 1/)7 smooth, where p (k, 1/)  (1025 k 10 )/6 . Thus, by Lemma 6, it accepts functions 7 that are θ (k, )-close to Junk with probability at least 9/10 (since 10 · θ (k, ) ≤ 1 1 1/p (k, 1/).) It also rejects functions that are -far from Junk with probability 7 at least 2/3, as proved in [Bla09]. 4.5



Obtaining a Good Pair (I, J )



In the following proposition we claim that the tester T[Bla09] satisﬁes several conditions that we need for obtaining the aforementioned sampler. Proposition 1. There is a tester T[Bla09] for Junk that makes O(k log k + k/) queries, takes a (random) partition I = I1 , . . . , I of [n] as input, where = Θ(k 9 /5 ) is even, and outputs (in case of acceptance) a k-subset J of I such that for any f the following conditions hold (the probabilities below are taken over the randomness of the tester and the construction of I): – if f is θ (k, ) close to Junk , T[Bla09] accepts with probability at least 9/10; 1 – if f is /2400-far from Junk , T[Bla09] rejects with probability at least 9/10; – for any f , with probability at least 4/5 either T[Bla09] rejects, or it outputs J such that the pair (I, J ) is /600-good (as per Definition 5). In particular, if dist(f, Junk ) ≤ θ (k, ), then with probability at least 4/5 T[Bla09] 1 outputs a set J such that (I, J ) is /600-good. We are ﬁnally ready to complete the proof of Lemma 2. 4.6



Proof of Lemma 2



We start by describing how AP and AS operate: The preprocessor AP starts by constructing a random partition I and calling the junta tester T[Bla09] . Then, in case T[Bla09] accepted, AP encodes in the state α the partition I and the subset J ⊆ I output by T[Bla09] (see Proposition 1), along with the values of k and . k The sampler AS , given α, obtains a pair (x, a) ∈ {0, 1} × {0, 1} by executing samplerI,J (f ) (once).
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Now we show how Lemma 2 follows from Proposition 1. The ﬁrst two items are immediate. As for the third one, notice that we only have to analyze the case where dist(f, f ∗ ) ≤ /2400 and T[Bla09] accepted; all other cases are taken care of by the ﬁrst two items. By the third item in Proposition 1, with probability at least 4/5 the pair (I, J ) is /600-good. If so, by Lemma 5 samplerI,J (f ) is an (η, μ)-noisy sampler for some permutation of corek (f ∗ ), with η ≤ /300 + 4k 2 / + 10 · dist(f, f ∗ ) ≤ /120 + 4k 2/ and μ ≤ 4k 2 / . The ﬁnal step we apply is the conversion from Lemma 3, with which we obtain a (/120 + 4k 2/ + 4k 2 / ) ≤   (/100)-noisy sampler for some permutation of corek (f ∗ ).
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