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Abstract—In many telecom and web applications, there is a need to identify whether data objects in the same source or different sources represent the same entity in the real-world. This problem arises for subscribers in multiple services, customers in supply chain management, and users in social networks when there lacks a unique identifier across multiple data sources to represent a real-world entity. Entity resolution is to identify and discover objects in the data sets that refer to the same entity in the real world. We investigate the entity resolution problem for large data sets where efficient and scalable solutions are needed. We propose a novel unsupervised blocking algorithm, namely SPectrAl Neighborhood (SPAN), which constructs a fast bipartition tree for the records based on spectral clustering such that real entities can be identified accurately by neighborhood records in the tree. There are two major novel aspects in our approach: 1) We develop a fast algorithm that performs spectral clustering without computing pairwise similarities explicitly, which dramatically improves the scalability of the standard spectral clustering algorithm; 2) We utilize a stopping criterion specified by Newman-Girvan modularity in the bipartition process. Our experimental results with both synthetic and real-world data demonstrate that SPAN is robust and outperforms other blocking algorithms in terms of accuracy while it is efficient and scalable to deal with large data sets.



I. I NTRODUCTION In many telecom and web applications, there is a need to identify whether data objects in the same source or different sources represent the same entity in the real-world. This problem is known as Entity Resolution (ER), which is also known as record matching [1][2], record linkage [3][4][5], or deduplication [6][7]. The problem arises quite often in information integration where data objects representing the same “real-world” entity are presented in different ways, and there usually lacks a unique identifier in the system to represent a real-world entity. As an example, Telecom equipment suppliers can be referred as “Alcatel-Lucent”, “Alcatel Lucent” and “Lucent” on different web pages while they all represent the same company. This, however, poses a great challenge for



resolving entities, i.e., identifying data objects that represent the same “real-world” entity. There have been many techniques proposed for solving the entity resolution problem [8]. There are usually two criteria to judge those algorithms, namely statistical efficiency (i.e. accuracy) and computational efficiency. Statistical efficiency refers to correctness of the result, i.e., whether the data objects representing the same entity have been identified correctly, and computational efficiency refers to the complexity of the algorithms to resolve the entity resolution problem. Since entity resolution techniques need to be applied to large amounts of diverse information in telecom and web applications, it is quite important for them to be both statistically efficient and computationally efficient. Blocking is an important technique for improving the computational efficiency of entity resolution algorithms. In blocking, all objects are assigned to a set of blocks, usually of small sizes. Objects from different blocks are not considered as matches, i.e., it is impossible for them to refer to the same entity. Therefore, pairwise comparisons are only necessary for pairs of objects within the same block to identify whether they represent the same entity or not, which eliminates the need of 𝑂(𝑛2 ) pairs of comparison, for a data set of 𝑛 objects. The key issue is then how to identify such blocks efficiently. In prior work, there are three representative algorithms for blocking, i.e., sorted neighborhood (SN) [9], bigram indexing (BI) [10], and canopy clustering (CC) [11]. SN is one of the most computationally efficient blocking algorithms in the literature, and it has a time complexity of 𝑂(𝑛 log 𝑛). Unfortunately, it fails to capture the pairwise similarities between data objects if two similar strings start with different characters, e.g., “Alcatel-Lucent” and “Lucent-Alcatel”. On the other hand, BI and CC capture pairwise similarities better than SN, but they both have computational complexities of 𝑂(𝑛2 ) [12]. Thus they do not scale well with large data sets. In this paper, we propose an efficient SPectrAl Neighbor-



hood (SPAN) algorithm for blocking in entity resolution. Our approach is based on spectral clustering [13], one of the most advanced clustering techniques in statistics and machine learning. SPAN significantly improves captured pairwise similarities on SN while empirically achieves the same time complexity, i.e., in 𝑂(𝑛 log 𝑛) time. SPAN is unsupervised, i.e., there are no training data sets needed for our algorithm. Similar to the aforementioned blocking algorithms, SPAN is unconstrained, i.e., it does not require as input the number of blocks or other domain specific parameters. This makes it applicable in many real-world applications where the number of blocks is unknown beforehand. Although the performance of spectral clustering has been well studied [13][14][15], existing spectral clustering algorithms, which are based on matrices of pairwise similarities, are very limited and cannot be applied in blocking as it is highly expensive (e.g., it can be 𝑂(𝑛2 ) in terms of both time and space complexity) to deal with large-scale data sets. A few fast algorithms [16][17] have been developed recently for performing spectral clustering, but they are all based on approximate solutions, either based on sampling (e.g. the Nystr¨ 𝑜m method) or low rank matrix approximation. Low rank approximation does not apply here, because in the entity resolution problem, there can be as many as 𝑂(𝑛) entities (clusters), and thus the rank of the similarity matrix can be as high as 𝑂(𝑛). Sampling on the other hand will introduce unavoidable errors depending on the tradeoff between performance degradation and computational gain. Fortunately, motivated by the sparse representation of records in the vector space model, we are able to design an efficient algorithm that performs fast bipartition spectral clustering (two clusters). Using this as a building block, we take the first step towards designing an efficient and scalable blocking algorithm to solve the entity resolution problem. Specifically, the SPAN algorithm takes a sparse qgram representation of records (i.e. the vector space model) based on term frequency and inverse document frequency (tf-idf) [18] as its input, and utilizes our fast bipartition spectral clustering algorithm to hierarchically bipartition the data points into clusters until it meets the stopping criterion specified by Newman-Girvan modularity [19]. The bipartition process constructs a binary tree, which can be used to examine the similarity of records in neighboring clusters for constructing blocks. Our contributions include the following: ∙



We propose a novel blocking algorithm based on spectral clustering, namely SPAN. To the best of our knowledge, our algorithm is the first one that employs spectral clustering for blocking in large scale entity resolution problems. It has two novel features that differentiate itself from other existing techniques. 1) We design a fast algorithm for bipartition spectral clustering, which is a building block for SPAN, and does not require the similarity matrix to be computed explicitly as the matrix may be too expensive to compute and store when the number of



data points is large. Our analysis demonstrate that SPAN is as efficient as 𝑂(𝐽𝑛 log 𝑛) in terms of computational time complexity, where 𝐽 is no more than the average string length of the records. 2) In the construction of the binary tree, SPAN hierarchically bipartitions the data points into clusters until it meets the stopping criterion specified by the Newman-Girvan modularity, which has been successfully used in social network analysis. To the best of our knowledge, our algorithm is the first to utilize Newman-Girvan modularity as the stopping criterion in the spectral clustering partition process. ∙ We study our algorithm and other blocking algorithms, namely SN, BI and CC, extensively in our experiments. We conduct experiments with both synthetic and realworld data sets from a telecom application. Our experimental results demonstrate that SPAN outperforms other blocking algorithms in accuracy for data sets where the amount of errors is from low to medium level, which is usually the case of real-world data sets. Our experimental results also demonstrate that the SPAN algorithm can be scaled to deal with large data sets. The rest of the paper is organized as follows. Section II presents a preliminary of spectral clustering and NewmanGirvan modularity. Section III presents the details of our SPAN algorithm. Section IV presents our experimental results in detail. Section V discusses the related work, and Section VI concludes the paper. II. P RELIMINARY In this section, we first introduce spectral clustering which will be used to derive our blocking algorithm. Then we describe the Newman-Girvan modularity as a stopping criterion for blocking. A. Spectral clustering Given 𝑛 points, let A be an 𝑛 × 𝑛 symmetric matrix, where its (𝑖, 𝑗)th entry measures the similarity between the 𝑖th and 𝑗th points. The goal of spectral clustering is to partition the 𝑛 points into 𝐾 disjoint clusters, and different spectral clustering methods formulate the partitions in different ways. We adopt the normalized cut (Ncut) ∑ formulation [13]. For 𝑉1 , 𝑉2 ⊂ {1, ⋅ ⋅ ⋅ , 𝑛}, let 𝑤(𝑉1 , 𝑉2 ) = 𝑖∈𝑉1 ,𝑗∈𝑉2 𝐴(𝑖, 𝑗) be the total similarity between points in 𝑉1 and 𝑉2 . The Ncut criterion defines the partition with 𝐾 = 2 by the following optimization criterion (letting 𝑉 = {1, ⋅ ⋅ ⋅ , 𝑛}): 𝑁 𝑐𝑢��(𝑉1 , 𝑉2 )



=



𝑤(𝑉1 , 𝑉2 ) 𝑤(𝑉1 , 𝑉2 ) + , 𝑤(𝑉1 , 𝑉 ) 𝑤(𝑉2 , 𝑉 )



where 𝑉1 and 𝑉2 give a binary partition of the 𝑛 points, i.e. 𝑉1 ∩ 𝑉2 is empty and 𝑉1 ∪ 𝑉2 = {1, ⋅ ⋅ ⋅ , 𝑛}. The quantity 𝑁 𝑐𝑢𝑡(𝑉1 , 𝑉2 ) measures a normalized similarity between points in 𝑉1 and 𝑉2 and thus minimization of the quantity defines a meaningful partition. The above optimization problem is NP hard [13]. Spectral clustering based on 𝑁 𝑐𝑢𝑡 is derived as follows: 1) rewrite
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TABLE I A SIMILARITY MATRIX FOR 7 RECORDS ( SEE F IGURE 1)
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𝑁 𝑐𝑢𝑡(𝑉1 , 𝑉2 ) as a normalized quadratic form of an indicator vector assigning points to 𝑉1 and 𝑉2 , and 2) by replacing the indicators with real-values, solve an equivalent generalized eigenvector problem for the (normalized) graph Laplacian ℒ of A defined as follows: ℒ(A)



=



I − D−1/2 AD−1/2



(1)



where D = 𝑑𝑖𝑎𝑔(A1) with I being the identity matrix and 1 being a column vector of 1’s [20]. Eventually, spectral clustering defines a binary partition of the points based on the sign of the entries in the eigenvector that corresponds to the second smallest eigenvalue of ℒ(A). We will simply use the term second smallest eigenvector to stand for this eigenvector later. Note that for 𝑥 ∈ 𝑅𝑛 )2 ( 𝑛 ∑ 𝑥𝑗 𝑥𝑖 𝑇 √ −√ 𝑥 ℒ(A)𝑥 = A(𝑖, 𝑗), D(𝑖, 𝑖) D(𝑗, 𝑗) 𝑖,𝑗=1 thus the second smallest eigenvector of ℒ(A) is the nontrivial minimizer of the above quadratic norm, since the smallest eigenvalue is always 0. This implies that records in the same cluster/entity that have large mutual similarities (i.e. A(𝑖, 𝑗)) and similar degrees (i.e. D(𝑖, 𝑖) ≈ D(𝑗, 𝑗)) are projected onto local neighborhood in the second smallest eigenvector. Therefore, spectral clustering preserves locality nicely. When 𝐾 > 2, the above binary partition is implemented recursively to obtain 𝐾 partitions. There have been different forms of spectral clustering, based on different ways of normalization. We use the above version, due to its nice statistical consistency property [15] and great success in applications [13]. Example II.1: To illustrate the idea of spectral clustering, we provide a simple example of 7 records (see Figure 1) with its similarity matrix A shown in Table I. The second smallest eigenvector of the Laplacian matrix ℒ(A) is (0.26, 0.24, 0.25, −0.61, −0.61, 0.20, 0.18). Since the fourth and fifth entries of the eigenvector are negative while others are positive, spectral clustering will partition the 7 records into two clusters as (1, 2, 3, 6, 7) and (4, 5). In this example, spectral clustering identifies the 4th and 5th records as one cluster, which belongs to one entity, and the remaining records (two entities) into the second cluster. It is interesting to note that spectral clustering does not cut



1 1 0.423 0.56 0.004 0.004 0.24 0.013



2 0.423 1 0.466 0.005 0.004 0.013 0.043



3 0.56 0.466 1 0.004 0.003 0.01 0.035



4 0.004 0.005 0.004 1 0.71 0.008 0.009



5 0.004 0.004 0.003 0.71 1 0.008 0.008



6 0.24 0.013 0.01 0.008 0.008 1 0.513



7 0.013 0.043 0.035 0.009 0.008 0.513 1



the same entity into two clusters, which is consistent with the general locality preserving property of spectral clustering as mentioned in the above. However, most spectral clustering algorithms are based on a precomputed similarity matrix A, which is typically not sparse for the entity resolution problem, and thus are very expensive in terms of both space and computational cost for large 𝑛. Recently a few approximate algorithms have been proposed to speed up the computation of spectral clustering, which applies only when data can be presented in some low dimensional space [17]. Unfortunately it is nontrivial to represent all 𝑛 records in the same low dimensional space without significant information loss [21]. A few alternatives use sampling (e.g. the Nystr¨ 𝑜m method) to reduce computational complexity which will introduce unavoidable errors [16][17]. In this paper, we contribute a fast and scalable blocking algorithm that makes use of spectral clustering in a novel way without the concern of dimension reduction or sampling. Note that spectral clustering itself does not give a precise way to measure the quality of the two clusters, which is however, important for the blocking problem, since we need to determine whether the points in 𝑉1 and 𝑉2 need to be further partitioned. This is essentially a model selection problem, which is technically still open in the statistics literature. We address this problem based on the Newman-Girvan modularity which has been recently introduced in the literature of social networks. B. Newman-Girvan modularity Clustering has a corresponding name “community detection” in the literature of social networks [19]. Given 𝑛 nodes and links among the nodes, suppose that 𝑉1 and 𝑉2 give a binary partition of the nodes that defines two communities. Let 𝒜 denote a symmetric matrix that represents the connectivity strength among the 𝑛 nodes. The Newman-Girvan (NG) modularity is a quantity introduced by [19] for measuring the strength of the two communities, defined as follows: ( ( )2 ) 2 ∑ 𝐿𝑘 𝑂𝑘𝑘 − , (2) 𝑄(𝑉1 , 𝑉2 ) = 𝐿 𝐿 𝑘=1 ∑ where 𝑂𝑘𝑘 = 𝑖∈𝑉𝑘 ,𝑗∈𝑉𝑘 𝒜(𝑖, 𝑗) is∑the total number of con𝐿𝑘 = 𝑖∈𝑉𝑘 𝑑𝑖 for 𝑘 = 1, 2, and nections ∑𝑛among nodes in 𝑉𝑘 ,∑ 𝑛 𝐿 = 𝑖=1 𝑑𝑖 , where 𝑑𝑖 = 𝑗=1 𝒜(𝑖, 𝑗) denotes the degree −1 of the 𝑖th node. Note that 𝐿 𝑂𝑘𝑘 is simply the observed connectivity density among nodes in 𝑉𝑘 , and (𝐿−1 𝐿𝑘 )2 is the



expectation of the connectivity ( ) density when connections are randomly assigned to the 𝑛2 pairs of nodes given the node degrees. Therefore, the NG modularity has a nice physical interpretation: 𝑄(𝑉1 , 𝑉2 ) measures how much the communities are stronger than the ones that are generated from randomly connected nodes. The larger 𝑄(𝑉1 , 𝑉2 ) is, the stronger the communities are. One would naturally claim no evidence for 𝑉1 and 𝑉2 to be two communities if 𝑄(𝑉1 , 𝑉2 ) = 0, which corresponds to random connections. The NG modularity also has nice asymptotic properties such as statistical consistency [22]. We will adopt the concept of Newman-Girvan modularity as a stopping criterion for our blocking algorithm. III. S PECTRAL NEIGHBORHOOD BLOCKING Below we present SPAN for solving the entity resolution problem. Our method is based on the vector space model [23], where we represent each record by a vector of qgrams. A qgram (or N-gram [18]) is a length 𝑞 substring of the blocking attribute value. For example, if an attribute value is “LUCENT” and 𝑞 = 3, the corresponding qgrams are “##L”, “#LU”, “LUC”, “UCE”, “CEN”, “ENT”, “NT$” and “T$$”, where ‘#’ and ‘$’ are the beginning and ending padding characters [8], respectively. We first define the similarity matrix for the records based on the vector space model, and then derive SPAN based on spectral clustering. The Newman-Girvan modularity introduced in Section II-B is used as the stopping criterion for blocking. A. The vector space model Note that each record is a string and can be decomposed into multiple qgrams. Suppose that 𝑚 is the total number of qgrams that appear in 𝑛 records. Let B1 be an 𝑛 × 𝑚 matrix, where B1 (𝑖, 𝑗) denotes how many times the 𝑗th qgram appears in the 𝑖th record. So B1 characterizes records by qgrams, which is the so-called vector space model. Below we define a recordrecord similarity based on this vector space model. Given the record-qgram relation matrix B1 , let B2 be an 𝑛 × 𝑚 matrix defined as follows: for 1 ≤ 𝑖 ≤ 𝑛, 1 ≤ 𝑗 ≤ 𝑚, B2 (𝑖, 𝑗) = log(𝑛/𝑑𝑗 )B1 (𝑖, 𝑗). (3) ∑𝑛 Here 𝑑𝑗 = 𝑘=1 𝛿[B1 (𝑘, 𝑗)] and function 𝛿(��) is defined as: 𝛿(𝑥) is 1 if 𝑥 ≥ 1 and 0 if 𝑥 = 0, where 𝑥 is a nonnegative integer. Note that 𝑑𝑗 is called the document frequency and B2 is also called the tf-idf weight matrix [23], which has been successfully applied in information retrieval for document representation. Here each record is taken as a document and each qgram as a word. The coefficient log(𝑛/𝑑𝑗 ) downgrades the weight for the 𝑗th qgram if it appears very often in all records. Now given the tf-idf weight matrix B2 for the records, we define the similarity matrix A for each pair of the records by the cosine correlation, that is, the similarity between the 𝑖th and 𝑗th records is: ∑𝑚 B2 (𝑖, 𝑘)B2 (𝑗, 𝑘) √ √∑ 𝑚 . (4) A(𝑖, 𝑗) = ∑𝑚 𝑘=12 2 𝑘=1 B2 (𝑖, 𝑘) 𝑘=1 B2 (𝑗, 𝑘)



Obviously, the larger A(𝑖, 𝑗) is, the closer the two records are. There have been many other ways to define similarity between two records. However, the above similarity metric defined from the vector space model not only captures the blocking structures accurately (demonstrated in our experiments later) but enables the development of an efficient approach for blocking. Note that by defining B from B2 as B(𝑖, 𝑗)



√∑ 𝑚



=



𝑒−1 𝑖 B2 (𝑖, 𝑗),



(5)



2 𝑘=1 B2 (𝑖, 𝑘)



where 𝑒𝑖 = is the Euclidean norm of the 𝑖th row of B2 , we can rewrite A as: A



=



BB𝑇 ,



(6)



where the superscript 𝑇 denotes matrix transpose. We call B the normalized record-qgram matrix, which can be computed quickly as above given the records. The basic idea of our blocking algorithm is to partition records into small clusters based on the record-record similarity matrix A that allows fast neighborhood search for candidate record pairs, with the goal that each such pair of records belong to the same entity. Given the similarity matrix A, there have been many methods available for clustering, and spectral clustering has been one of the successful ones. However, as mentioned earlier, spectral clustering cannot be implemented efficiently, since first, A is too expensive to compute and store for large 𝑛, and second, there is no simple way to represent all records in the same low dimensional space. This motivates us to develop a novel algorithm for fast and scalable blocking based on spectral clustering, where A is not computed explicitly, as described in the next subsections. Remark. One can also use words instead of qgrams for defining the record-record similarity. We prefer qgrams instead of words for two reasons: (1) qgrams capture more local information than words which is important when words are noisy; (2) the total number of qgrams can be much smaller than that of words for large scale data sets when 𝑞 is small and thus are more convenient to manipulate. How to choose 𝑞 is domain- or language-specific. Work in [24] showed that 𝑞 = 4 is a good choice for European languages. In our data sets, records or documents are relatively short, with the average length between 20 and 30 characters. In our experiments, we find that 3-grams give better performance. But 4-grams do not improve accuracy since noisy qgrams are introduced. Even worse, they increase dimensionality of data sets and degrade time performance. Thus in all simulation and experimental studies later, the results are reported with 𝑞 = 3. B. Sparsity analysis of matrices As showed in Figure 2, as the number of records increases, the number of non-zero entries of the record-qgram matrix is approximately proportional to the number of records, much smaller than that of the record-record matrix, which is quadratic to the number of records. That means the recordrecord similarity matrix A is expensive to obtain, with time complexity 𝑂(𝑛2 ). In contrast, the record-qgram matrix B1 is
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Fig. 2. Comparison of the numbers of non-zero entries in the record-record matrix and the record-qgram matrix.



sparse and cheap to obtain with time 𝑂(𝐽𝑛), where 𝐽 is the average number of qgrams in a record. In our application, 𝐽 is between 20 and 30, much smaller than 𝑛. According to Eq. (3) and (5), matrix B can be efficiently computed since both computations in Eq. (3) and (5) can be done in time 𝑂(𝐽𝑛). Sparse matrices exist in many applications of information retrieval and data mining. In our application, the sparsity property holds nicely because the average length of the records approximately remains stable as the number of records increases. C. Fast bipartition spectral clustering Recall that bipartition spectral clustering reduces to computing the second smallest eigenvector of the Laplacian matrix ℒ(A) as defined in Eq. (1). The key of our fast algorithm is based on a mathematical equivalence as described in the theorem below. Theorem 1: Given an 𝑛 × 𝑚 normalized record-𝑞gram matrix B, let A = BB𝑇 be its corresponding record-record similarity matrix and let D



=



𝑑𝑖𝑎𝑔(B(B𝑇 1)),



where 𝑑𝑖𝑎𝑔(⋅) transforms a vector into a diagonal matrix. Define a matrix C by C = D−1/2 B.



(7)



Then the second smallest eigenvector of A’s Laplacian matrix ℒ(A) is the second left singular vector corresponding to the second largest singular value of C. Proof: The proof is in Appendix A. Theorem 1 tells that for the bipartition spectral clustering introduced in Section II-A, we only need to compute the second left singular vector of C. It is easy to see that C can be computed quickly due to the sparsity of B. Recall that the singular vectors of a matrix can be computed by the power method (orthogonal iteration)



(see Section 7.3 of [25] for details). Furthermore, according to Theorem 7.3.1 of [25], the complexity for computing the second maximum left singular vector of the sparse matrix C is 𝑂(𝐽𝑛 log( 1𝜖 )/ log( 𝜆𝜆23 )), where 𝜆2 and 𝜆3 are the second and third largest singular values of C, 𝜖 is a prespecified convergence criterion, and 𝐽𝑛 is the number of non-zero entries of C. In practice, 𝜆𝜆23 , which indicates the strength of the bipartition, is typically bounded away from 1 [26][18]. In such cases, the computational complexity is simply 𝑂(𝐽𝑛). Thus the bipartition spectral clustering based on our similarity matrix A can be performed quickly as follows: 1) compute the second maximum singular vector of C defined by (7), and 2) assign the 𝑛 records to one of two subsets according to the signs of the corresponding entries in the singular vector. We call this procedure fast-bipartition for simplicity. D. Efficient bipartitioning process of SPAN The SPAN algorithm has two major steps: first, constructs a binary tree using the above fast-bipartition procedure recursively where the Newman-Girvan modularity is used as the stopping criterion, such that its leaf nodes give a nonoverlapping partition of the 𝑛 records; second, performs neighborhood search on the tree to identify candidate record pairs as input of an entity resolution algorithm. The bipartitioning process of SPAN algorithm is described in detail below. Let B be the normalized record-qgram matrix for the 𝑛 records, then the binary tree is constructed by starting with the root node that contains all 𝑛 records and growing itself by recursively splitting each existing leaf node as follows: 1) Given a leaf node that contains a subset 𝑅𝑠 of records in a data set, perform the above fast-bipartition procedure where the input is the submatrix that consists of the rows of B corresponding to 𝑅𝑠 , and obtains a bipartition say 𝑅𝑠1 and 𝑅𝑠2 ; 2) Compute the Newman-Girvan modularity say 𝑄(𝑅𝑠1 , 𝑅𝑠2 ) for the above bipartition according to Section II-B; 3) If 𝑄(𝑅𝑠1 , 𝑅𝑠2 ) > 0, split the node 𝑅𝑠 into two leaf nodes 𝑅𝑠1 and 𝑅𝑠2 and grow the tree; otherwise, this node is a final leaf and it is not split. For detailed algorithm, please see Algorithm 1. The node of the tree is defined as in Figure 3. Each leaf node of the tree contains a block of records. For inner nodes, field block is null.



Algorithm 1 Bipartitioning process of SPAN Global: 𝑅: data set, as input. 𝑎: attribute for blocking, as input. B: normalized record-𝑞gram matrix of 𝑅 w.r.t 𝑎. 𝑆: set of blocks of records, as output. 𝑇 : root node of a bipartition tree, as output. void BLOCKING-BY-HIERARCHICAL-CLUSTERING() Method: 1: Generate matrix B of data set 𝑅 w.r.t attribute 𝑎. 2: 𝑆 ← 𝜙 3: 𝑇 ← null 4: RECURSIVE-BIPARTITION(𝑅, null) void RECURSIVE-BIPARTITION(𝑅𝑠 , 𝑝𝑎𝑟) Input: 𝑅𝑠 : subset of data set 𝑅. 𝑝𝑎𝑟: parent of current node. Method: 1: 𝑐𝑢𝑟 ← new TreeNode() // current node 2: if 𝑝𝑎𝑟 ∕= null then 3: Add 𝑐𝑢𝑟 to 𝑝𝑎𝑟.childrenlist. 4: Get B𝑠 corresponding to data set 𝑅𝑠 , where B𝑠 consists of some rows of matrix B and B𝑠 = B if 𝑅𝑠 = 𝑅. 5: D ← diag(B𝑠 (B𝑇 // get degree matrix of B𝑠 B𝑇𝑠 𝑠 1)) −1/2 6: C ← D B𝑠 7: Split 𝑅𝑠 into 𝑅𝑠1 and 𝑅𝑠2 according to fast-bipartition procedure on 𝐶. 8: Compute Newman-Girvan modularity 𝑄 for this split. 9: if 𝑄 ≤ 0 then 10: // cancel this split and consider 𝑅𝑠 as a block 11: 𝑐𝑢𝑟.block ∪ ← 𝑅𝑠 12: 𝑆 ← 𝑆 {𝑅𝑠 } // add {𝑅𝑠 } to set of blocks 13: else 14: // validate this split and continue splitting 15: RECURSIVE-BIPARTITION(𝑅𝑠1 , 𝑐𝑢𝑟) 16: RECURSIVE-BIPARTITION(𝑅𝑠2 , 𝑐𝑢𝑟) 17: if 𝑝𝑎𝑟 = null then 18: 𝑇 ← 𝑐𝑢𝑟 // 𝑐𝑢𝑟 is root node and 𝑅𝑠 = 𝑅



The bipartition tree construction falls into the general framework of divisive hierarchical clustering. Note that in item 1) one may also use a locally normalized matrix based on just the subset of the records, instead of a submatrix of the global normalized matrix B. Below we illustrate our SPAN algorithm with records in Example II.1 in details. Example III.1: First each record is decomposed into qgrams with 𝑞 = 3, which results in 72 qgrams in total. For example, the second record “700 MOUNTAIN AVE” is decomposed into qgrams as follows: “##7”, “#70”, “700”, “00 ”, “0 M”, “ MO”, “MOU”, “OUN”, “UNT”, “NTA”, “TAI”, “AIN”, “IN ”, “N A”, “ AV”, “AVE”, “VE$” and “E$$”. And then the 7 × 72 record-qgram matrix with tf-idf entries is computed and normalized by rows to obtain the sparse matrix B. Note



node 1 (record: 1, 2, 3, 4, 5, 6, 7) NG modularity: 0.3 >0 Decision: Split



node 2 (record: 1, 2, 3, 6, 7) NG modularity: 0.2654 >0 Decision: Split



node 3 (cluster #1) NG modularity: - 0.2 < 0 Decision: No split record 1 600 MOUNTAIN AVENUE record 2 700 MOUNTAIN AVE record 3 600-700 MOUNTAIN AVE



Fig. 4.



node 5 (cluster #3) NG modularity: - 0.5 < 0 Decision: No split record 4 100 DIAMOND HILL RD record 5 100 DIAMOND HILL ROAD



node 4 (cluster #2) NG modularity: - 0.5 < 0 Decision: No split record 6 123 SPRINGFIELD AVENUE record 7 123 SPRINFGIELD AVE



Bipartition tree in Example III.1



that the similarity matrix A = BB𝑇 shown in Table I was only for the purpose of demonstration and is not needed by SPAN. Now we describe how the binary tree is built as below. To build the first level of the tree, i.e. to bipartition all seven records at the root node, compute matrix C from B and the second left singular vector of C, from which the signs of the entries lead to the bipartition (1, 2, 3, 6, 7) and (4, 5), as in Example II.1. The NG modularity is computed as 0.3, which is positive and thus the tree grows at this node. Now it is necessary to check each of the two new nodes. To bipartition (1, 2, 3, 6, 7), compute C (5 × 72) based on the submatrix of B which consists of the rows of (1, 2, 3, 6, 7) and its second left singular vector. This gives a bipartition (1, 2, 3) and (6, 7), and the corresponding NG modularity is computed to be 0.2654, which is positive and thus the tree grows to level 3 at this node. However, for bipartition of the node (4, 5) to (4) and (5), since the NG modularity is computed to be -0.5, which is negative, this bipartition is invalid and the tree does not grow at the node (4, 5). Similarly, the third level nodes of the tree, i.e. (1, 2, 3) and (6, 7) are checked. Neither of the nodes can be further bipartitioned because the NG modularities for both of them are negative. So the tree does not grow further. The final bipartition tree and the complete bipartition process are depicted in Figure 4. E. Neighborhood search of SPAN After the bipartition tree is generated, we search for the neighborhood in order to generate candidate record pairs that are input of an entity resolution algorithm (e.g. [27][28][6][29][30][4][31][32][33]) for accurate matching which generally considers all the attribute values of records and is assumed to be costly. We do not address the entity resolution algorithm as it is beyond the scope of this paper. We define 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 as 1 − 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦. We know each leaf node of the tree represents a cluster of records. Let 𝑇𝑖𝑛𝑡𝑒𝑟 and 𝑇𝑖𝑛𝑡𝑟𝑎 (both in [0, 1]) denote two pairwise-distance thresholds where the subscripts 𝑖𝑛𝑡𝑒𝑟 and 𝑖𝑛𝑡𝑟𝑎 stand for inter- and intraclusters, respectively. First the bipartition tree is generated according to Section III-D. Then the candidate record pairs
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Fig. 5. The computation time of truncated SVD of matrix C for bipartitioning. It is bounded by 𝑂(𝐽𝑛) where 𝑛 is the number of records, and 𝐽 = 24 is the average number of qgrams in a record. The computation time is also approximately proportional to the number of non-zero entries of matrix C.



are generated as follows: (1) for each record pair (𝑅𝑖 , 𝑅𝑗 ) in a cluster, if the distance between 𝑅𝑖 and 𝑅𝑗 is less than 𝑇𝑖𝑛𝑡𝑟𝑎 , then this pair is a candidate record pair; and (2) for each record pair (𝑅𝑖 , 𝑅𝑗 ) where 𝑅𝑖 and 𝑅𝑗 are from two neighboring leaf nodes, if the distance is less than 𝑇𝑖𝑛𝑡𝑒𝑟 , then this record pair is a candidate record pair. We regard two leaf nodes as neighbors if they are close to each other in the tree, i.e. the path length in terms of the number of edges between them on the tree is small. In our experiments, we take the path length 4 as the threshold to define the neighbors. It is important to point out that the total number of such pairwise examinations is 𝑂(𝑛) as the size of a neighborhood is bounded. Therefore, to examine those pairs, one can in fact afford an even finer similarity metric than the tf-idf metric used in the fast construction of the bipartition tree. In our experiments, we simply use the same similarity metric for the pairwise examinations, and the results are reported in Section IV. We expect that the performance is robust to the choices of 𝑇𝑖𝑛𝑡𝑒𝑟 and that the best performance is achieved when 𝑇𝑖𝑛𝑡𝑒𝑟 is close to 0 and 𝑇𝑖𝑛𝑡𝑟𝑎 is close to 1, where the extreme case reduces to simply claiming only records in the same leaf as neighbors. The intuition is that two records in the same leaf are either very similar or brought together through a third record, which is similar to both records. The latter case is called transitivity, a nice property preserved by the nature of spectral clustering. These are also verified by our experiments. F. Time complexity analysis 1) Pre-bipartitioning time Given 𝑛 records, let 𝐽 be the average number of qgrams in a record. We can obtain matrix B in time 𝑂(𝐽𝑛) as mentioned in Section III-B. It is easy to confirm that matrix C can be



obtained in time 𝑂(𝐽𝑛) according to Eq. (7). 2) One bipartitioning time a) Truncated SVD computation: We use truncated Singular Value Decomposition (SVD) for bipartitioning, in which only the first two singular values and singular vectors need to be computed. This is much more efficient than the full SVD. Its computational time is proportional to the number of non-zero entries in the matrix. The truncated SVD is done on matrix C. Since C is a sparse matrix with 𝐽𝑛 non-zero entries, the time for truncated SVD is approximately 𝑂(𝐽𝑛) as mentioned in Section III-C, see Figure 5 for some empirical evidence. b) NG modularity computation: Note that the NG modularity formula (2) is based on matrix 𝒜, which represents connectivity among the 𝑛 nodes and diagonal elements are 0. However, in our similarity matirx A, all diagonal elements are 1. Therefore it is necessary to deduct diagonal 1’s while applying the NG modularity to A. And by Eq. (6) we have 𝐿



= =



𝑛 ∑ 𝑛 ∑



A(𝑖, 𝑗) − 𝑛 = 1𝑇 A1 − 𝑛



𝑖=1 𝑗=1 𝑇 𝑇



(B 1) (B𝑇 1) − 𝑛,



which can be computed quickly due to the sparsity of B. Similarly 𝑂𝑘𝑘 and 𝐿𝑘 defined in (2) are computed by deducting diagonal 1’s and can also be computed quickly. Thus the NG modularity for a bipartition of 𝑛 records can be computed directly based on B with complexity 𝑂(𝐽𝑛). 3) Total bipartitioning time After bipartition, there would be on average 𝑂(log 𝑛) levels in the bipartition tree. Furthermore, as discussed earlier, one fast-bipartition procedure takes time 𝑂(𝐽𝑛). Then we can derive bipartitioning for nodes in each level with complexity 𝑂(𝐽𝑛). Therefore, the average time complexity of our SPAN algorithm is 𝑂(𝐽𝑛 log 𝑛). 4) Time for neighborhood search In SPAN, besides generating a binary tree in 𝑂(𝐽𝑛 log 𝑛), the additional time of pairwise comparison within cluster and between clusters is 𝑂(𝑚𝑠2 ) where 𝑠 is the maximum size of clusters, and 𝑚 is the number of clusters. In practice, the maximum number of each cluster’s neighboring clusters is fixed, typically small. Thus the time for neighborhood search is no more than 𝑂(𝑛). Therefore the total average time for SPAN is dominated by the binary tree construction. Overall, the time complexity of SPAN can be written as 𝑂(𝐽𝑛 log 𝑛), which is much faster than the state of the art blocking algorithms such as canopy clustering [11] and bigram indexing [10][34]. IV. E XPERIMENTS To study the performance of SPAN, we use three popular measures: precision, recall and F1-measure, where precision is defined as the proportion of correctly identified record pairs, i.e., two records matching the same entity, to candidate pairs returned by a blocking algorithm, recall is the proportion of correctly identified record pairs to the correct record pairs



TABLE II ACCURACY COMPARISON OF BLOCKING ALGORITHMS



SPAN



Datasets



precis. 0.763 0.888 0.980 0.987 0.999 1.000 0.598 0.908 0.936 0.971 0.987 0.998 0.352 0.872 0.907 0.956 0.986 0.989



CC



F1 0.617 0.731 0.862 0.967 0.975 0.977 0.446 0.670 0.781 0.940 0.931 0.968 0.227 0.557 0.753 0.920 0.861 0.947



precis. 0.611 0.900 0.756 1.000 0.988 0.973 0.615 0.628 1.000 0.958 0.882 0.959 0.556 0.902 0.970 0.938 0.962 0.923



recall 0.679 0.698 0.808 0.860 0.961 0.955 0.506 0.716 0.560 0.842 0.912 0.913 0.297 0.319 0.546 0.843 0.797 0.921



precis. 0.577 0.889 0.722 1.000 0.862 0.930 0.299 0.577 0.611 0.814 0.787 0.819 0.302 0.496 0.666 0.572 0.645 0.754



SN



recall 0.340 0.485 0.695 0.614 0.864 0.619 0.347 0.478 0.518 0.626 0.659 0.693 0.197 0.354 0.383 0.574 0.515 0.560



F1 0.428 0.628 0.708 0.761 0.863 0.743 0.322 0.523 0.560 0.708 0.717 0.750 0.238 0.413 0.486 0.573 0.573 0.643
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recall 0.264 0.426 0.573 0.650 0.680 0.679 0.192 0.385 0.538 0.617 0.607 0.666 0.154 0.352 0.496 0.610 0.589 0.651
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Sensitivity of CC to parameter (𝑇1 ) selection.



based on the ground-truth entities, and F1-measure is the harmonic average of precision and recall: 2/(1/precision + 1/recall). We compare SPAN with three representative blocking algorithms in the literature: Sorted Neighborhood (SN), Canopy Clustering (CC) and Bigram Indexing (BI). Our experiments use both published synthetic data and real data sets. Our results demonstrate that 1) SPAN is fast and scalable to large scale data sets with average time complexity 𝑂(𝐽𝑛 log 𝑛), while CC and BI are not; 2) SPAN outperforms the other three algorithms in cases when data have low or medium noise, which is often the case of real-world applications; and 3) SPAN is much more robust than both CC and bigram indexing in the sense that its performance is very robust to the tuning parameters, while the performance of CC and BI highly depend on a fine choice of the tuning parameters, which requires lots of labeled data and thus is often not possible with data sets in real-world applications. We first describe the implementation details of SPAN, as well as the data sets and then report the accuracy and efficiency of SPAN, in comparison with BI, SN and CC. In our experiments, company names are used as the blocking attribute. A. Data sets Below is a description of two types of datasets used in our experiments. The labeled data is necessary so that we can compare the accuracy (i.e., quality of resulting blocks) of different algorithms. 1) Labeled data: The labeled data, in which the real entities are known for records, are synthesized data obtained from the University of Toronto [33]. In these data sets, 𝐽, the average number of qgrams in a record, is between 20 and 30. We select six medium-sized data sets: two high-noise data sets (H1 and H2), two medium-noise data sets (M1 and M2), and two low-noise data sets (L1 and L2). Each of them includes about 5000 records, and each record has the same attribute company name. For each of the six data sets, we also take the first 500 and 1500 records to form new data sets. In total, we get 18 data sets, named as H1-500, H1-1500, H1-5000, and so on.



2) Unlabeled data: We have a large real corporate dataset which is unlabeled, called A500k, with about 500,000 records, which will be used only for time complexity investigation. We again use company names as the blocking attribute, which has an average string length 24 and then 𝐽 is about 26. In addition, we use a publicly accessible large data set from Netflix [35], which is a large sparse matrix with 500,000 users as rows and 17,770 movies as columns, on average 200 movies per user, i.e., the average number of features in a record is 𝐽 = 200. Here the sparse matrix B1 indicates which movies each user has rated. B. Performance comparison In BI [12][10], if two records share 𝑐 bigrams, they are assigned to the same block and each record can be assigned to multiple blocks, where 𝑐 = 𝑡 ∗ 𝑏, 𝑏 is the average number of bigrams in the records and 𝑡 ∈ (0, 1] is a tuning parameter. CC has two parameters [11] - loose threshold 𝑇1 and tight threshold 𝑇2 with 0 < 𝑇2 < 𝑇1 < 1. Briefly in CC, by starting from the list of 𝑛 records, the algorithm randomly picks a record as a center, includes records with distance within 𝑇1 as a canopy, and removes records with distance within 𝑇2 from the list, which is repeated until the list is empty. In CC, canopies can overlap. We run SPAN, BI, SN and CC on all 18 labeled data sets in our experiments. 1) Accuracy: The accuracy comparisons in terms of precision, recall and F1 measures are given in Table II, which lists the best performance of each algorithm on the data sets. For SPAN in Table II, threshold 𝑇𝑖𝑛𝑡𝑟𝑎 is 0.9 for all data sets, and threshold 𝑇𝑖𝑛𝑡𝑒𝑟 is set as follows: 0.8 for high-noise data sets H1 and H2, 0.5 for medium-noise data sets M1 and M2, and 0.3 for low-noise data sets L1 and L2. Table II demonstrates that CC and SPAN significantly outperform SN and BI. For example, consider the data set M1-5000, the F1-measures of SPAN, CC, BI and SN are 0.753, 0.699, 0.486 and 0.488, respectively. SPAN is the best among all algorithms, and it is more than 50% better than BI and SN. Note that BI gives equal weight to each bigram, thus it suffers from the large number of common bigrams derived from stopping words (e.g. ’co’ and ’om’ from ’com’) that appear frequently in the data. On the other hand, both SPAN and CC use tf-idf weights, which give



TABLE III T IME COST ( SECONDS ) OF SPAN AND CC ON DATA SET A500 K .



No. of records 500 5000 10000 50000 100000 500000



SPAN 10.58 34.02 50.11 259.57 811.65 3485.21



CC 11.37 278.31 3095.76 * * *



different weights to frequently occurred substrings and less frequent ones. Finally, SN has the major drawback of relying on the key selected for sorting data records. Thus only keys of good quality cause similar records to be close to each other, which is not necessarily the case in our experiments. Table II also shows that, overall, SPAN outperforms CC almost uniformly on medium- and low-noise data sets. In the presence of high-noise data sets, there is no clear cut whether CC or SPAN outperforms the other. For example, Table II presents F1 results for H1-5000 and H2-5000 data sets, which are opposite. It is unclear to us why sometimes CC may outperform SPAN, while SPAN may outperform CC at other times. We plan to investigate this in our future work. We expect that SPAN in general outperforms CC in realworld applications, as spectral clustering is capable to capture not only the pairwise similarity of the records, but also the connection between records through transitivity, whereas canopy clustering captures only pairwise similarity. 2) Robustness: We next investigate the robustness of SPAN and CC, in terms of the choice of the tuning parameters. In SPAN, there are two parameters - inter-cluster threshold 𝑇𝑖𝑛𝑡𝑒𝑟 and intra-cluster threshold 𝑇𝑖𝑛𝑡𝑟𝑎 . Figure 6 shows the changes of recall, precision and F1 measures for SPAN on four data sets as one parameter changes while the other is fixed. The best value for 𝑇𝑖𝑛𝑡𝑟𝑎 is around 0.9, while the best value for 𝑇𝑖𝑛𝑡𝑒𝑟 depends on data - it is higher for high-noise data than for lownoise data, i.e., we need higher dissimilarity for high-noise data when matching two records, which is reasonable. Figure 7 shows the similar tests for CC. However, the precision, recall and F1 measure vary dramatically for CC, almost from 0 to 1 as the loose threshold 𝑇1 varies in [0, 1], although they vary not that much as the tight threshold 𝑇2 varies. Therefore, CC is quite sensitive to the tuning parameter 𝑇1 , whose value is difficult to decide in practice. Meanwhile, the performance of SPAN does not change so much as the tuning parameters vary. This means that SPAN is more robust and more practical to use than CC, although both are unsupervised learning. The robustness of SPAN is due to the bipartition tree, which gives a sound and preliminary partition of the records and enables fast neighborhood search. C. Comparison of time complexity In order to investigate how the time cost of the algorithms grows with the number of records, this subsection presents our results with the two real unlabeled data sets. As analyzed in Section III-F, SPAN is at the level of 𝑂(𝑛 log 𝑛), as fast as



TABLE IV T IME COST ( SECONDS ) OF SPAN AND CC ON DATA SET N ETFLIX .



No. of records 50000 100000 500000



SPAN 814.18 1560.17 7496.78



CC 13594.82 70405.10 *



SN in terms of time complexity, although SPAN has a bigger constant than SN. But SN does not work as accurately as SPAN. As far as we know there is no other blocking algorithm at the level of 𝑂(𝑛 log 𝑛). As SPAN and CC outperform BI and SN significantly in Table II, we only focus on studying



the former two algorithms in this subsection. Table III shows the comparison of running time for SPAN and CC on the larger data set A500k, in which * stands for the case where the algorithm does not finish within 24 hours. Table IV shows the comparison on data set Netflix [35]. Obviously SPAN significantly outperforms CC in terms of running time. And the numbers for SPAN in the tables are consistent with 𝑂(𝑛 log 𝑛). V. R ELATED WORK There have been many methods and tools developed for entity resolution (see [36][37][38][8] for surveys). A variety of learning-based methods have been proposed for entity resolution, which can be categorized as supervised and unsupervised learning. For example, naive Bayes [27], logistic regression [28], support vector machines [6] and decision trees [29]) are supervised learning approaches, while co-training on clustering [30], probabilistic model [4], topic model [31][32], and clustering algorithms [33] are unsupervised learning approaches. Our approach is in the category of unsupervised learning algorithms. This paper proposes SPAN, a novel and efficient blocking algorithm based on spectral clustering. Blocking has been studied extensively in the literature (See [12] for a blocking review), and various blocking techniques have been proposed, including sorted neighborhood (SN) [9], bigram indexing (BI) [10][34], and canopy clustering (CC) [11]. However, our blocking technique is the first one that is derived from spectral clustering for large-scale entity resolution problems, and it improves prior approaches on capturing both intra- and interblock similarities efficiently, i.e., in the time of 𝑂(𝐽𝑛 log 𝑛). In particular, our analysis and experimental results demonstrate that our algorithm outperforms benchmark blocking algorithms. [39] presented a simple and scalable graph clustering method called power iteration clustering (PIC). Different from our work, their focus is not on blocking. [40] studied a related problem of name disambiguation using 𝐾-way spectral clustering under the usual clustering framework, where the number of clusters is small, and their approach does not apply to large-scale problems. There has been lots of literature on distance based neighborhood search. The most popular algorithms are kd-tree and its



variations [41], which only apply to low dimensional feature spaces. Studies in high dimensional neighborhood search [42] have mostly focused on generic problems and shown that it is impossible to achieve the complexity of 𝑂(𝑛 log 𝑛). SPAN provides a fast and approximate solution for neighborhood search in high dimensional data space. The key for SPAN to achieve fast computation is to take advantage of the sparse structure in the feature space that the average number of qgrams is only 𝐽 though the total number of qgram can be as large as 𝑛. Iterative blocking has been proposed in [43], which combines multiple single-attribute blocking results to reduce false negatives (i.e., improve recall). Our work is related to iterative blocking because each single-attribute blocking result can be generated by one of the aforementioned blocking methods, i.e., SN, BI, CC, or SPAN. There have been various similarity measures available e.g., edit distance [44], token-based 𝑛-gram [45], and characterbased 𝑞gram [46]. These can also been used for neighborhood search in the second step of SPAN. Our work also differs from rule-based [2][47][9] approaches as those ones usually utilize semantics of the data, which can only be derived from expert knowledges. While our techniques can be applied in the absence of such knowledges, it is worth pointing out that ours can also be enhanced by such rules. This, however, is left as our future work. As a fast clustering algorithm, our work should be compared with state-of-the-art methods that have the same assumptions as our solution. But some clustering algorithms in the literature listed above cannot be compared with our solution because they have different assumptions. Currently, we first apply this algorithm to the blocking of entity resolution problem because there was no accurate algorithm efficient enough for this problem, which has extensive applications in data mining and information retrieval. VI. C ONCLUSIONS AND FUTURE WORK In this paper, we propose a novel algorithm, namely spectral neighborhood blocking, which is an efficient and scalable blocking approach for entity resolution. Our algorithm is developed based on spectral clustering to hierarchically partition the data points into blocks until it meets the stopping criterion specified by the Newman-Girvan modularity. One of the key features in our algorithm is that it does not require the similarity matrix to be computed explicitly, which enables the scalability of the algorithm as the similarity matrix may be too expensive to compute when the number of data points becomes large. Our analysis and empirical results from real world data sets show that our algorithm is in the time complexity of 𝑂(𝐽𝑛 log 𝑛), which is faster than two of the existing blocking algorithms, i.e., bigram indexing and canopy clustering. On the other hand, our experimental results from synthetic data sets demonstrate that our algorithm outperforms three existing state-of-the-art blocking algorithms, i.e., sorted neighborhood, bigram indexing and canopy clustering, in terms of accuracy of blocks when the amount of errors in the data sets varies
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A PPENDIX A. Proof of Theorem 1 Proof: The normalized Laplacian matrix [20] of A is ℒ(A) = I − D−1/2 AD−1/2 , where I is the identity matrix and D is the degree matrix of A, and with convention D−1 (𝑖, 𝑖) = 0 for D(𝑖, 𝑖) = 0. Then we have ℒ(A)



=



I − D−1/2 BB𝑇 D−1/2



=



I − CC𝑇 .



(8)



There exists a factorization of C for SVD as C = UΣV𝑇 .



(9)



where U is an 𝑛-by-𝑛 orthogonal matrix, V is an 𝑚-by-𝑚 orthogonal matrix, and Σ is an 𝑛-by-𝑚 (rectangular) diagonal matrix with nonnegative real singular values on the diagonal. U includes left singular vectors, and V includes right singular vectors. Put Eq. (9) into the right side of Eq. (8), and consider U𝑇 = −1 U and V𝑇 = V−1 , we have ℒ(A)



=



U(I − ΣΣ𝑇 )U−1 .



(10)



Note that Σ𝑇 is 𝑚-by-𝑛, different from Σ. Let Λ = I − ΣΣ𝑇 .



(11)



It is easy to verify that Λ is a diagonal matrix. Then we conclude that Eq. (10) is the eigendecomposition of matrix ℒ(A). And eigenvalues are diagonal elements of Λ. According to Eq. (11), the 𝑛 eigenvalues of ℒ(A) are 1 − 𝜎12 ≤ . . . ≤ 2 ≤ 1 = . . . = 1, if 𝑚 singular values 𝜎1 ≥ . . . ≥ 𝜎𝑚 1 − 𝜎𝑚 are given. Eq. (8) also shows that ℒ(A)’s eigenvectors are from matrix U which include the left singular vectors of the SVD of matrix C. Then the conclusion follows.
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