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a b s t r a c t This paper investigates the feature subset selection problem for the binary classiﬁcation problem using logistic regression model. We developed a modiﬁed discrete particle swarm optimization (PSO) algorithm for the feature subset selection problem. This approach embodies an adaptive feature selection procedure which dynamically accounts for the relevance and dependence of the features included the feature subset. We compare the proposed methodology with the tabu search and scatter search algorithms using publicly available datasets. The results show that the proposed discrete PSO algorithm is competitive in terms of both classiﬁcation accuracy and computational performance. Ó 2010 Elsevier B.V. All rights reserved.



1. Introduction Successful decision-making, whether done by an individual or as a group relies on the presence of many ingredients. Availability and quality of information is an essential element of successful decisions (O’Reilly, 1982). With the advent of key information technologies over the past several decades, decision makers have now access to vast amount of historical data. The extraction of valuable information from these data sources requires purposeful application of rigorous analysis techniques such as data mining, machine learning, and other statistical learning techniques. Data mining methods are often employed to understand the patterns present in the data and derive predictive or statistical models with the purpose of predicting future behavior (Fayyad and Uthurusamy, 2002). While data mining encompasses a wide range of data processing and manipulation steps (e.g., formatting, ﬁltering, visualization), machine learning algorithms are central to the data mining process (Mitchell, 1999). Machine learning algorithms are a collection of methods that are capable of learning to optimize a performance criterion using example data or past experience (Alpaydin, 2004). The classiﬁcation problem, as a form of supervised machine learning, aims to induce a model with the purpose of predicting categorical class labels for new samples given a training set of samples each with a class label. Classiﬁcation has found applications in various domains such as credit approval in ﬁnancial services, target marketing in retailing, medical diagnosis in healthcare, and treat* Corresponding author. Tel.: +1 313 577 3872; fax: +1 313 577 8833. E-mail addresses: [email protected] (A. Unler), [email protected] (A. Murat). 0377-2217/$ - see front matter Ó 2010 Elsevier B.V. All rights reserved. doi:10.1016/j.ejor.2010.02.032



ment effectiveness analysis in healthcare. A typical implementation of the classiﬁcation problem involves selecting a training dataset with class labels, developing an accurate description or a model for each class using the attributes available in the data, and then evaluating the prediction quality of the induced model. There are a number of different operations research techniques developed to improve the quality and efﬁciency of the model induction in classiﬁcation (Olafsson et al., 2008). In many practical applications of classiﬁcation, it is not uncommon to have a large volume of data and/or number of attributes. Since much of these data are usually collected for reasons other than mining the data (e.g. classiﬁcation), there may be some redundant or irrelevant features. Extraction of valuable information from these datasets requires exhaustive search over the sample space. This brings about such challenges as managing computational time complexity and inducing compact models. A common approach for overcoming these challenges is to employ dimensionality reduction techniques. In many real-world classiﬁcation problems, there exist a large number of attributes and comparably few training sample data making the dimensionality reduction an imperative. Examples of such real-world applications are selecting genes from microarray data, separating healthy patients from cancer patients, characterization of test to perform automatic sorting of URLs into a web directory, and detecting unsolicited spam email (Guyon and Elisseeff, 2003). While some preprocessing procedures, e.g. ﬁltering, can help reduce the effective feature set size, there still exists need for further reduction to build good predictor models. Furthermore, effective feature reduction can improve the accuracy of classiﬁcation by reducing estimation errors due to the ﬁnite sample size effects (Jain and
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Chandrasekaran, 1982). Other beneﬁts associated with a smaller model are the avoidance of overﬁtting for better generalization, the ease of conveying, and the lower data collection and computational effort. There are two commonly used feature reduction techniques, each with different advantages and limitations. The ﬁrst technique generates a new feature set which is low dimensional and ideally consists of uncorrelated features from the original feature set. In addition, the new feature set is expected to preserve much of the information encoded in the original set. This is so called feature synthesis (a.k.a. feature extraction) as each new feature is a function of all the original features. From a practical viewpoint, this is a disadvantage as the numeric coefﬁcients of the new features are not informative about the importance of individual features in the original set. On the other hand, feature extraction has the advantage of computational efﬁciency since the feature reduction is performed independent of the model induction. The feature subset selection task, the other reduction technique, is the process of selecting features that are relevant in explaining the patterns present in the data. These selected features contribute to the prediction strength of the subsequently induced model which is obtained via some learning process such as classiﬁcation, clustering, etc. Accordingly, the features that are redundant or provide little information are eliminated from further consideration. There are different deﬁnitions for the relevance of features. The appropriate qualiﬁcation for relevance depends on the purpose of induced model and the corresponding learning algorithm to be used (Blum and Langley, 1997; Yang and Honavar, 1998). Performing feature subset selection task before applying the learning algorithm provides numerous beneﬁts such as reduced computational effort for model induction and improved interpretation as a result of a simpler model. Furthermore, simple models tend to generalize better when the purpose of learning is to induce prediction models. In addition, the process of feature subset selection provides valuable information on the relevance of features (i.e., which features to keep and which ones to disregard) for decision making (Liu and Motada, 1998). In feature subset selection problem, the prediction accuracy of the selected subset depends on the size of the subset as well as the features selected. Unfortunately, the prediction accuracy is not a monotonic function of the feature subset with respect to the set inclusion. Furthermore, in many practical applications, the number of features in the original set ranges from medium size (in hundreds) to large-scale instances (in tens or hundreds of thousands). Accordingly, the subset selection problem is an NP-hard combinatorial problem and requires efﬁcient solution algorithms (Amaldi and Kann, 1998; Cover and Van Campenhout, 1977; Kohavi and John, 1997). Unlike many other combinatorial problems, the feature subset selection problem requires complex function evaluations which are often not available in closed analytical form or exhibits a nonlinear relationship with the space of feature subset. This complication necessitates developing efﬁcient heuristic methods to manage the computational complexity as well as to induce models with high prediction accuracy. In this paper, we propose a modiﬁed particle swarm optimization (PSO) algorithm for the feature subset selection problem. Our approach differs in two aspects from the earlier studies using PSO for this problem. These are the particle position (feature subset) representation and the updating (inclusion/exclusion of features) of the particle position. Our approach is an adaptive modiﬁcation of the discrete PSO proposed in Kennedy and Eberhart (1997) for feature subset selection problem. The approach in Wang et al. (2007) is based on continuous PSO. Talbi et al. (2008) propose Geometric PSO (GPSO), in which the particle movements are also conﬁned to the binary search space. The discrete PSO implementation in our study differs from GPSO in Talbi et al. (2008) such that,
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at each iteration, we update the likelihood of changing the particle position rather than the particle position itself. The most pronounced difference of our approach from these two PSO-based studies is the adaptive feature selection aspect. In particular, our proposed approach adaptively selects the feature subset by accounting for the relevance and predictive contribution of each feature added to the subset. In comparison, the PSO implementations in Wang et al. (2007) and Talbi et al. (2008) perform particle position update (feature selection) by randomly including or excluding individual features for each particle. Furthermore, we compare our approach with two other competitive heuristic strategies, tabu search (TS) and scatter search (SS), using publicly available datasets and demonstrate the effectiveness of the proposed methodology. The rest of the paper is organized as follows: Section 2 reviews literature on feature subset selection problem. In Section 3, we formally present the feature subset selection problem. The proposed PSO methodology is described in Section 4. In Section 5, we compare the proposed PSO algorithm with TS and SS through an experimental study and report on the accuracy and computational results.



2. Overview of feature selection methods There are a number of studies providing overview of the stateof-art methodologies for feature selection as well as guidance on different aspects of this problem (Dash and Liu, 1997; Reinartz, 2002; Liu and Yu, 2005; Guyon and Elisseeff, 2003). We especially refer the reader to Guyon and Elisseeff (2003) for an excellent survey on the state-of-art for the feature selection problem. In this section, we review various solution approaches to the feature subset selection problem with speciﬁc emphasis on the heuristic methods. Most feature subset selection algorithms can be categorized into two types: ﬁlter and wrapper algorithms. The main distinction between the two is that ﬁlter algorithms select the feature subset before the application of any classiﬁcation algorithm. By using statistical properties of features, the ﬁlter approach eliminates the less important features from the subset. Besides their comparative computational efﬁciency, there are other compelling arguments for using ﬁlter methods. For instance, some ﬁlter methods provide a generic selection of variables which are independent of a given learning machine. Wrapper methods approach the problem by selecting the feature subsets according to the accuracy on the training data and subsequently learn and test the classiﬁcation model using the test data. Generally, wrapper methods are implemented by ﬁrst deﬁning the learning algorithm, the performance criteria, and the search strategy. Next, an iterative search process is utilized such that, at each iteration, the learning algorithm is run using the training data and the performance of the current subset is computed. Then the next feature subset is identiﬁed according to speciﬁed search criterion. Predominantly, given a classiﬁer, the best feature subset is usually available through the wrapper methods (Guyon and Elisseeff, 2003). Since features are selected concurrent to the learning, the prediction power of the resulting classiﬁcation model tends to be better and more consistent than the alternatives (Kohavi and John, 1997). Wrapper methods are often criticized for their computational inefﬁciency caused by the joint processing of learning and feature selection tasks. As a result of this computational challenge, most wrapper algorithms are inexact search methods such that they seek for quality solutions with reasonable computational effort (Reunanen, 2003; Guyon and Elisseeff, 2003). Most wrapper algorithms fall under one of the following categories: exact methods, greedy sequential subset selection methods, nested partitioning methods, mathematical programming methods, and metaheuristic methods. The exact methods for feature
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subset selection problem employ the classical branch and bound (B&B) principle (Narendra and Fukunaga, 1977; Somol et al., 2004). The greedy sequential subset selection methods are computationally efﬁcient wrapper methods. Sequential Forward Selection, SFS (Whitney, 1971) and Sequential Backward Selection, SBS (Marill and Green, 1963) are the two most common greedy methods. To avoid the nesting effect, Stearns (1976) proposes ‘‘plus-ltake-away-r” method in which SFS is applied l times forward and then r back-tracking steps of SBS. The challenge with the ‘‘plus-ltake-away-r” method is predicting the best (l, r) values to obtain good results with moderate computation. Pudil et al. (1994) extend this approach to the ﬂoating selection methods, SBFS (Sequential Backward Floating Selection) and SFFS (Sequential Forward Floating Selection), where the backtracking is controlled without any parameter setting. After each forward step, the SFFS method applies a number of backward steps as long as the corresponding subsets are better than the previously evaluated ones. The nested partitioning method partitions the search space according to an application-dependent strategy. Olafsson and Yang (2005) propose a method for the feature subset selection problem which is based on this nested partitions method. Yang and Olafsson (2006) later develop an adaptive version of the method in Olafsson and Yang (2005). Bradley et al. (1998) propose a mathematical programming approach based on successive linearization and bilinear algorithm for the feature subset selection problem using a parametric objective function. Gadat and Younes (2007) implement a stochastic gradient descent algorithm for the feature subset selection problem where each feature is attributed a weight according to their importance for the classiﬁcation task. Given the demonstrated efﬁciency on similar combinatorial problems, various metaheuristics have also been proposed for the feature subset selection problem. These metaheuristics techniques are genetic algorithms (GA), simulated annealing (SA), TS, SS, and PSO. Yang and Honavar (1998) proposed using GA for multi-criteria feature selection problem. They use two-criteria ﬁtness function consisting of the generalization accuracy of the feature subset and the features’ measurement cost. Vinterbo and OhnoMachado (1999) propose a GA-based method for the feature subset selection problem for logistic regression (LR) classiﬁer and demonstrate its application for classiﬁcation of myocardial infarction in a data set of patients with chest pain. Raymer et al. (2000) propose a GA which simultaneously performs feature selection and extraction. They compare the performance of the resulting model with those of other selection (SFFS) and extraction (linear discriminant analysis) methods. Sikora and Piramuthu (2007) propose using GA in conjunction with two types of feature selection concepts. They propose feature selection based on Hausdorff distance as well as self-adaptive technique of embedded feature selection. Meiri and Zahavi (2006) propose a SA based approach for the feature subset selection problem in specifying a large-scale linear regression model. They compare the proposed SA approach to the stepwise regression (SWR) algorithm using marketing data sets. Zhang and Sun (2002) employ TS to solve feature selection problem. They use two forms of the problem which are the unconstrained form and the constrained form, where the number of selected features is bounded in the latter. Pacheco et al. (2007) propose two feature subset selection algorithms based on the metaheuristic strategies variable neighborhood search (VNS) and TS based on a linear discrimination function. They compare the accuracy results of two metaheuristics with those of SFS, SBS, and step-wise selection methods based on Fisher’s discriminant analysis and LR. Pacheco et al. (2009) subsequently propose using TS based wrapper algorithm for selecting feature subsets while using LR as the classiﬁer. Casado (2009) provide a brief overview of the feature selection techniques that are commonly used in machine learning. They propose three different metaheuristics which are greedy randomized



adaptive search procedure (GRASP), TS and memetic algorithm and compare these with GA, SFFS and SBFS. García et al. (2006) develop sequential and parallel SS metaheuristics for solving the feature subset selection problem. For the sequential SS, they propose two combination strategies, greedy combination and reduced greedy combination, where new solutions are inferred from the existing set according to the strategy chosen. They compare the accuracy results of the proposed methods with those of GA. For the variable selection problem for discriminant analysis, Pacheco et al. (2006) propose and analyze four metaheuristic methods, GRASP, Memetic, VNS, and TS. The PSO approach has recently gained more attention for solving the feature subset selection problem. Wang et al. (2007) has propose applying PSO to ﬁnd optimal feature subsets or rough set reducts. Through experimentation they compare PSO with a GA-based approach and other deterministic rough set reduction algorithms and conclude that PSO is efﬁcient for rough set-based feature selection. García-Nieto et al. (2007) propose a hybrid method that combines PSO with support vector machine (SVM) approach as a wrapper method. Talbi et al. (2008) compare the performance of PSO and GA using SVM for the feature subset selection problem to classify high dimensional microarray data. They propose the GPSO approach, in which the particle movements are conﬁned in the binary search space. They conclude that the performance of the GPSO is superior to GA in terms of accuracy, albeit the difference is insigniﬁcant. Escalante et al. (2009) is closely related to our work but study a more general problem than the feature subset selection problem. The authors propose using PSO to solve the problem of full model selection (FMS) for classiﬁcation tasks, which is called particle swarm full model selection (PSMS). FMS is the process of selecting a combination and parameter estimation from a number of preprocessing methods, feature selection and learning algorithms such that the classiﬁcation error is minimized. They compare the PSMS method with pattern search (PS) applied to FMS problem and show that PSMS is competitive against PS through an extensive experimental study.



3. Feature selection problem Let G be a dataset of R records with K dimensions (features) which is a G ¼ R  K matrix. The goal of the feature subset selection task is to obtain k dimensions from the whole feature space where k < K, which optimize a criterion function IðÞ, e.g. goodness of classiﬁcation. There are two key decisions involved in the feature subset selection problem: the best subset of features and the number (k) of features in that subset. Often the optimal number of features is not known a priori and the common approach is to incrementally search over the number of features. However, it is well-known that the criterion function is not necessarily monotone in the number of features. Even if k is given, it is extremely challenging to obtain the best set of k features. Given the set of features F, we deﬁne the feature subset selection problem as ﬁnding a subset L # F and jLj ¼ k which maximizes the criterion function,



JðLÞ ¼ max JðYÞ: Y # F;jYj¼k



Another important decision in the feature subset selection problem is the choice of the criterion function. Unfortunately, there is no single method for evaluating the quality of feature subset that works best for all data mining problems. One of the most commonly used criterion function is the accuracy of the induced model. In fact, accuracy is the most used criterion function in the comparison of classiﬁcation models. Let S # G denote a set of instances (e.g., training or test set) and ca denote the actual classes of instances in S. Then, the
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accuracy of the classiﬁcation obtained by a feature subset L is deﬁned as,



JðLÞ ¼



jca  cp j ; jSj



where, cp is the predicted class of instances in S when using the subset of features L and jca  cp j is the number of correctly classiﬁed instances. There are different approaches to train and validate the accuracy of a classiﬁcation model. In our experimental study, we employ two approaches. One approach is to divide the data set into two distinct sets called training and test sets. Then the classiﬁcation model is trained via the training set and validated through sub-sampling from the test set. Another most commonly used approach in classiﬁcation models is the cross-validation technique. In the cross-validation approach, the dataset is divided into n-equal sized subsets. Next, n-rounds of training/testing are performed, where, in each round, n  1 subsets are used for training the model and the remaining nth subset is used as the test set. The ﬁnal accuracy of the model is calculated as the average of all accuracies among all test subsets. In this study, we choose LR as the classiﬁcation model for its simplicity and ease of implementation. Experimental results have shown that LR can perform at least as well as a more complex classiﬁer in a variety of data sets and compare favorably with many supervised machine learning techniques (Baumgartner et al., 2004; Kiang, 2003). Furthermore, the LR models can be used for both binomial and multinomial response variables. For the estimation of the LR model parameters, we use the iteratively re-weighted least squares (IRLS). IRLS is a nonlinear optimization algorithm that uses a series of weighted least squares (WLS) subproblems to search for the Maximum Likelihood Estimates (MLE) of a generalized linear model. IRLS is a special case of Fisher’s scoring method, a quasi-Newton algorithm that replaces the objective function’s Hessian with the Fisher information. LR is the discriminative counterpart of the Gaussian classiﬁer which assumes that the posterior probability is the logistic of a linear function of the feature vector of the following form,



Pðy ¼ 1jh; bÞ ¼



1 ; T 1 þ eb h



where b ¼ ½1 b0 b1 . . . bK T is the parameter set to be estimated and h ¼ ½h0 h1 . . . hK T is the augmented vector for records with K features. The LR classiﬁer corresponds to a smooth ramp-like function which increases from zero to one around a decision hyperplane in the feature space. The problem of ﬁnding good parameter sets in LR is beyond the scope of this study and we refer interested readers to Robles et al. (2008), Minka (2003), and Winker and Gilli (2004). 4. Discrete PSO algorithm for feature selection PSO is a population-based search technique ﬁrst proposed by Kennedy and Eberhart (1995) and is motivated by the social behavior of organisms such as bird ﬂocking and ﬁsh schooling. It is based on swarm intelligence and well suited for combinatorial optimization problems in which the optimization surface possesses many local optimal solutions. The underlying phenomenon of PSO is that knowledge is optimized by social interaction where the thinking is not only personal but also social. The particles in PSO resemble to the chromosomes in GA. However, PSO is usually easier to implement than the GA as there are neither crossover nor mutation operators in the PSO and the movement from one solution set to another is achieved through the velocity functions. Our proposed PSO algorithm differs from earlier PSO implementations in Talbi et al. (2008) and Wang et al. (2007) in two aspects.
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First, we propose a discrete PSO algorithm where the feature subsets are coded in binary strings whereas the implementation in Wang et al. (2007) is based on the continuous PSO. The GPSO implementation in Talbi et al. (2008) moves each particle by applying a three-parent mask-based crossover (3PMBCX) operator. In comparison, we propose using the discrete PSO algorithm based on Kennedy and Eberhart (1997). Hence the discrete PSO implementation in our study differs from that of GPSO in Talbi et al. (2008), such that the likelihood of changing the particle position is updated at each iteration as oppose to the particle position itself. Second, our PSO algorithm dynamically accounts for the relevance and dependence of the features to be added to the feature subset. The approaches in Talbi et al. (2008) and Wang et al. (2007) perform this feature selection solely based on the random vector obtained in the traditional implementation of the PSO. The expedient aspect of our proposed approach over the other two PSO implementations is the integration of adaptive feature selection within the discrete PSO. The investigation of advantages or disadvantages of using the particle movement in Wang et al. (2007) or Talbi et al. (2008) is the subject of another comparative study which considers a wide-range of combinatorial problems as well as other PSO implementations. PSO is based on the principle that each solution can be represented as a particle in a swarm. Each particle has a position and a corresponding ﬁtness value evaluated by the ﬁtness function to be optimized. The particles iterate (ﬂy) from one position to another according to their most recent velocity vector. This velocity vector is determined according to the particle’s own experience as well as the experience of other particles by using the best positions encountered by the particle and the swarm. Speciﬁcally, the velocity vector of each particle is calculated by updating the previous velocity by following two best values. The ﬁrst best value is the particle’s personal best value (pbest), i.e., the best position it has visited thus far, and is tracked by each particle. The other best value is tracked by the swarm and corresponds to the best position visited by any particle in the population. This best value is called the global best (gbest). The effect of personal best and global best on the velocity update is controlled by weights called learning factors. Through the joint self and swarm-based updating, the PSO achieves local and global search capabilities where the intensiﬁcation and diversiﬁcation are achieved via relative weighting. We denote the number of particles with N and refer to each particle with index i, i.e. i ¼ 1; 2; . . . ; N. Let X ti ¼ ðxti1 ; xti2 ; . . . ; xtij ; . . . ; xtiK Þ denote the position vector of particle i at iteration t, where the dimension of particle is the number of features (K) and xtij 2 f0; 1g. Accordingly, ðX t1 ; X t2 ; . . . ; X tN Þ represents the swarm of the particles at iteration t. Let denote the personal best position for particle i, where Pti ¼ ðpti1 ; pti2 ; . . . ; ptij ; . . . ; ptiK Þ and ptij 2 f0; 1g. In addition, Gt denote the global best position for the swarm, where Gt ¼ ðg t1 ; g t2 ; . . . ; g tj ; . . . ; g tK Þ and g tj 2 f0; 1g. There are two key differences between the discrete and continuous versions of PSO. First difference is the representation of the particle. In the discrete PSO, every particle is expressed as a binary vector. The other difference is that the velocity of a particle in the discrete PSO is a probability vector, where each probability element determines the likelihood of that binary variable taking value of one. At the end of each discrete PSO iteration t, the velocity vector of particle , is updated as follows: i; v tþ1 i



v tþ1 ¼ xv ti þ c1 r 1 ðPti  X ti Þ þ c2 r 2 ðGt  X ti Þ; i



ð1Þ



where v ti ¼ ðv ti1 ; v ti2 ; . . . ; v tij ; . . . ; v tiK Þ is previous iteration velocity vector, x is inertia weight, c1 is the weight factor for local best solution, c2 is the weight factor for global best solution factor, and r 1 and r2 are random numbers uniformly distributed in [0, 1]. The terms in
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(1) represent the memory, cognitive learning and social learning of the particle, respectively. The weights ðc1 ; c2 Þ are referred as the learning rates since the inertia weight controls the extent to which the memory of the previous velocity inﬂuences the new velocity. The pseudo-code for the proposed adaptive PSO algorithm for solving the feature subset selection problem is provided in the end of this section. There are usually maximum and minimum velocity levels, v max and v min , deﬁned to bound the velocity v tþ1 . If the velocity v tþ1 in i i v , or it is less than v min , then (1) exceeds v max then v tþ1 max i v tþ1 v min (Clerc and Kennedy, 2002). The diversiﬁcation and i intensiﬁcation of the particle is controlled through these velocity bounds as well as the inertia weight (Shi and Eberhart, 1998). Inertia weight, velocity bounds and learning rates jointly determine the particle’s motion. Usually, a high inertia weight is used at the beginning and then gradually decreased so to diversify the solution. In our application of the PSO to the feature subset selection problem, we deﬁne the position of a particle as the binary vector X ti ¼ ðxti1 ; xti2 ; . . . ; xtij ; . . . ; xtiK Þ where xtij ¼ 1 if feature j is to be included in the feature subset, 0 otherwise. Accordingly, K represents the total number of features in the original data set. Note that for a given number of features to be included in the subset, k 6 K, we P have j xtij ¼ k for 8i; t. While in the continuous PSO the position of the particle is updated as below:



X tþ1 ¼ X ti þ v itþ1 ; i in the discrete PSO, we ﬁrst transform the velocity vector into a probability vector through a sigmoid function,



stij ¼



1 v tij



1þe



ð2Þ



;



where stij represents the probability that the jth bit in X ti is 1. Hence, the position of the particle in the discrete PSO is updated as follows:



( xtij



¼



1 if d < stij 0



otherwise



j ¼ 1; . . . ; K;



ð3Þ



where d is a uniform random number between 0 and 1. As mentioned above, the inertia weight, has a direct effect on diversiﬁcation. Hence, as widely used in continuous and discrete PSO implementations, we begin with a large inertia weight at the beginning and then constantly decrease it as the algorithm progresses. Speciﬁcally, at each iteration of the PSO algorithm, the inertia weight is updated according to the following expression:



xtþ1 ¼ xmax 



ðxmax  xmin Þt ; T



ð4Þ



where xmax and xmin are the bounds on the inertia weight and T is the maximum number of PSO iterations. In the initial experimentation, we observed that the basic discrete PSO algorithm can be improved in terms of its performance and ability to identify high quality feature subsets. Accordingly we have adopted the discrete PSO algorithm for the feature subset selection problem through two modiﬁcations: adaptive feature subset selection procedure and extending social learning. In both Talbi et al. (2008) and Wang et al. (2007), each particle’s position is updated such that the features are decided to be included in the subset independent of one another. For instance, given two features j1 and j2 , the event that either of the two is selected are calculated from (2) and (3) and thus are independent. However, it is well-known that features possess statistical dependencies (e.g., redundancy) as well as exhibit subset dependent prediction contributions. Accordingly, the random selection of



features leads to such instances where either redundant features or features with lower predictive contribution are selected (Kohavi and John, 1997; Debuse and Rayward-Smith, 1997). Hence, we developed an adaptive feature subset selection strategy where the features are selected according to not only their independent likelihood ðsij Þ but also according to their contribution to the subset of features already selected. Let us deﬁne the following notation used in the adaptive feature subset selection procedure: Li is the subset of features selected for particle i, i.e., Li # F for i ¼ 1; 2; . . . ; N such that Li ¼ fjjxij ¼ 1g, f is the index of the feature selected, Bi is a subset of the features to select from for particle i for i ¼ 1; 2; . . . ; N, hij is the predictive contribution of the feature j to the feature subset Li for i ¼ 1; 2; . . . ; N, mij is the relevance weighted probability of the feature j in the feature subset Li for i ¼ 1; 2; . . . ; N, Q i is the set of features previously added to subset Li for i ¼ 1; 2; . . . ; N, and M is the set of feature subsets considered in the search so far. This adaptive feature subset selection procedure has two key characteristics. First, it admits features in the feature subset one at a time according to the relevance weighted probability of features. The relevance weight for feature j is calculated based on both its independent likelihood and its predictive contribution, i.e. mij ¼ sij  hij . The predictive contribution of feature j is calculated based on the classiﬁcation accuracy with and without feature j given current subset of features Li , i.e., hij ¼ ½JðLi [ fjgÞ  JðLi Þþ , where ½aþ ¼ maxfa; 0g. Second, it maintains a list of feature subsets which have already been considered for feature addition, thus the computational effort for the classiﬁcation learning is reduced. We ﬁrst present the pseudo-code for this method for particle i and then describe individual steps. Note that the input for this procedure is sij for j ¼ 1; 2; . . . ; K and the output is particle i’s position X i . Adaptive Feature Subset Selection Procedure (for particle i) Initialize 1. Set Li ¼ ; 2. Apply random proportional rule in set F n Li  Generate a uniform random number d 2 ½0; 1  Select a feature f 2 F n Li based on d and sij for j ¼ 1; 2; . . . ; K 3. Update Li



ff g



Repeat, while jLi j < k 1. Determine Q i , the set of features previously added to subset Li , i.e., Q i ¼ fjjfLi  jg 2 Mg 2. Apply random proportional rule in set F n Li [ Q i  Generate a uniform random number vector d ¼ fdk 2 ½0; 1; k ¼ 1; . . . ; jBi jg of size equivalent to the size of subset of features to select from, i.e., jBi j ¼ minfb; jF n fLi [ Q i jg  Choose a subset of features Bi # F n Li [ Q i based on d and sij for j 2 F n Li [ Q i 3. For each j 2 Bi , Repeat  Calculate hij ¼ ½JðLi [ fjgÞ  JðLi Þþ  Calculate mij ¼ sij  hij  Update M M [ fLi  jg and record hij 4. Apply random proportional rule in set F n Li  Generate a uniform random number d 2 ½0; 1  Select a feature f 2 F n Li based on d and mij for j 2 Bi 5. Update Li



Li [ ff g



Return Terminate with particle i’s position X i ¼ ðxi1 ; xi2 ; . . . ; xij ; . . . ; xiK Þ where xij ¼ 1 if j 2 Li , 0 otherwise.
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The random proportional rule used in the adaptive feature subset selection procedure is deﬁned as follows. Deﬁnition (Random proportional rule): The random proportional rule for selecting a subset C of a set X based on a uniform random number vector d ¼ fdk 2 ½0; 1; k ¼ 1; . . . ; jCjg and member values h ¼ fhj ; j 2 Xg is as follows: i. Create a vector of normalized member values of set X, i.e. P ^ hj ¼ hj = k2X hk ; ^ h0 ¼ 0, and h ¼ f^ hj ; j 2 Xg [ f0; 1g, where ^ ^ hjXjþ1 ¼ 1. hj1 ; ^ hj Þ ii. Select member j 2 X to be included in set C, if dk 2 ½^ for any k ¼ 1; . . . ; jCj. This procedure successively constructs the particle’s position by incrementally adding the features into the subset. The ﬁrst feature is selected using random proportional rule based on features’ independent probabilities (i.e., sij Þ. Next, a subset of features Bi from the unselected feature set is extracted using random proportional rule (Step 2). This feature subset constitutes the candidate list for the features to be included in the ﬁnal feature subset. This feature subset is selected intelligently from the available features by considering the search history. Speciﬁcally, given the current subset Li and the set of previously considered features Q i ¼ fjjfLi  jg 2 Mg, we select only the features that are not considered for addition to the Li , i.e., Bi # F n fLi [ Q i g. Here the operation fLi  jg stands for appending feature j to the subset Li . In addition, we consider a limited number (b) of such candidate features and choose maximum b of or all the remainder features, i.e., jBi j ¼ minfb; jF n fLi [ Q i g. Once the subset Bi is determined, we calculate the contribution (relevance) of each feature in Bi by hij ¼ ½JðLi [ fjgÞ  JðLi Þþ inclusion and exclusion comparison (Step 3). Hence, if there is no monotonicity in the criterion function, then the contribution of that feature is set 0. Next, we calculate the relevance weighted probability of all features in the feature subset Bi as mij ¼ sij  hij and update the master list M of feature subsets considered so far. Note that M is a set of subsets with varying sizes. In the Step 4 of the procedure, we apply the random proportional rule using relevance weighted probabilities to select the feature to be added to Li . This procedure is repeated until we obtain a feature subset of size k. The consideration of only a limited number (b) candidate features as well as maintaining a master list M of feature subsets considered so far reduces the computational effort necessary. As particles change their position to promising subsets, the master list M is populated with those subsets and hence their selection likelihood in the subsequent application of the random proportional rule increases. A commonly occurring behavior in the binary discrete PSO is when a feature’s bits in X ti ; Pti , and Gti all have the same value, i.e., either 0 or 1. This may lead to an event where the probability that the feature will be included (or excluded) is 0.5. For small problems, where the binary vector length is small compared to the number of bits allowed to be 1, this event improves the diversiﬁcation. For large problems, however, this event causes excessive diversiﬁcation as a result of single particle movement. Therefore, we modiﬁed the social learning in the velocity update (1) by using two best neighbors: global best and the iteration best. The iteration best, ibest, is the position of the best particle at each iteration. Accordingly, we use the following velocity update formula:



v itþ1 ¼ xv ti þ c1 r1 ðPti  X ti Þ þ c2 r2 ðGt  X ti Þ þ c3 r3 ðIt  X ti Þ;



ð5Þ



where, c3 is the weight factor for the best solution in iteration t, r3 is a random number uniformly distributed in [0, 1], and Iti ¼ t t t t ði1 ; i2 ; . . . ; ij ; . . . ; iK Þ is the position of the best particle in iteration t among all particles. The pseudo-code for our discrete PSO algorithm with adaptive feature selection is as follows.
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Discrete PSO Algorithm with Adaptive Feature Subset Selection Procedure Initialize 1. Set parameters: c1 ; c2 ; c3 ; xmin ; xmax ; v min ; v max 2. Initialize Li ¼ ;; M ¼ ;; t ¼ 1; x ¼ xmax v 1i ¼ 0 for 8i ¼ 1; 2; . . . ; N; 3. Initialize particles X 1i for i ¼ 1; 2; . . . ; N randomly P such that j x1ij ¼ k for 8i ¼ 1; 2; . . . ; N 4. Set P1i ¼ X 1i , and determine G1 and I1 i. lbesti ¼ JðLi Þ where j 2 Li if x1ij ¼ 1 for 8i ¼ 1; 2; . . . ; N ii. G1 ¼ argmaxx1 flbesti g and gbest ¼ JðLÞ where i j 2 L if g 1j ¼ 1 iii. I1 ¼ argmaxx1 flbesti g and ibest ¼ JðLÞ where i 1 j 2 L if ij ¼ 1 Repeat, While t 6 T t=t+1; Update x using (4) For each particle i ¼ 1; 2; . . . ; Ni, Repeat Calculate velocity v ti using (5) Determine the particle i’s position X ti using Adaptive Feature Subset Selection Procedure Calculate feature subset selection criterion JðLi Þ where j 2 Li if xtij ¼ 1 Update lbesti if lbest i < JðLi Þ where j 2 Li if xtij ¼ 1 Update gbest and ibest If gbest < argmaxxt flbesti g i  Gt argmaxxt flbesti g and gbest ¼ JðLÞ where i t j 2 L if g j ¼ 1 If ibest < argmaxxt fJðLi Þ : j 2 Li if xtij ¼ 1g i  It ¼ argmaxxt fJðLi Þ : j 2 Li if xtij ¼ 1g; ibest ¼ JðLÞ i t where j 2 L if ij ¼ 1 Terminate with the feature subset L where j 2 L if g tj ¼ 1.



5. Experimental studies In this section, we present the results of a series of experiments carried out to evaluate the effectiveness of the proposed method and to compare with other methods. Ten of the 11 datasets used in the experimentation are all obtained from the well-known machine learning data repository of the University of California UCI Machine Learning Repository. Center for Machine Learning and Intelligent Systems. The eleventh dataset, ‘‘Financial”, is available from Pacheco et al. (2009) and contains 93 variables with continuous values (ﬁnancial ratios), 17,108 cases (ﬁrms) and two classes (failed/healthy) and. Each of the datasets selected has enough data instances for every degree of freedom to avoid the risk of overﬁtting. The horizontal size of the original datasets range from 8 to 93 features and vertical sizes range from 351 to 581,012 instances. Since we implemented our algorithm for binary classiﬁcation problems, we considered only the ﬁrst two classes in data sets where there are more than two classes. The number of features, number of instances and actual number of classes in the datasets are shown in Table 1. The ﬁrst column indicates the studies which we compare our results with using the corresponding datasets. The second and third columns correspond to the identiﬁer (ID) used in the forthcoming tables and the name of the datasets, respectively. In order to compare the proposed method with other superior heuristics, we choose seven datasets used in Pacheco et al. (2009) and four data sets used in García et al. (2006). Pacheco et al. (2009) propose a TS based heuristic with a LR classiﬁer and compare its performance with greedy sequential selection algo-
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Table 1 Descriptive statistics of the datasets used in experimentation. ID



Database



Number of features



Number of instances



Actual number of classes



Pacheco et al. (2009)



CT MR SB NU C4 WF FI



Covertype Mushrooms Spambase Nursery Connect-4 Opening Waveform Financial



54 22 57 8 42 40 93



581,012 8124 4601 12,960 67,557 5000 17,108



8 2 2 5 3 3 2



García et al. (2006)



PM BC IO WBC



Pima Indian Diabetes Breast Cancer Ionosphere Wisconsin Breast Cancer



8 9 34 30



768 699 351 569



2 2 2 2



Table 2 Experimental setup and accuracy statistics when all features are selected in training and test sets. ID



CT MR SB NU C4 WF FI



Size of training datasets



Size and number of test datasets



600 1300 600 400 1200 400 1000 268 199 101 169



PM BC IO WBC



Training



Test



Mean



Std. Dev.



Max.



Min.



Mean



Std. Dev.



Max.



Min.



200  10 200  10 200  10 200  10 200  10 200  10 200  10



0.784 1.000 0.879 1.000 0.889 0.933 0.995



0.016 0.000 0.175 0.000 0.012 0.020 0.000



0.815 1.000 0.978 1.000 0.902 0.960 0.995



0.742 1.000 0.372 1.000 0.868 0.905 0.995



0.763 1.000 0.844 1.000 0.869 0.908 0.818



0.011 0.000 0.157 0.000 0.013 0.006 0.210



0.790 1.000 0.929 1.000 0.883 0.922 1.000



0.733 1.000 0.378 1.000 0.847 0.888 0.410



200  10 100  5 50  5 80  5



0.789 0.816 0.994 0.956



0.081 0.050 0.038 0.148



0.968 0.921 1.000 1.000



0.580 0.684 0.632 0.286



0.814 0.748 0.932 0.887



0.035 0.018 0.036 0.126



0.877 0.782 0.964 0.965



0.706 0.686 0.650 0.360



Table 3 Comparison of exhaustive search, random subset generation and the proposed PSO algorithm in training sets. ID



k=3



k=4



Accuracy



t (second)



Accuracy



t (second)



ES



RSG



PSO



ES



RSG



PSO



ES



RSG



PSO



ES



RSG



PSO



CT SB C4 WF



0.794 ± 0.009 0.882 ± 0.009 0.772 ± 0.006 0.934 ± 0.007



0.765 ± 0.005 0.855 ± 0.010 0.753 ± 0.007 0.930 ± 0.009



0.794 ± 0.009 0.882 ± 0.009 0.772 ± 0.006 0.934 ± 0.007



576.1 263.5 342.6 75.7



41.1 53.7 86.2 48.9



43.9 52.4 74.1 48.2



0.793 ± 0.011 0.889 ± 0.015 0.778 ± 0.008 0.942 ± 0.008



0.763 ± 0.009 0.869 ± 0.014 0.769 ± 0.008 0.936 ± 0.008



0.789 ± 0.011 0.885 ± 0.013 0.774 ± 0.009 0.940 ± 0.008



9499.6 5323.2 3194.5 1688.7



46.2 66.6 60.9 50.1



45.5 68.0 94.1 58.6



IO PM BC WBC



0.846 ± 0.007 0.696 ± 0.024 0.856 ± 0.016 0.964 ± 0.007



0.845 ± 0.009 0.696 ± 0.024 0.856 ± 0.016 0.963 ± 0.008



0.846 ± 0.007 0.696 ± 0.024 0.856 ± 0.016 0.964 ± 0.007



26.9 0.2 0.3 17.2



27.7 2.8 2.8 29.3



27.8 2.6 2.9 29.4



0.874 ± 0.013 0.718 ± 0.019 0.870 ± 0.018 0.978 ± 0.007



0.859 ± 0.014 0.718 ± 0.019 0.870 ± 0.018 0.972 ± 0.009



0.872 ± 0.016 0.718 ± 0.019 0.870 ± 0.018 0.978 ± 0.007



238.3 0.3 0.7 137.4



27.1 2.8 3.0 28.8



28.3 2.6 2.8 29.6



rithms. García et al. (2006) propose a series of SS based heuristics and compare their performances with that of the GA. García et al. (2006) use instance based algorithm (IB1), Naive Bayes, and top– down induction tree algorithm (C4.5) as the classiﬁer. Since García et al. (2006) show that the SS based methods (another evolutive population-based metaheuristic category) over-perform the GAbased approach, we can thus deduce the comparative performance of our proposed method with the GA as well. Finally, note that Pacheco et al. (2009) and García et al. (2006) use different validation methods to measure the accuracy performance of corresponding algorithms. Accordingly, we compare our results with these two studies using the corresponding validation approaches. In all of our experiments, we employ the same conﬁguration of the PSO algorithm parameters so as to increase the robustness of the comparison across different methods. In particular, we set the N ¼ 20; c1 ¼ 2; c2 ¼ 1:5; c3 ¼ 0:5; xmax ¼ 0:995; xmin ¼ 0:5, and T = 300 in the PSO parameter set. For the feature  K adaptive  as the size of selection procedure, we have used b ¼ max 4; 10



the candidate feature subset. We selected this setting of parameters after several parameter tuning experiments. Obviously, the selection of best set of parameters is a challenging task. However, there are a number of earlier empirical and theoretical studies on the PSO parameter selection which guided us in the parameter tuning (Kennedy and Eberhart, 1995; Shi and Eberhart, 1998; Clerc and Kennedy, 2002). Our algorithm is available for download at http://imeresearch.eng.wayne.edu/PSO_FS.zip. All experiments were conducted on an AMD Phenom Quad-Core Processor with a CPU clock rate of 2.30 GHz and 8 GB main memory. The proposed algorithm is implemented in the MATLAB 7.0 development environment. Table 2 presents the results of an exploratory experimentation on all datasets by including all the features in the classiﬁcation. We conducted this experiment to gain insights on the classiﬁcation characteristics of the datasets, to measure the performance of LR classiﬁer, and to measure the effect of including all features. The second and third columns in Table 2 present the experimental conﬁguration used for different data sets.
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k



PSOavg



PSOmax



PSOmin



t (seconds)



TS



SFS



SBS



CT



3 4 5 6 7 8



0.804 0.778 0.797 0.803 0.810 0.810



0.815 0.797 0.812 0.808 0.818 0.818



0.798 0.760 0.792 0.798 0.807 0.807



40 47 50 61 63 69



0.787 0.788 0.788 0.792 0.790 0.790



0.772 0.765 0.763 0.760 0.762 0.780



0.772 0.765 0.773 0.765 0.767 0.762



MR



3 4 5



1.000 1.000 1.000



1.000 1.000 1.000



1.000 1.000 1.000



62 64 67



0.987 0.999 1.000



0.953 0.958 0.982



0.945 0.949 0.978



SB



3 4 5 6 7 8



0.876 0.889 0.905 0.907 0.898 0.910



0.887 0.907 0.917 0.913 0.903 0.913



0.868 0.877 0.893 0.902 0.892 0.903



40 50 54 67 66 69



0.895 0.915 0.920 0.925 0.933 0.935



0.867 0.877 0.883 0.885 0.888 0.892



0.856 0.865 0.881 0.887 0.888 0.891



NU



3 4 5 6



1.000 1.000 1.000 1.000



1.000 1.000 1.000 1.000



1.000 1.000 1.000 1.000



35 36 39 40



1.000 1.000 1.000 1.000



1.000 1.000 1.000 1.000



1.000 1.000 1.000 1.000



C4



3 4 5 6 7 8 9 10 11 12



0.764 0.774 0.781 0.786 0.794 0.797 0.802 0.811 0.812 0.820



0.774 0.783 0.793 0.798 0.799 0.808 0.810 0.819 0.818 0.831



0.756 0.765 0.769 0.777 0.789 0.790 0.796 0.804 0.800 0.808



112 113 114 119 125 125 128 131 151 155



0.763 0.774 0.782 0.789 0.794 0.799 0.803 0.815 0.817 0.819



0.750 0.761 0.765 0.778 0.788 0.795 0.798 0.800 0.808 0.809



0.745 0.754 0.762 0.764 0.767 0.774 0.777 0.770 0.765 0.780



WF



3 4 5 6 7



0.899 0.913 0.925 0.930 0.927



0.935 0.925 0.945 0.945 0.943



0.880 0.900 0.915 0.918 0.903



29 31 42 43 45



0.914 0.928 0.936 0.940 0.950



0.902 0.912 0.930 0.930 0.932



0.902 0.912 0.930 0.930 0.932



3 4 5 6 7 8 9 10 11



0.871 0.871 0.880 0.882 0.883 0.882 0.883 0.883 0.885



0.872 0.872 0.882 0.884 0.885 0.884 0.885 0.885 0.888



0.870 0.870 0.878 0.875 0.882 0.876 0.879 0.881 0.881



92 95 95 99 101 108 110 113 115



0.877 0.879 0.885 0.887 0.889 0.889 0.890 0.890 0.894



0.870 0.871 0.875 0.879 0.882 0.883 0.888 0.888 0.884



0.863 0.872 0.873 0.880 0.881 0.840 0.886 0.888 0.889



FI



We chose 100 training data sets each with size listed in the second column for respective ID. Accordingly, the results in the ‘‘Training” columns correspond to these 100 training data sets. Following the training of the classiﬁer, we tested its performance on 10 test samples (each with size 200) for the ﬁrst eight datasets and on ﬁve test samples for BC, IO, and WBC with sample size 100, 50 and 80, respectively. Table 2 presents the accuracy results (mean, standard deviation, minimum and maximum) of using all features in both the training sets and the test sets. In order to show the accuracy and efﬁciency of our algorithm, we compared its performance with those of exhaustive search through complete enumeration (ES) and random subset generation (RSG) alternatives. These comparisons are performed for k = 3 and k = 4 using for eight of the data sets, i.e. CT, SB, C4, WF, IO, PM, BC and WBC. For the complete enumeration alternative, we ﬁrst enumerate all possible feature subsets and compute their ﬁtness function values and then select the one with the best ﬁtness value. In the case of CT data set, this corresponds to evaluating 24,804 possible feature subsets for k = 3. For the random subset generation alternative, we randomly choose ðN þ 1Þ  T ¼ 6300 feature subsets to equate the total number of features evaluated in RSG with that in PSO. Table 3 presents the accuracy and time performances of ES, RSG and PSO. The results indicate that PSO is very competi-



tive with respect to RSG in terms accuracy. Further, the accuracy of PSO is either identical or very close to that of ES, though much more efﬁcient. For example for the CT dataset with k = 4, our PSO algorithm performs very similar to ES (0.004 deviation from the ES) but in approximately 0.005 of the time of ES. We then compare our proposed methodology with the TS proposed in Pacheco et al. (2009). In addition to the TS, we also present results for the SFS and SBS procedures as reported in Pacheco et al. (2009). We have selected identical number of samples and sample sizes in the test sets as in Pacheco et al. (2009). Similarly the sizes of training sets are also identical. Since the results of both the training and test sets depend on the training sets selected, we experimented with 100 training samples. In particular, we ﬁrst select the feature subset for each of the 100 training samples and then test the accuracy of the resulting models using the test samples. Since our method is wrapper type, we simultaneously select the feature subset and train the classiﬁer using the ILRS. Feature subsets are determined with the proposed algorithm according to the hit ratio criterion. Table 4 presents the accuracy (hit ratio) statistics for the training samples corresponding to the feature subsets selected. We present the average, minimum, maximum and standard deviation of the hit ratios and CPU times in seconds for the PSO algorithm and report the mean hit ratio for the other
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Table 5 Comparison of TS, SFS, SBS and the proposed PSO algorithm in test sets. ID



k



PSOavg



PSOmax



PSOmin



TS



SFS



SBS



CT



3 4 5 6 7 8



0.757 0.754 0.768 0.763 0.770 0.753



0.773 0.767 0.769 0.776 0.773 0.767



0.740 0.737 0.751 0.754 0.738 0.742



0.749 0.749 0.751 0.747 0.755 0.740



0.671 0.735 0.764 0.750 0.761 0.741



0.671 0.740 0.760 0.755 0.761 0.759



MR



3 4 5



1.000 1.000 1.000



1.000 1.000 1.000



1.000 1.000 1.000



0.982 0.995 1.000



0.860 0.828 0.810



0.869 0.828 0.803



SB



3 4 5 6 7 8



0.869 0.876 0.880 0.888 0.888 0.902



0.874 0.884 0.884 0.898 0.893 0.920



0.867 0.871 0.878 0.884 0.886 0.885



0.867 0.871 0.877 0.884 0.888 0.900



0.834 0.839 0.855 0.857 0.868 0.879



0.832 0.834 0.852 0.854 0.864 0.876



NU



3 4 5 6



1.000 1.000 1.000 1.000



1.000 1.000 1.000 1.000



1.000 1.000 1.000 1.000



1.000 1.000 1.000 1.000



1.000 1.000 1.000 1.000



1.000 1.000 1.000 1.000



C4



3 4 5 6 7 8 9 10 11 12



0.746 0.756 0.764 0.775 0.788 0.791 0.794 0.805 0.811 0.813



0.770 0.780 0.790 0.810 0.815 0.815 0.835 0.835 0.835 0.835



0.720 0.720 0.740 0.745 0.750 0.765 0.745 0.775 0.780 0.785



0.746 0.747 0.753 0.765 0.765 0.777 0.785 0.779 0.786 0.791



0.741 0.747 0.749 0.757 0.769 0.766 0.773 0.776 0.782 0.773



0.736 0.737 0.746 0.742 0.749 0.745 0.743 0.740 0.741 0.742



WF



3 4 5 6 7



0.882 0.895 0.901 0.900 0.906



0.891 0.900 0.906 0.917 0.913



0.875 0.893 0.889 0.887 0.890



0.868 0.892 0.894 0.898 0.903



0.865 0.752 0.899 0.899 0.865



0.865 0.752 0.899 0.899 0.865



3 4 5 6 7 8 9 10 11



0.871 0.874 0.874 0.872 0.877 0.882 0.880 0.880 0.878



0.872 0.880 0.880 0.874 0.882 0.893 0.888 0.886 0.884



0.870 0.872 0.872 0.869 0.874 0.874 0.872 0.870 0.870



0.879 0.871 0.871 0.870 0.877 0.872 0.869 0.869 0.868



0.873 0.867 0.867 0.866 0.865 0.861 0.862 0.864 0.867



0.849 0.869 0.873 0.872 0.870 0.869 0.869 0.869 0.866



FI



methods. We used different number of features in the selected subset, i.e. from k = 3 to k = 12. In 9 out of the 42 runs, the average hit ratio for the PSO is better than the other methods. We also note that the hit ratio with PSO algorithm exhibits higher variation for WF dataset than the others. Pacheco et al. (2009) state that the TS method needs 30 minutes for each value of k whereas the computation times for SFS and SBS are few seconds. In comparison, our proposed algorithm needs at most 155 seconds and the average time across all seven datasets is 73 seconds. Sixth column of Table 4 presents the computational times for the PSO algorithm for each dataset and feature subset size combination across all training samples. The accuracy results and the computational times in Table 4 suggest that the proposed PSO algorithm is competitive in both accuracy and computational effort which are key requirements especially for medium to large datasets. In Table 5, we present the results for the test samples. The results show that PSO yields the best solutions in all datasets and feature number instances, except TS is better in FI for k = 3, and PSO ties with TS in SB for k = 7, in C4 for k = 3, in NU for all k, and in MR for k = 5. Further, in most instances the minimum hit ratio obtained by PSO are at least as those of the TS, SFS, and SBS, e.g., in MR for all k, in SB for k = {3, 4, 5, 6}, in WF for k = {3,4} , and in FI



Table 6 Mean and standard deviation of the accuracy and t-test for every dataset in Pacheco et al. (2009). ID



CT MU SB NU C4 WF FI



PSO



TS



PSO-TS



Mean



Std. Dev.



Mean



Std. Dev.



t



P



0.761 1.000 0.884 1.000 0.784 0.897 0.876



0.007 0.000 0.012 0.000 0.023 0.009 0.004



0.749 0.992 0.881 1.000 0.769 0.891 0.872



0.005 0.009 0.012 0.000 0.017 0.014 0.004



3.437 1.429 0.392 – 1.646 0.794 2.590



0.006 0.226 0.704 – 0.117 0.450 0.020



for k = {4, 8, 9, 10, 11}. While the precision of these results depends on the test samples used, they directionally indicate that the feature subsets selected by the PSO yields better accuracy results. Finally, the ranges of the hit ratios for PSO indicate the robustness of these results. Table 6 presents the statistical test results comparing feature selection with PSO and feature selection with TS. The last two columns of Table 6 present the results of unpaired two-sample t-test with unequal variances, i.e., the value of the test statistic (t) and
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PSO



SSS-GC



k=3



k=4



k=5



k=6



k=7



Accuracy



SSS-RGC # of features



Accuracy



PSS # of features



Accuracy



# of features



PM



0.763 ± 0.008 0.760 ± 0.006 0.765 ± 0.009 0.774 ± 0.008 0.761 ± 0.010 0.679 ± 0.024 4.1 ± 0.99



0.677 ± 0.024 4.0 ± 0.94



0.681 ± 0.024 4.2 ± 1.14



BC



0.959 ± 0.003 0.962 ± 0.006 0.960 ± 0.004 0.960 ± 0.007 0.960 ± 0.007 0.952 ± 0.011 5.2 ± 1.62



0.949 ± 0.015 4.8 ± 1.48



0.951 ± 0.009 5.4 ± 1.71



IO



0.861 ± 0.009 0.862 ± 0.008 0.862 ± 0.004 0.850 ± 0.006 0.862 ± 0.004 0.878 ± 0.014 6.1 ± 1.37



0.871 ± 0.012 5.7 ± 1.06



0.874 ± 0.016 3.9 ± 0.88



WBC 0.958 ± 0.004 0.959 ± 0.004 0.961 ± 0.003 0.960 ± 0.003 0.963 ± 0.006 0.947 ± 0.015 6.8 ± 2.53



0.936 ± 0.022 5.5 ± 1.43



0.937 ± 0.024 6.0 ± 2.63



Table 8 Computational times in seconds for the proposed PSO algorithm with 10-fold cross-validation. ID



k=3 Avg.



k=4 Min



Max



Avg.



k=5 Min



Max



Avg.



k=6 Min



Max



Avg.



k=7 Min



Max



Avg.



Min



Max



PM



62.0



61.0



63.2



61.1



60.7



61.6



62.6



61.9



63.1



83.3



62.9



96.7



88.3



80.1



97.4



BC



59.6



58.7



60.5



90.1



87.2



93.8



61.8



61.0



62.6



64.3



63.2



65.0



65.9



65.2



66.5



IO



32.2



31.5



33.0



32.7



32.3



33.0



44.8



33.4



55.2



34.5



34.1



35.0



59.0



57.3



61.0



WBC



73.9



68.6



76.1



50.8



50.4



51.1



51.7



50.9



52.3



52.9



52.3



53.1



53.4



53.0



53.9



the p-value of the test. This statistical test is used commonly in the comparison of classiﬁers (Dietterich, 1998; Demšar, 2006). Furthermore, Pacheco et al. (2009) use the t-test approach to compare the proposed TS method with SFS and SBS and thus we adopted the same approach for consistency of comparisons. The test sets in Pacheco et al. (2009) and this paper are independent thus they satisfy the independence assumption of the unpaired t-test. Further, we have veriﬁed the normality assumption of the t-test by plotting normal probability plots of the hit ratios. These results show that PSO method performs better than TS for all datasets. For the Nursery database, both methods obtained 100% hits in all the test sets in with zero variance. Next we compare our proposed methodology with three SS based heuristics proposed in García et al. (2006). García et al. (2006) use different validation method to measure the accuracy performance of corresponding algorithms than Pacheco et al. (2009). As in García et al. (2006), we use the cross-validation approach which is proposed by Salzberg (1997) as the evaluation criterion. In particular, we used 10-fold cross validation where we select a sample from each dataset and then split it into 10 equal sized subsets. Next, a subset is selected and designated as the test set and the union of the remainder nine subsets are used as the training set. After the application of PSO and selection of the features, the classiﬁcation model is validated with the test subset. This process is repeated where each of the 10 subsets are successively selected as the test sets. Accordingly, the proposed PSO approach is run 10 times and the classiﬁcation accuracy rate is calculated by averaging across all 10 test runs. García et al. (2006) propose three SS based metaheuristics. Two of them are sequential SS heuristics, sequential SS with greedy combination (SSS-GC) and sequential SS with reduced greedy combination (SSS-RGC), which differ in terms of their solution combination strategy. The third heuristic is the parallel SS method (PSS). In Table 7, we present the accuracy results (mean hit ratio ± standard deviation) of our algorithm in comparison with the three methods proposed in García et al. (2006). Note that García et al. (2006) report on the accuracy results across the number of features selected. In comparison, our proposed PSO algorithm selects the feature subset for a given number of features (k). Accordingly, we also report the number of features selected in García et al. (2006) as (mean number of selected features±standard deviation). Our method outperforms the SS based methods proposed in García



et al. (2006) in all cases except in the Ionosphere (IO) dataset. Further, the PSO method obtains better accuracy with less number of features. For example, for the Pima Indian diabetes dataset (PM), while the PSS yields 0.681 ± 0.024 accuracy with 4.2 ± 1.14 features, the PSO algorithm yields 0.763 accuracy with only three features. García et al. (2006) report that the SS based methods require high computation times, but they do not report on computational times for each method. In Table 8, we present the computational time statistics for the proposed PSO algorithm with 10-fold cross-validation. Since the PSO algorithm is employed 10 times in this cross-validation, the average time per training instance can be calculated by dividing the times in Table 8 by 10. The accuracy results in Table 7 and computational times in Table 8 supports that the proposed PSO algorithm is competitive in both accuracy and computational effort in comparison with the SS based methods. Note that SS based methods are also evolutionary and population-based metaheuristics, García et al. (2006) compare their performances with that of GA-based feature subset selection method. They conclude that SS based methods perform better. Accordingly, we could thus reason that the proposed PSO methods will perform better, if not similar, than those of GA methods. Table 9 presents the statistical test results comparing feature selection with PSO and feature selection with SSS, SSS-RGC and PSS. Results show that PSO performs better than the SS based methods except in the case of the IO dataset. In order to show the efﬁciency of our PSO feature selection method, we have also performed experiments over the datasets of the NIPS (2003) Feature Selection Challenge (Table 10). NIPS, 2003 workshop included a feature selection competition with ﬁve two-class datasets from different application domains and called for classiﬁcation results using a minimal number of features. The results of the challenge are then made available for post-challenge submissions to stimulate further research (Guyon et al., 2005). Each of the ﬁve datasets is split into three subsets: a training set, a validation set, and a test set. Those who wish to benchmark their classiﬁcation can make on-line submissions on the validation and test sets. Then the results are evaluated according to performance metrics and returned to the submitter. Table 10 presents performance results of our submission: balanced error rate (BER) and area under the receiver operating condition (ROC) curve. The results of a binary classiﬁer can be represented in a 2  2 contin-
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Table 9 Mean and standard deviation of accuracy and t-test for every dataset in García et al. (2006). ID



PM BC IO WBC



PSO



PSO-(SSS-GC)



PSO-(SSS-RGC)



PSO-PSS



Mean



Std. Dev.



t



P



t



P



t



P



0.765 0.960 0.859 0.960



0.006 0.001 0.005 0.002



8.18 1.58 3.09 1.98



0.000 0.114 0.002 0.048



7.99 1.67 2.29 2.32



0.000 0.095 0.022 0.021



7.59 2.36 2.05 2.05



0.000 0.018 0.041 0.041



Table 10 Results of experiments over NIPS Feature Selection Challenge datasets. Dataset



Arcene Gisette Dexter Dorothea Madelon Overall



Balanced error rate



Area under curve



Train



Validation



Test



Train



Validation



Test



0.0000 0.0687 0.2100 0.2141 0.3375 0.1661



0.1104 0.0760 0.3233 0.3330 0.4033 0.2492



0.2188 0.0723 0.2970 0.3536 0.4339 0.2751



1.0000 0.9313 0.7900 0.7859 0.6625 0.8339



0.8896 0.9240 0.6767 0.6670 0.5967 0.7508



0.7812 0.9277 0.7030 0.6464 0.5661 0.7249



gency table of predictions against actual classes (a.k.a confusion matrix) as there are four possible outcomes (e.g., positive predictions when class is positive or negative, negative predictions when class is positive or negative). Let A, B, C, and D denote the true positive, false negative, false positive and true negative outcomes and A + B = C + D. The true positive rate, A/(A + B), determines the extent to which the classiﬁer classiﬁes positive instances correctly. Similarly, the false positive rate, C/(C + D) determines the proportion by which the negative samples are classiﬁed incorrectly. The balanced error rate is the  average of  the misclassiﬁcation errors on each B C þ CþD . This metric is used since some dataclass, e.g. BER ¼ 12 AþB sets (particularly dorothea) are unbalanced. Note that if the all predictions are false for both classes (e.g. A = 0 and D = 0), then BER = 1. The ROC curve is obtained by varying a threshold on the discriminant values (outputs) of the classiﬁer and represents the fraction of true positive (e.g. true positive rate) as a function of the false positive rate. Speciﬁcally, the ROC curve is obtained by plotting A/(A + B) against C/(C + D) for each conﬁdence value where the range in both dimensions is [0, 1]. The best possible prediction corresponds to the upper left corner (0, 1) of the ROC space, whereas a completely random guess would be any point on the diagonal connecting lower left (0,0) and upper right (1,1) corners of the ROC space. This diagonal divides the ROC space into two regions and an outcome above(below) the diagonal line correspond a good(bad) classiﬁcation result. Accordingly, the area under the ROC curve of the best possible, completely random, and the worst predictions are 1.0, 0.5, and 0.0, respectively. The NIPS, 2003 Feature Selection Challenge calculates the area under the ROC curve using the trapezoid method, e.g., the ROC curve is a piecewise linear function obtained connecting {(0,0),(C/(C + D),A/(A + B)),(1,1)} which forms a triangle with the diagonal line connecting (0,0)  D  B  , which is  AþB and (1,1). The area of this triangle is 12 CþD   1 D B  if the outcome is above the diagonal (D > B) and 2 CþD AþB   1 B D  CþD if the outcome is below the diagonal (B > D). In both 2 AþB   D B cases, the area under the ROC curve is 12 1 þ CþD  AþB Hence, the sum of the area under the ROC curve and balanced error rate is one. In NIPS (2003) Feature Selection Challenge experiments, we selected 100 features from feature set of each data set and used LR classiﬁer. We compared our results with those of other methods and conclude that our method is competitive, especially for arcene



Total number of features



Number of selected features



Reduction percentage



10.000 5.000 20.000 100.000 500



100 100 100 100 100



0.990 0.980 0.995 0.999 0.800 0.047



and gisette datasets. In particular, our results ranked 38th out of 98 for arcene and 25th out of 78 for gisette datasets results obtained with 200 or less features. There are three challenges associated with making a full comparison with other methods using these datasets. First, the classiﬁer used is not standard and differ for each subset selection method. Second, the computational times are not reported and hence the comparisons are based on only the quality of results. Third, majority of methods combine multiple techniques (as a wrapper, ﬁlter or hybrid) which inﬂuence the quality of the results. 6. Conclusion In this work, we propose a modiﬁed PSO algorithm for the feature subset selection problem. Different than the earlier implementations of PSO, our approach is a discrete PSO algorithm where the feature subsets are coded in binary strings. Moreover, we propose an adaptive feature selection procedure which dynamically accounts for the relevance and dependence of the features to be admitted into the feature subset. For feature subset selection problems where the feature reduction is quite large, standard application of the discrete PSO exhibits excessive diversiﬁcation. Hence, we expanded the social learning by using the iteration best which is best particle position obtained in each iteration. We compared our approach with the two other heuristic strategies (TS and SS) using publicly available datasets. Our experimental results evidence that the proposed methodology is competitive in both the classiﬁcation accuracy and the computational performance. A future extension of this proposed methodology is to improve the efﬁciency of the adaptive feature selection procedure. In the current implementation, we restricted the size of the candidate features to be considered for addition. The selection of such candidate features as well as the ideal number of such features merits further investigation as they determine a trade-off between the computational efﬁciency and the solution quality. While we construct the feature subsets by adding one feature at a time, an alternative strategy is to admit multiples of features which may both improve the optimization speed as well as the quality of the feature relevance measure. Acknowledgements We thank two reviewers whose constructive suggestions have signiﬁcantly improved the content and the presentation of this pa-
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